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Abstract

Cochlear implant-like spectrally reduced speech (SRS) has previously been shown to afford robust-
ness to additive noise. In this paper, it is evaluated in the context of microphone array based automatic
speech recognition (ASR). It is compared to and combined with post-filter and cepstral normalisation
techniques. When there is no overlapping speech, the combination of cepstral normalization and the
SRS-based ASR framework gives a performance comparable with the best obtained with a non-SRS
baseline system, using maximum a posteriori (MAP) adaptation, either on microphone array signal or
lapel microphone signal. When there is overlapping speech from competing speakers, the same combi-
nation gives significantly better word error rates compared to the best ones obtained with the previously
published baseline system. Experiments are performed with the MONC database and HTK toolkit.

Keywords: Cochlear implant, Microphone array, Noise robust ASR, Overlapping speech, Spectrally re-
duced speech

1 Introduction

Speech recognition in meetings presents an important application domain for speech recognition tech-
nologies [1]. However, this is a difficult recognition task. Apart from ambient background noise and
reverberation, a major source of noise in meetings is overlapping speech from other participants. These
overlapped speech segments cause problems for speech recognition and induce significant increase in
word error rate.

The use of microphone arrays can help in improving significantly speech recognition performance
in meetings, compared to the performance of lapel microphone speech recognition, when there is over-
lapping speech [1]. The enhancement-based approach [2] is the most common method of performing
speech recognition using a microphone array [3]. In this approach, either a fixed or adaptive beam-
forming algorithm is applied to the multi-channel captured audio. Indeed, noise in the received signal
can be significantly reduced thanks to these beamforming algorithms. However, these algorithms cannot
remove noise entirely from the received signals in any realistic environment. Consequently, the single-
channel output signal, generated by a beamforming stage, is consecutively processed with a post-filter.
The post-filtering can be performed using conventional single channel speech enhancement algorithms,
e.g. Wiener filtering or spectral subtraction algorithms [4], or can be built based on information ex-
tracted from all array channels. The single-channel output signal from the post-filter is then passed to
the ASR system for feature extraction and decoding. This enhancement-based approach is widely used
since it is simple and gives comparable recognition performance compared to other approaches, e.g., the
multi-stream approach, which are more computationally costly [3].

In this paper, we investigate the possibility of improving the performance of enhancement-based mi-
crophone array speech recognition using cochlear implant-like spectrally reduced speech (SRS), which
is the acoustic simulation of a cochlear implant [5]. Indeed, a novel framework for noise robust ASR
has been recently introduced based on the SRS [6]. In this framework, the SRS signals, synthesized
from original clean speech signals, are used for training; the SRS signals, synthesized from noisy speech
signals, are used for testing. It has also been suggested that the implementation of other noise robust
techniques, e.g., speech enhancement, on this SRS-based framework could further improve noise robust-
ness [6]. We thus implement some standard noise robust techniques on this framework and observe the
ASR performance. The results obtained with the SRS-based framework are compared with those obtained
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with the baseline framework using standard noise robust techniques. Experiments are performed on the
multichannel overlapping numbers corpus (MONC) [7].

The paper is organized as follows. Section 2 describes the SRS synthesis algorithms. In section 3, the
microphone array processing is introduced. Section 4 and section 5 present the experimental setup and
the recognition results, respectively. Finally, section 6 concludes the paper.

2 SRS Synthesis Algorithm

In the SRS technique [6], a speech signal s(t) is first decomposed into N subband signals, si(t), i =
1, . . . ,N, by using a perceptually-motivated analysis filterbank consisting of N bandpass filters. The aim
of the analysis filterbank is to simulate the motion of the basilar membrane [8]. In this respect, the
filterbank consists of nonuniform bandwidth bandpass filters that are linearly spaced on the Bark scale.
In this paper, each bandpass filter in the filterbank is a second-order elliptic bandpass filter having a
minimum stopband attenuation of 50 dB and a 2 dB peak-to-peak ripple in the passband. The lower,
upper, and central frequencies of the bandpass filters are calculated as in [9]. An example of analysis
filterbank is given in Fig. 1

Figure 1: Frequency response of an analysis filterbank consisting of 16 second-order elliptic bandpass
filters used for speech signal decomposition. The speech signal is sampled at 8 kHz.

The amplitude modulations (AMs), mi(t), of the subband signals, si(t), i = 1, . . . ,N, are then ex-
tracted by, first, full-wave rectification of the outputs of the bandpass filters and, subsequently, lowpass
filtering of the resulting signals. The sampling rate of the AM is kept at the same value as that of the
subband signal (8 kHz). In this work, the AM filter is a fourth-order elliptic lowpass filter with 2 dB of
peak-to-peak ripple and a minimum stop-band attenuation of 50 dB. The subband AM, mi(t), is then
used to modulate a sinusoid whose frequency, fci, equal to the central frequency of the corresponding
analysis bandpass filter of that subband. Afterwards, the subband modulated signal is spectrally limited
(i.e., is filtered again) by the same bandpass filter used for the original analysis subband [5]. Finally, all
the subband spectrally limited signals are summed to synthesize the SRS. The SRS, ŝ(t), can be expressed

2



as follows, and the SRS synthesis algorithm is summarized in Fig. 2:

ŝ(t) =

N∑
i=1

mi(t) cos (2πfcit) (1)

Figure 2: SRS synthesis algorithm [5]. The original speech signal is decomposed into several subband
speech signals. The subband temporal envelopes are extracted from the subband speech signals and are
then used to synthesize the SRS. BPF means bandpass filter.

The use of SRS signals, which contains basic and ASR relevant information transfered by the sub-
band temporal envelopes [10], improves ASR noise robustness since the use of such basic information in
ASR helps in reducing variability from the speech signal, especially when the speech is contaminated by
environmental noise [6].

3 Microphone Array Processing

Microphone arrays are designed for high quality acquisition of distant speech, relying on beamforming or
spatial filtering. The directionally discriminative time-space filtering of multi-channel acquisition results
in suppression of interference sources, thus improving the signal to noise ratio (SNR). Beamforming filters
are designed based on requirements of the application. The optimal beamforming for maximizing the
array-gain is known as the superdirective beamformer. The array-gain is defined as the SNR improvement
of the beamformer output with respect to the single channel.

Figure 3 illustrates the beam-pattern of a superdirective beamformer at frequencies 250, 500, 1000
and 2246 Hz for the microphone array set-up of our recordings [7]. 2246 Hz is the frequency corre-
sponding to the microphone separation being a half wavelength. The speaker is located at azimuth and
elevation 135◦ and 25◦ respectively with respect to the center of the array. As the figure shows, the beam-
pattern is adjusted towards the speaker, and it is kept the same for all scenarios. The average SNR of the
recordings is 9 dB. The dominant noise has diffuse characteristics [11] so we use a McCowan post-filter
to achieve a higher accuracy using the superdirective beamformer. The filter assumes that we know the
noise field coherence function, so a more accurate estimated signal power spectral density is possible.

4 Experimental Setup

4.1 Database

We use the multichannel overlapping numbers corpus (MONC) database [1] for the experiments in this
paper. The utterances in the numbers corpus (30-word vocabulary) include isolated digit strings, continu-
ous digit strings, and ordinal/cardinal numbers, collected over telephone lines. For acquiring the MONC
database, the utterances of the OGI numbers corpus were played back on one or more loudspeakers,
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Figure 3: Beam-patterns for superdirective beamformer with circular microphone array.

and the resulting sound field was recorded with lapel microphones, a single tabletop microphone, and a
tabletop microphone array. The recordings were made in a moderately reverberant 8.2 m × 3.6 m × 2.4
m rectangular room. Background noise was made mainly by the PC power supply fan. The loudspeakers
were positioned around a circular meeting room table to simulate the presence of 3 competing speakers
in the meeting room. The angular spacing between them was 90◦ and the distance from table surface to
centre of main speaker element was 35 cm. Lapel microphones were attached to t-shirts hanging below
each loudspeaker. The microphone array includes 8 microphones, which were distributed in a 20 cm
diameter circle placed in the centre of the table. An additional microphone was placed at the centre of
the array. A graphical description of the room arrangement can be found in [7].

As demonstrated by Moore and McCowan [1], when no overlapping speech was present, the micro-
phone array output recognition performance was equivalent to that of the lapel microphone. Otherwise,
in the presence of overlapping speech, the microphone array successfully enhanced the desired speech,
and gave the better recognition performance compared to that obtained with the lapel microphone. In
this paper, we applied various simple noise robust techniques to the output of the microphone array in
order to improve ASR performance. We use thus the clean training set for training ASR systems. In addi-
tion, we use the outputs of the microphone array corresponding to three recording scenarios, including
S1 (no overlapping speech), S12 (one competing speaker), and S123 (two competing speakers) as input
testing speech of the ASR systems.

4.2 ASR Systems Training

A baseline ASR system was trained in the spirit of that of Moore and McCowan [1], using the HTK toolkit
[12], on the clean training set of the original numbers corpus. The system consists of acoustic models
which are tied-state triphone hidden Markov models (HMMs). The triphone HMMs are standard with 3
emitting states per triphone and 12 Gaussian mixtures per state. The system uses 39-dimensional speech
feature vectors which consist of 13 MFCC coefficients (including the 0th cepstral coefficient) along with
their delta and acceleration coefficients. This baseline system gave a word error rate (WER) of 6.45%
using the clean test set from the original numbers corpus. Other baseline systems are those trained
on original clean speech and tested on the same lapel microphone signals, using maximum a posteriori
(MAP) adaptation, as well as on microphone array signals, using MAP adaptation [1].

In the framework of noise robust ASR using cochlear implant-like spectrally reduced speech (SRS),
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the SRS signals are synthesized from clean training speech signals; then these SRS signals are used to
train the ASR system. In testing, the SRS signals are synthesized from the normal test speech signals. In
the ASR framework that does not use SRS, original clean speech signals are used to train the ASR system
for recognizing normal test speech signals. The initial input testing speech of the two ASR systems
are the same: single-channel audio stream after the post-filtering output of the microphone array. This
audio stream will be recognized directly with the normal ASR system. Otherwise, SRS signals will be
synthesized from this input audio stream and recognized with the SRS-based ASR system. The SRS
synthesis needs two important parameters: the number of frequency subbands and the subband temporal
envelopes bandwidth. Following earlier results [6], we synthesize 16-subband SRS with 50 Hz subband
temporal envelope bandwidth. The experimental protocols are summarized in Fig. 4.

Figure 4: Two experimental frameworks using ASR systems trained on original clean speech (Fig. 4(a))
and on SRS signals (Fig. 4(b)), respectively. In Fig. 4(a), Mdls-Orgn denotes the models (acoustic and
language models, dictionary) obtained from training on original clean speech signals. Similarly, in Fig.
4(b), Mdls-SRS denotes the models obtained from training on SRS signals synthesized from original clean
speech signals.

5 Recognition Results

We implement cepstral normalization techniques on the SRS-based framework. Cepstral mean normal-
ization (CMN) and cepstral variance normalization (CVN) are in turn known to perform as well as or
better than standard noise robust ASR techniques such as spectral subtraction [13]. CMN and CVN are
implemented on both ASR framework, whether based on SRS or not. The results obtained with the two
frameworks are compared.

Tab. 2 shows the recognition results, in terms of WERs, obtained with two ASR frameworks using
noise robust techniques above. We use the WER computed by the baseline ASR system, trained on
original clean speech, tested on the same microphone array and lapel microphone signals, using MAP
adaptation as noise robust technique, as the references. These WERs are extracted from [1] and are
displayed in Tab. 1.

We can remark that, in the S1 scenario (no overlapping speech), the implementation of CMN alone
or its combination with CVN on the SRS-based ASR framework (CMN+SRS and CMN+CVN+SRS) gave
WERs which are comparable with the best ones achieved with the baseline system, using MAP adaptation,
either on microphone array or lapel microphone signals. On the other hand, when there is overlapping
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speech from competing speakers (S12 and S123 scenarios), the combination of CMN and CVN on the
SRS-based ASR framework (CMN+CVN+SRS) gave significant lower WERs, compared to the best ones
achieved with the baseline system, using MAP adaptation, either on microphone array or lapel micro-
phone signals. The SRS-based noise robust ASR framework has shown its relevance when combining
with other standard noise robust techniques (CMN and CVN) to improve significantly microphone array
speech recognition performance.

Table 1: Reference WERs (in %) computed by the ASR system, trained on original clean speech, tested on
microphone array and lapel microphone signals, using MAP adaptation as noise robust technique. These
results are extracted from [1].

MAP adaptation
Scenario Microphone array Lapel microphone
S1 7.00 7.01
S12 19.37 26.69
S123 26.64 35.25

Table 2: WERs (in %) computed on microphone array signals using conventional ASR system, trained
on original clean speech, and SRS-based ASR system, trained on SRS signals. CMN and CVN have been
implemented on these two systems. The input speech signals are the same microphone array signals
which are used to compute the WERs in Tab. 1.

Noise robust technique
Scenario No technique CMN CMN+CVN SRS CMN+SRS CMN+CVN+SRS
S1 39.28 19.99 9.27 24.29 7.51 7.16
S12 52.25 36.12 21.68 46.60 19.82 17.16
S123 60.23 46.12 29.96 58.15 29.77 23.29

6 Conclusions

This paper investigates the possibility of improving microphone array speech recognition performance
using cochlear implant-like SRS. Standard noise robust techniques, including CMN and CVN, have been
implemented on a SRS-based noise robust ASR framework. The WERs obtained with the baseline system,
using MAP adaptation, on microphone array and lapel microphone signals, were used as the references
(see Tab. 1). Experiments, performed on MONC database [7], have shown that:

• When there is no overlapping speech, CMN+SRS and CMN+CVN+SRS gave WERs which are com-
parable with the lowest ones achieved with the baseline system, trained on original clean speech
and tested, using MAP adaptation, on either microphone array or lapel microphone signals.

• When there is overlapping speech from competing speakers, CMN+CVN+SRS gave significantly
lower WERs, compared to the lowest ones achieved with the baseline system, trained on original
clean speech and tested, using MAP adaptation, on either microphone array or lapel microphone
signals.

• CMN+SRS gave a lower WER compared to CMN+CVN on microphone array signals.

In fact, MAP adaptation is a robust technique but its implementation needs enough adaptation data
to perform well. It has been shown that the performance of an ASR system using MAP adaptation
depends heavily on the amount of adaptation data [12]. Therefore, it is inconvenient to implement MAP
adaptation in real-time ASR systems. In this work, we have shown that implementing standard, less
costly noise robust techniques (CMN and CVN) on the SRS-based ASR framework could help in achieving
comparable or significantly lower WERs with microphone array signals, whenever there is no overlapping
or overlapping speech, respectively, compared to those achieved with the baseline ASR system, using MAP
adaptation. We hope to validate these results on a larger vocabulary ASR system such as one based on
the AMI corpus [14] in our future work.
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