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We study a resonant Bose-Fermi mixture at zero temperature by using the fixed-node diffusion

Monte Carlo method. We explore the system from weak to strong boson-fermion interaction, for different

concentrations of the bosons relative to the fermion component. We focus on the case where the boson

density nB is smaller than the fermion density nF, for which a first-order quantum phase transition is found

from a state with condensed bosons immersed in a Fermi sea, to a Fermi-Fermi mixture of composite

fermions and unpaired fermions. We obtain the equation of state and the phase diagram, and we find that

the region of phase separation shrinks to zero for vanishing nB.

DOI: 10.1103/PhysRevLett.110.115303 PACS numbers: 67.85.Pq, 03.75.Hh, 03.75.Ss

Let us consider a system of bosons and spinless fermions
with a tunable short-range boson-fermion (BF) attraction.
For weak attraction, at sufficiently low temperature the
bosons condense, while the fermions fill a Fermi sphere,
and the BF interaction can be treated with perturbative
methods [1,2]. For sufficiently strong attraction, bosons
and fermions pair into molecules. In particular, for a
fermion density nF larger than the boson density nB, one
expects all the bosons to pair with fermions. The boson
condensate is then absent in such a regime, and the system
should be described as a weakly interacting Fermi-Fermi
mixture, one component consisting of molecules, with
density nM ¼ nB, and the other component of unpaired
fermions, with density nU ¼ nF � nB.

How does the system evolve at zero temperature between
the two above physical regimes? Several scenarios could
be imagined in principle: (i) a continuous quantum phase
transition, with the condensate fraction vanishing smoothly
at a certain critical value of the BF coupling; (ii) a first-
order quantum phase transition, with phase separation
between a condensed phase and a molecular phase without
condensate; (iii) the collapse of the system in the inter-
mediate coupling region, with no stable state connecting
the two different regimes.

The above question has been the object of increasing
attention recently, especially in the field of ultracold trapped
gases, where the interaction can be tuned by using Feshbach
resonances [3]. In particular, for ‘‘broad’’ resonances, a
Bose-Fermi mixture can be accurately described by a mini-
mal set of parameters: the scattering lengths aBB and aBF
describing, respectively, the boson-boson (BB) and boson-
fermion interaction, the boson and fermion densities nB and
nF, and their masses mB and mF (the short-range fermion-
fermion interaction being negligible, due to Pauli exclusion).

Initial experiments [4,5] with ultracold Bose-Fermi mix-
tures supported the collapse scenario, with the instability

occurring already for moderate BF coupling. However,
only a limited region of the parameter space was explored
(e.g., a boson number NB considerably greater than the
fermion number NF and nonresonant values of the scatter-
ing lengths). The tunability of the Bose-Fermi interaction
was first demonstrated in a 40K� 87Rb mixture [6] and
then successfully exploited to form Feshbach molecules
[7–9]. Recently, an isotopic 40K� 41K mixture, exhibiting
a broad Feshbach resonance to tune the BF interaction,
was successfully cooled down to quantum degeneracy [10].
The creation of Feshbach molecules has been finally
achieved very recently also with 23Na� 6Li [11] and
23Na� 40K [12] mixtures, in the latter case observing
lifetimes of the order of 100 ms, sufficient for the setup
of many-body effects. The two above opposite regimes of
a Bose-Fermi mixture have thus been explored already
to some extent in experiments. The intermediate (unitary)
region, instead, has remained inaccessible so far, essen-
tially because of the large losses due to three-body recom-
bination onto deep energy levels, favored by the presence
of three-body (Efimov) bound states. Some control of these
losses should, however, be achieved by working with small
concentrations of bosons, the dominant recombination
process being proportional to n2BnF, and by considering
isotopic mixtures, for which Efimov states are relevant
only very close to resonance [13].
On the theoretical side, first studies [14–16] were based

on mean-field or perturbative approaches and focused
mainly on the mechanical stability issue. The continuous
quantum phase transition scenario was first put forward
in [17], within a ‘‘two-channel model’’ for the BF coupling
(actually relevant for ‘‘narrow’’ Feshbach resonances
[3,18]), and further explored, for a broad resonance, in
[19,20]. The alternative scenario of a first-order transition,
with a rather vast region of phase separation occurring
between the ‘‘molecular’’ region and the condensed one,
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was instead proposed in [21,22]. A recent variational cal-
culation has indicated finally that a sufficiently strong BB
repulsion should prevent the collapse scenario [23].

In this Letter, we apply the fixed-node diffusion
Monte Carlo (FN-DMC) method to the study of a resonant
Bose-Fermi mixture. This numerical technique yields an
upper bound for the ground-state energy of the gas,
resulting from an ansatz for the nodal surface of the
many-body wave function that is kept fixed during the
calculation (see Ref. [24] for details). We consider a three-
dimensional homogeneous Bose-Fermi gas described by
the Hamiltonian

H ¼ � @
2

2mF

XNF

i¼1

r2
i �

@
2

2mB

XNB

i0¼1

r2
i0

þ XNF;NB

i;i0
VBFðrii0 Þ þ

XNB

i0<j0
VBBðri0j0 Þ; (1)

where i; j; . . . and i0; j0; . . . label, respectively, the fermions
and the bosons. We consider equal masses mB ¼ mF ¼ m
andmodel the interspecies BF interaction by using an attrac-
tive square-well potential with depth V0

BF and range RBF,
while the intraspecies BB interaction is modeled by a repul-
sive soft-sphere potential with height V0

BB and range RBB.
In order to eliminate any dependence on the range of

the BF interaction potential, we take RBF such that
nFR

3
BF ¼ 10�7 or, equivalently, kFRBF ¼ 0:0181 in terms

of the Fermi wave vector kF ¼ ð6�2nFÞ1=3. In this regime
the only dependence on the BF interaction potential is
given by the scattering length aBF. As is well known,
aBF diverges and changes sign when a two-body bound
state appears (with binding energy "B ¼ �@

2=ma2BF for
aBF > 0). Deeper two-body bound states are absent in our
model. In the many-body system, the BF coupling strength
is conveniently described in terms of the dimensionless
parameter g ¼ ðkFaBFÞ�1.

For the BB repulsion, we set RBB ¼ 1:086aBB and take
� � kFaBB ¼ 1. Such a constant BB repulsion guarantees
the stability for all considered values of the boson concen-
tration x ¼ nB=nF and of the BF couplings across the
resonance, preventing high local bosonic densities, which
would favor the formation of clusters. We notice that our
value of � is twice the critical value for mechanical stabil-
ity found for g ¼ 0 in [23]. Because of computational time
constraints, an analysis of the dependence on � of the
results is beyond the scope of this Letter. This question
is, however, definitively relevant for experiments with
ultracold atoms, since typical values of aBB and kF corre-
spond to values of � smaller by at least one order of
magnitude than the value considered here. In addition,
with � ¼ 1, we expect the specific choice of the repulsive
potential to play a role for x * 0:2, based on previous
studies of bosonic systems [25,26].

Simulations are carried out in a cubic box of volume
L3 ¼ NF=nF with periodic boundary conditions. We use a

trial wave function of the general form c TðRÞ ¼
�SðRÞ�AðRÞ. �S is a positive function of the particle
coordinates R ¼ ðr1; . . . ; rNF

; r10 ; . . . ; rNB
Þ and is symmet-

ric under exchange of identical particles, while�A satisfies
the fermionic antisymmetry condition and determines the
nodal surface of c T . The symmetric part is chosen of the
Jastrow form �SðRÞ ¼ Q

i;i0fBFðrii0 Þ
Q

i0j0fBBðri0j0 Þ, where
the unprimed (primed) coordinates refer to fermions
(bosons) and two-body correlation functions of the inter-
particle distance are introduced. In order to describe the
Bose-Fermi and the Fermi-Fermi mixture, we use two
different choices for �A. The first choice (JS) is a usual
Slater determinant for the bare fermions �S

AðRÞ ¼
Aðc k1ð1Þc k2ð2Þ . . . c kNF

ðNFÞÞ, where A indicates the

antisymmetrizer operator and c k�ðiÞ indicates a plane-

wave state, with k� ¼ 2�ðn�xx̂þ n�yŷþ n�zẑÞ=L and

jk�j � kF. The second choice (JMS) is the antisymme-
trized product of a Slater determinant for the molecules
and a Slater determinant for the unpaired fermions

�MS
A ðRÞ ¼

���������������������������������������

’K1
ð1; 10Þ � � � ’K1

ðNF; 1
0Þ

..

. . .
. ..

.

’KNM
ð1; NMÞ � � � ’KNM

ðNF;NMÞ
c k1ð1Þ � � � c k1ðNFÞ

..

. . .
. ..

.

c kNU
ð1Þ � � � c kNU

ðNFÞ

���������������������������������������

; (2)

where the molecular orbitals are defined as ’K�
ði; i0Þ ¼

fbðjri � ri0 jÞ exp½iK�ðri þ ri0 Þ=2�, which consist of the
relative motion orbitals fb times the molecular center-of-
mass plane waves with jK�j � KM, being nM ¼ K3

M=6�
2,

while for the unpaired fermions jk�j � kU, being nU ¼
k3U=6�

2. The functions fb, as well as fBB and fBF, are
chosen to be the solutions of the appropriate two-body
problems, modified at long distance to comply with periodic
boundary conditions. We notice that the wave function (2)
is not symmetric under exchange of bosons. It is the analog
of the Nosanow-Jastrow wave function [27,28], which has
been successfully used in quantum Monte Carlo studies of
the equation of state of solid 4He [29,30].
In Fig. 1, we report the FN-DMC results for the total

energy of the mixture at a small boson concentration
x ¼ 0:175 as a function of the interaction parameter g in
units of the energy per particle of the free Fermi gas EFG ¼
3@2k2F=10m ¼ 3"F=5, where "F is the Fermi energy. We
perform calculations with NF ¼ 57, NB ¼ 10 for the JS
nodal surface (�S

A) and with NF ¼ 40, NB ¼ 7 with the

JMS wave function (�MS
A ), in order to have almost equal

bosonic concentrations. For the JS (JMS) nodal surface,
finite-size effects are considerably reduced by using closed
shells for the number of fermions (molecules and unpaired
fermions) and using Fermi liquid theory. The energy
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difference between the finite and infinite systems is
assumed to be the same as for the noninteracting case
(see [31]). We use this correction also to assess the error
bars, on top of the statistical error.

In the weak-coupling limit we recover the perturbative
results of Refs. [1,2], which can be further expanded
in powers of x, leading to the energy functional E ¼
NFEFGðEBF þ EBBÞ, where

EBF ¼ 1þ 20

9�g
x

�
1þ 1

�g

�
þ 10�x2

9�g2

�
1þ 4

�2

�
; (3)

while EBB ¼ 10�x2

9� ð1þ ffiffiffi
x

p
�3=2 128

15�
ffiffiffiffiffi
6�

p Þ corresponds to the

energy of a weakly interacting Bose gas [32].
More generally, the condensed phase can be described in

terms of a polaronic picture, where bosons are dressed by
fermions. These polarons are characterized by an effective
binding energy A and an interaction term F. Similarly to
[23], one can thus introduce the following polaronic
equation of state (EOS) holding in the limit x � 1:

Epol ¼ NFEFG½1� AðgÞxþ Fðg; �Þx2�; (4)

where AðgÞ ¼ �ð�B=EFGÞx!0 is calculated within a
T-matrix framework [19,33], �B being the chemical po-

tential of the bosons, while Fðg; �Þ ¼ 10�
9� ½1þDðg; �Þ�Þ.

An analogous ðx2Þ interaction term has been considered in
the context of polarized Fermi gases [34–36]. In order to
precisely evaluate the interaction coefficient D of the
polaronic EOS, we vary the concentration of the bosons
in the relevant regime of couplings 0 � g � 1, and we fit
the coefficient directly from the FN-DMC simulations.
Results for the polaronic branch are shown in the inset
in Fig. 2; in Table I, we report the fitted values for D.

The agreement with the polaronic EOS is rather good even
at large concentrations. Some discrepancies start to appear
at large x for g ¼ 0:75.
In Fig. 1, we compare the FN-DMC results with the

JMS wave function to the energy functional Emol ¼
NFEFGð�10g2x=3þ EFFÞ, where the first contribution
comes from the bare binding energy of the molecules and

EFF ¼ m

M�ðgÞ ½1þ xCðg; �Þ�x5=3 þ ð1� xÞ5=3

þ xð1� xÞ 5�ðgÞ
3�g

; (5)

which is expected to hold for large values of g. Here, the
first term corresponds to the kinetic energy of the mole-
cules whose effective mass is given by M�ðgÞ, taken from
the analytic treatment of [37] for a single molecule in a
Fermi sea, corrected by a term proportional to the coeffi-

cient C for finite values of x. This higher order x8=3 con-
tribution could also embody a p-wave interaction between
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FIG. 2 (color online). Energy as a function of x, for � ¼ 1.
Main figure, from top to bottom: Energy of the FF mixture at
g ¼ 0:6, g ¼ 0:75, g ¼ 1, and g ¼ 5, with the bare binding
energy of the molecules subtracted. Dashed lines: Equation (5)
with C ¼ 0, M� ¼ 2m, and � ¼ 1:18. Solid lines: Best fit using
Eq. (5) with M� and � from [37]. Inset, from top to bottom:
Energy of the polaronic phase at g ¼ 0, g ¼ 0:5, and g ¼ 0:75.
Solid lines: Best fit using Eq. (4).
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FIG. 1 (color online). Energy of a BF mixture at x ¼ 0:175 and
� ¼ 1, with the contribution of the bare binding energy of the
molecules subtracted for aBF > 0. Circles: JS FN-DMC results.
The solid line corresponds to Eq. (3), and the dashed line is a
guide to the eyes. Squares: JMS FN-DMC results. The dotted line
corresponds to Eq. (5) with M� and � from [37] and C ¼ 0.
Inset: Energy without subtracting the bare binding energy.

TABLE I. Best fitted values of the Dðg; �Þ coefficient of the
polaronic EOS (4) and of the Cðg; �Þ coefficient of the molecular
EOS (5) for � ¼ 1.

g D g C

0.00 0.99(1) 0.60 12.39(10)

0.25 1.33(5) 0.75 3.37(2)

0.50 1.75(5) 1.00 1.54(2)

0.75 1.95(5) 5.00 0.60(1)

1.00 1.25(1)
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the molecules, which is expected to be significant for
� ¼ 1. The second and third terms correspond instead to
the kinetic energy of the unpaired fermions and to the
interaction energy of the two fermionic components which,
at the level of mean-field theory, is proportional to the
ratio � ¼ aad=aBF of the atom-dimer to the BF scattering
lengths; the g dependence of this coefficient is taken from
[37] and in the strong-attractive (molecular) limit correctly
reduces to the value � ¼ 1:18 obtained from the solution
of the three-body problem [38,39]. At the small value of
x ¼ 0:175 shown in Fig. 1, the FN-DMC results compare
well with the EOS (5) with C ¼ 0.

Analogously to the polaronic branch, we perform simu-
lations using the JMS wave function for g � 0:6 and
different concentrations of the bosons. Results of the mo-
lecular FF mixture are shown in Fig. 2. For the three largest
values of g we find that the EOS in Eq. (5), including
the correction to M� linear in x, works well up to x ¼ 1.
The corresponding best fitted values of the coefficient C
are reported in Table I. For g ¼ 0:6, our results start
showing some deviations from the functional form (5) in
the regime of intermediate concentrations 0:5 � x � 0:9.
For even smaller values of g, a number of effects worsen
the agreement with the FN-DMC data: (i) The molecular
effective mass from [37] diverges for g ’ 0:5, indicating
that a molecular picture is not valid anymore, (ii) beyond
mean-field interaction terms for the FF mixture are proba-
bly relevant, and (iii) the composite nature of the molecules
should start to play a major role.

We pass now to discuss the bosonic condensate fraction
n0 ¼ N0=NB. For the polaronic phase one can determine
n0 by calculating the unbiased long-range tail of the
bosonic one-body density matrix from FN-DMC and
variational Monte Carlo (VMC) simulations (see, e.g.,
Ref. [40]). The results for x ¼ 0:175 are reported in the
inset in Fig. 3 and show a constant decrease of n0 from the
weakly interacting regime, where the only contribution to
depletion comes from the BB repulsion, to the strongly
interacting regime, where the BF interaction dominates. In
this region, however, the FN-DMC and VMC results for n0
start to differ significantly, preventing an accurate unbiased
determination of this quantity. As a consequence, we can-
not assess whether n0 decreases to zero by following the
polaronic branch deeper on the molecular side or, as it is
more reasonable, remains always finite. In the molecular
phase, which for large values of g is well described by the
FF mixture of Eq. (5), one expects n0 ¼ 0.

Figure 3 finally presents the phase diagram in the x-g
plane, for small concentration x, where we are confident in
the validity of the energy functionals (4) and (5) describ-
ing, respectively, the superfluid (SF) polaronic and the
normal (N) FF molecular phase. The dotted curve corre-
sponds to the energy crossing between the two phases. The
two homogeneous phases are separated by a phase separa-
tion region, obtained by finding the global minimum of the

energy functional vPEpolðgP; xPÞ þ ð1� vPÞEmolðgM; xMÞ
with respect to the fractional volume vP of the polaronic
phase, and the local couplings and concentrations gP, xP,
gM, and xM, at fixed global particle numbers. (We have
checked that, at equilibrium, the resulting local couplings
and concentrations lie in the respective regions of validity
of the two energy functionals.)
Our FN-DMC calculations support the scenario of a

first-order quantum phase transition, with a narrow phase
separation region intervening between the condensed
polaronic and FF molecular phase. The phase separation
region shrinks to zero in the limit x ! 0, where the tran-
sition line tends to the critical coupling for the polaron-
molecule transition, previously studied in the context of
polarized Fermi gases [37,41,42]. However, contrary to
Fermi gases, the polaron-molecule transition is not masked
by a large phase separation region with finite width even in
the limit x ! 0 [43]. The physical reason for this is the
different contribution of molecules to the EOS: In polar-
ized Fermi gases, molecules are composite bosons and feel
a repulsion mediated by the dimer-dimer scattering length;
here they are composite fermions and feel the Pauli repul-
sion. The polaron-molecule transition is thus connected
continuously to a quantum phase transition occurring at
finite boson concentration, a result which does not depend
on the value of � , provided the polaronic phase is mechani-
cally stable, as can be seen from a small x expansion of the
energy functionals. We note finally that such a conclusion
would still be valid even if the first-order quantum phase
transition found here was replaced by a continuous phase
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FIG. 3 (color online). Phase diagram in the x-g plane, at
� ¼ 1. The dotted curve indicates the energy crossing between
the polaronic (SF) and FF molecular (N) phases. It lies in the
middle of a phase separation (PS) region. The gray area above
x ’ 0:2 indicates the nonuniversal region (for � ¼ 1). Inset:
Bosonic condensate fraction n0 for x ¼ 0:175 in the polaronic
phase. Circles: Extrapolated results from FN-DMC and VMC
simulations. Dashed line: Weakly interacting Bose gas result
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x�3=6�3

p
. For g > 0:75 the unbiased estimate

of n0 is no longer reliable, resulting in large error bars.
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transition, a scenario which we cannot completely exclude
as our results depend on the choice of the competing states.
Nevertheless, the good agreement of our results with con-
trolled expressions in different limits and with established
results for the polaron-molecule transition, together with
the quite narrow phase separation region between the two
phases considered in the present study, indicate that any
improved interpolating trial nodal surface could possibly
be relevant only in a narrow region of the phase diagram.
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