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Abstract Let L be a lattice in R
n . This paper provides two methods to obtain upper bounds

on the number of points of L contained in a small sphere centered anywhere in R
n . The first

method is based on the observation that if the sphere is sufficiently small then the lattice
points contained in the sphere give rise to a spherical code with a certain minimum angle.
The second method involves Gaussian measures on L in the sense of Banaszczyk (Math
Ann 296:625–635, 1993). Examples where the obtained bounds are optimal include some
root lattices in small dimensions and the Leech lattice. We also present a natural decoding
algorithm for lattices constructed from lattices of smaller dimension, and apply our results
on the number of lattice points in a small sphere to conclude on the performance of this
algorithm.

Keywords Lattice · Sphere decoding · Spherical code · Kissing number ·
Gaussian measure · Lattice decoding
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1 Introduction

A lattice L in R
n is the set of all integral linear combinations of a basis (b1, . . . , bn) of

R
n , i.e.

L = {z1b1 + · · · + znbn | z1, . . . , zn ∈ Z}.
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376 A. Meyer

In this paper we give upper bounds on the number of lattice points contained in a closed ball

Br (z) := {v ∈ R
n | |v − z| ≤ r}

where z is any vector in R
n and | . | denotes the usual Euclidian length. In the special

case where L = Z
2 is the standard lattice in R

2 and z is a lattice point, the cardinality of
Br (z) ∩ L is the subject of Gauss’s circle problem, whose solution is well known (see [7],
for instance). Moreover, the asymptotic behaviour of |Br (z) ∩ L|, i.e. as r goes to infinity,
has been extensively studied (see [6,17,24], for example).

However, very little seems to be known for small values of r . To the author’s knowledge, the
only work that has been done so far is by Mazo and Odlyzko for the standard lattice and arbi-
trary z (cf. Lemma 1 of [19]), and by Conway and Sloane, who in [10] give a lower bound on
|B√

μ(L)(z)∩ L|, provided that z is not exactly at distance
√

μ(L) from any lattice point. Here

μ(L) := max
v∈Rn

min
l∈L

|v − l|2

is the (squared) covering radius of L .
An obvious method to obtain an upper bound on |Br (z) ∩ L| is to enumerate all points in

Br (z)∩ L and then count them. To enumerate the lattice points, one can use the Fincke–Pohst
method (also called sphere decoding, cf. [12]). However, the results obtained this way will be
specific for the lattice and the chosen center of the sphere. This paper gives upper bounds on
|Br (z) ∩ L| which are independent from the center of the sphere and only depend on certain
lattice parameters.

The first method we use to bound |Br (z) ∩ L| from above resembles the one used by
Kabatiansky, Levenshtein et al. to derive an upper bound on the kissing number of a lattice,
i.e. the number of its shortest nonzero vectors (see [9, Chap. 9] for a survey). The bounds on
|Br (z)∩L| we obtain using this method only depend on the dimension and the minimum of L ,

min(L) := min
0 �=l∈L

|l|2.

If r2 ≤ min(L) then Theorem 1 shows that the lattice points in Br (z) correspond to the ele-
ments of a spherical code with a certain minimum angle. This gives rise to an upper bound
on |Br (z)∩ L|, since there exist various methods to bound the cardinality of a spherical code
with a given minimum angle. The most general approach, due to Kabatiansky and Levensh-
tein, uses linear programming, and is briefly outlined in Sect. 2. Calculations using this linear
programming method are summarised in Table 1 for some well known lattices, such as root lat-
tices in dimension up to ten and the Leech lattice, for r = √

μ(L). This choice of r is motivated
by the coding theoretic application in Sect. 5. In some cases the upper bound on |B√

μ(L)(z)∩
L| is attained when z is a deep hole of L , that is, minl∈L |z−l|2 = μ(L). This shows that in the
respective cases, these bounds are optimal, and moreover, the lattice points at distance

√
μ(L)

from a deep hole of L form an optimal spherical code with the respective minimum angle.
To also obtain an upper bound on |Br (z) ∩ L| when r2 > min(L), we present a different

approach in Sect. 3, based on Gaussian measures on L (cf. [2]). For each z ∈ R
n Theorem

2 gives a positive real number γr,L ,z such that |Br (z) ∩ L| ≤ γr,L ,z . Based on worst-case
assumptions on z, we also obtain a universal upper bound, i.e. a positive real γr,L such that

sup
z∈Rn

|Br (z) ∩ L| ≤ γr,L . (1)

The bound γr,L depends on the dimension of the lattice and on the number of lattice vectors

of each length smaller than some δ, where δ > ( n
2π

)
1
2 . Hence γr,L can be computed from the

theta series of the lattice.
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On the number of lattice points in a small sphere 377

Table 1 Upper bounds on the number of lattice points in a sphere of radius
√

μ(L) for some well known
lattices L

Type n θ [β0, . . . , βd ] A(n, θ) Gaussian
bound

For deep
holes

A 2 2
3 π 3 3 3

3 π
2 [1, 2.4, 2.002, 0.601] 6 7 6

4 cos−1
(

1
6

)
[1, 2.226, 2.178, 1.010] 10 12 10

5 cos−1
(

1
3

)
[1, 2.187, 2.659, 1.941, 0.695,

0, 0, 0.413]
≤24 26 20

6 cos−1
(

5
12

)
[1, 1.957, 2.512, 2.376, 1.455,

0.587, 0, 0, 0, 0.685]
≤54 47 35

7 π
3 [1, 2.503, 2.935, 3.185, 2.466,

1.365, 0.382, 0, 0, 0.062,

0.057]
≤140 99 70

8 – – − − − 188 126

9 – – −− 391 252

10 – – −− 758 462

D 3 π
2 [1, 2.4, 2.002, 0.601] 6 8 6

4 π
2 [1, 2.001, 1.602, 0.458] 8 10 8

5 cos−1
(

1
5

)
[1, 2.143, 2.084, 1.116] 16 20 16

6 cos−1
(

1
3

)
[1, 2.166, 2.589, 1.946, 0.722,

0, 0, 0.037]
≤37 42 32

7 cos−1
(

3
7

)
[1, 1.933, 2.515, 2.457, 1.543,

0.667, 0, 0, 0, 0.082]
≤88 88 64

8 π
3 [2.286, 3.175, 3.602, 2.835,

1.705, 0.552]
240 183 128

9 – – −− 595 256

10 – – −− 1, 211 512

E 6 cos−1
(

1
4

)
[1, 1.852, 2.029, 1.311] 27 37 27

7 cos−1
(

1
3

)
[1, 1.909, 2.274, 1.832, 0.892,

0.189]
56 84 56

8 π
2 [1, 1.485, 0.891, 0.195] 16 77 16

Leech 24 π
2 [1, 1.158, 0.322, 0.033] 48 974 48

The bounds obtained for r = √
μ(L) are also in Table 1, and show that in general neither

of the two methods to bound |Br (z)∩ L| is superior to the other. Moreover, our observations
let us conjecture the following.

Conjecture 1 If μ(L) ≤ min(L) then the function R
n → N, z �→ |B√

μ(L)(z) ∩ L| takes
its maximum at a deep hole of L.

From our calculations, summarised in Table 1, we can verify this conjecture in some cases,
as follows.

Remark 1 Let L be one of the lattices An (n ∈ {2, 3, 4}), Dn (n ∈ {3, 4, 5}), En (n ∈ {6, 7, 8})
or the Leech lattice �24. Then μ(L) ≤ min(L) and L satisfies Conjecture 1.
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378 A. Meyer

In Sect. 5 we give a coding theoretic application of our results. Lattices are used as code
books in important modern communication systems, like MIMO fading channels (cf. [4,5]).
In this context decoding a received signal z ∈ R

n means finding a lattice point closest to z,
i.e. finding u ∈ L such that |z − u| ≤ |z − l| for all l ∈ L . This problem is commonly called
the Closest Vector Problem. It is NP hard—see [14,16,18] for a study of its complexity.

In this paper we give an algorithm that solves the Closest Vector Problem approximately
for lattices that are constructed from lattices of smaller dimension. That is, given z ∈ R

n ,
one finds a lattice point l ∈ L such that

|z − l| ≤ γ · |z − l̃|
for all l̃ ∈ L , where γ > 1 is a real number which does not depend on z. Our algorithm is
a generalisation of Babai’s Nearest Plane Procedure (see [1] and Remark 2 in this paper).
Moreover, our algorithm can be used for Bounded Distance Decoding (cf. Proposition 2): It
always solves the exact version of the Closest Vector Problem if the error vector is sufficiently
small, i.e. if d(z, L) ≤ δL for some positive real δL depending only on L , where

d(z, L) = min{|z − l| | l ∈ L}.
The lattices considered in this paper are given in the following form. Given positive inte-

gers ni for i ∈ {1, . . . , t} with n := ∑t
i=1 ni and lattices Wi in R

ni as well as linear maps
fi : R

n1+···+ni → R
ni+1 , i ∈ {1, . . . , t − 1}, consider the lattice

L = {(l1, . . . , lt ) ∈ R
n | l1 ∈ W1, li − fi−1(l1, . . . , li−1) ∈ Wi , i ∈ {2, . . . , t}}.

For example, lattices obtained from Turyn’s construction and from Construction A (cf.
Chapts. 5 and 8 of [9], respectively) are naturally given in this form (see Lemma 4 and
Sect. 5.2, respectively). These include very well known lattices such as the Leech lattice and
the recently found extremal unimodular even lattice in dimension 72 (cf. [22]). Moreover,
since every lattice is isometric to a lattice which has a structure as above, our algorithm can be
used for decoding with any lattice in R

n (see Remark 2). The recursive definition of the points
in L allows to approximate a vector (z1, . . . , zt ) ∈ R

n1+···+nt by successive approximations
in the Wi . The respective algorithm is given in Sect. 5. A variant of this algorithm uses sphere
decoding as a subroutine to obtain all points of W1 in a certain small sphere B around z1

first. Proposition 3 gives an approximation factor in terms of the covering radii of the lattices
Wi . The additional effort to our algorithm stemming from dealing with all the points of W1

contained in B depends of course on |B ∩ W1| and can be estimated using the results in the
previous sections. We then apply the algorithm to lattices obtained from Turyn’s construction
and from Construction A (Sects. 5.1 and 5.2, respectively). In particular, we conclude on the
performance of the algorithm in the case of the newly found extremal even unimodular lattice
in dimension 72 (see [22]).

2 Bounds on |Br(z) ∩ L| via spherical codes

A spherical code in R
n is a finite subset of the unit sphere B1(0), i.e. a set of vectors in R

n

of length one. A spherical code C is said to have minimum angle θ if the angle between two
distinct elements of C is at least θ . An upper bound on the cardinality of a spherical code with
a given minimum angle can be calculated by solving a certain linear program, an approach
due to Kabatiansky and Levenshtein (see [9, Chap. 9]) that will be outlined in this section.

Lattices give rise to spherical codes with certain minimum angles. For instance, the vectors
of minimum nonzero length in L , when normalised as to be of length one, form a spherical
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On the number of lattice points in a small sphere 379

code with minimum angle π
3 (cf. [9, Chap. 2.3]). This has been used by Odlyzko and Sloane

in [9, Chap. 13] to derive an upper bound on the number of vectors of minimal nonzero length
in a lattice, also called the kissing number.

In Theorem 1 we observe that more generally, for every sphere Br (z) with r2 ≤ min(L)

centered at any point z ∈ R
n , the lattice points contained in that sphere give rise to a spherical

code with a certain minimum angle.
This enables us to obtain an upper bound on |Br (z) ∩ L| using the linear programming

bounds for spherical codes. The results are summarised in Table1. In the remainder of this
section, for reader’s convenience we give a very brief and simplified explanation of the lin-
ear programming method for spherical codes. For a more detailed description, the reader is
referred to [9, Chap. 9].

In what follows let A(n, θ) be the maximal cardinality of a spherical code in dimension
n and with minimum angle at least θ .

Theorem 1 Let L be a lattice in R
n and let r be a positive real such that min(L)

4 ≤ r2 ≤
min(L). Then for any z ∈ R

n − L, the set

C := {|x − z|−1 (x − z) | x ∈ Br (z) ∩ L}
is a spherical code whose minimum angle θ satisfies cos(θ) ≤ 1 − min(L)

2r2 . In particular
|Br (z) ∩ L| ≤ A(n, θ).

Proof For any x, y ∈ Br (z)∩ L , we aim to lower bound the angle θ between x − z and y − z.
Observe that

|x − z|2 + |y − z|2 − 2 cos(θ)|x − z| |y − z| = |x − y|2.
Since |x − y|2 ≥ min(L), this yields

cos(θ) ≤ |x − z|2 + |y − z|2 − min(L)

2|x − z| |y − z| . (2)

Now for a ∈ (0, r ] consider the real function fa : t �→ a2+t2−min(L)
2at . This function is

increasing since by assumption a ≤ r ≤ √
min(L) and hence for any real t ,

d fa

dt
(t) = t2 − a2 + min(L)

2at2 ≥ 0.

For symmetry reasons, it follows that the right hand side of 2 is maximised if |x − z| =
|y − z| = r . In this case, eqnarray 2 reads cos(θ) ≤ 1 − min(L)

2r2 as desired. 
�
In the paper [21] the interested reader may find similar techniques as the one used in the

proof of Theorem 1. In what follows, to illustrate the results in Table 1 we briefly outline
Kabatiansky’s and Levenshtein’s approach to bound A(n, θ) from above by means of a linear
program. For a more detailed outline, the reader may refer to Chapter 9 of [9].

The variables of the primal linear program model the weight distribution of the putative
spherical code, which is defined below. By � (c, c′) we denote the angle between two real
vectors of the same dimension.

Definition 1 Let C be a spherical code. For t ∈ [−1, 1] let

ωt := 1

|C| |{(c, c′) ∈ C × C | cos � (c, c′) = t}|.

Then (ωt )t∈[−1,1] is called the weight distribution of C.
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380 A. Meyer

One derives linear inequalities for the ωt , considering the action of the special orthogonal
group on the complex vector space of spherical harmonics.

Definition 2 The space Harm(k, n) of spherical harmonics of degree k in dimension n is the
complex vector space of all functions f on

∂ B1(0) = {v ∈ R
n | |v| = 1}

that are represented by a homogeneous element p f ∈ C[X1, . . . , Xn] of total degree k and
satisfy Laplace’s equation

2 f = d2 f

dX2
1

+ · · · + d2 f

dX2
n

= 0.

This space is equipped with a Hermitian scalar product,

〈 f, g〉 =
∫

∂ B1(0)

f (z)g(z)dλn(z),

where λn is the normalised Lebesgue measure on ∂ B1(0).

The special orthogonal group SO(n) acts naturally on Harm(k, n) by g · f := (z �→
f (g−1z)), for g ∈ SO(n) and f ∈ Harm(k, n). Since this action leaves the above scalar
product invariant, the representation ρ : SO(n) → EndC(Harm(k, n)) induced by this oper-
ation is unitary. Explicitly, this means that if F := ( f1, . . . , fm), with m = dim(Harm(k, n)),
is an orthonormal basis of Harm(k, n) with respect to the above scalar product then for every
g ∈ SO(n) the matrix M(g) defined by (ρ(g))( fi ) = ∑m

j=1 M(g)i j f j for i ∈ {1, . . . , m} is
unitary.

We may assume that h · f1 = f1 for all h ∈ H := StabSO(n)(z0) for some element
z0 ∈ ∂ B1(0), i.e. that f1 is constant on the orbits of H on ∂ B1(0). So by means of the
bijection κ : H\ SO(n) → ∂ B1(0), H · g �→ g−1 · z0 one can define a function

Jk : ∂ B1(0) × ∂ B1(0) → C, (z, z′) �→ (M(g)M(g′)tr
)1,1,

where κ(Hg) = z and κ(Hg′) = z′.
Using the fact that ρ is unitary, one easily verifies that Jk does not depend on the choice

of the basis F and moreover, that

(1) Jk is SO(n)-invariant, i.e. Jk(gx, gy) = Jk(x, y) for all x, y ∈ ∂ B1(0) and all g ∈
SO(n) and

(2) Jk is positive definite, i.e.
∑

x,y∈U Jk(x, y) ≥ 0 for all U ⊆ ∂ B1(0).

Due to (1) and since the function ∂ B1(0) × ∂ B1(0) → [−1, 1], (z, z′) �→ cos � (z, z′) is
a separating invariant for the diagonal action of SO(n) on ∂ B1(0) × ∂ B1(0), one can define
a so-called zonal spherical function

φk : [−1, 1] → R, t �→ Jk(x, y), where x, y ∈ ∂ B1(0) s.t. cos � (x, y) = t.

The zonal spherical function is a scalar multiple of a Jacobi polynomial; we have φk(t) =(
k+α
α

)−1
Pα,α

k (t) with α = n−3
2 .

Now because of (2), the weight distribution (ωt )t∈[−1,1] of any spherical code C satisfies
∑

t

ωtφk(t) = |C|−1
∑

t

|{(c, c′) ∈ C × C | cos � (c, c′) = t}| · Jk(c, c′)

= |C|−1
∑

c,c′∈C
Jk(c, c′) ≥ 0.
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On the number of lattice points in a small sphere 381

From the above and the obvious inequalities ωt ≥ 0 for all t ∈ T and ω1 = 1, one derives
the following linear program that outputs an upper bound on |C| = ∑

t ωt :
Primal program: Choose a natural number N and a finite subset T = {t1, . . . , ts} of
[−1, cos(θ)]. Maximise

∑
t∈T ωt subject to the constraints ωt ≥ 0 and

∑
t∈T φi (t)ωt ≥

−φi (1) for all i ∈ {1, . . . , N }.
Changing to the dual linear program allows to give an upper bound on |C| that is independent
from the choice of T , in Lemma 1.
Dual Program: Minimise

∑N
i=1 βiφi (1) subject to the conditionsβi ≥ 0 and

∑N
i=1 βiφi (t) ≤

−1 for all t ∈ T .
Together with Theorem 1 this yields the following lemma, which is a slight modification

of the main theorem in [9, Chap. 13].

Lemma 1 Let L be a lattice in R
n and let r be a positive real such that min(L)

4 ≤ r2 ≤ min(L).
Let p be a real polynomial satisfying the following conditions:

(i) p(t) ≤ 0 for −1 ≤ t ≤ 1 − 2 min(L)

2r2 ,

(ii) if p(t) = ∑d
i=0 βi Pα,α

i is the expansion of p in terms of Jacobi polynomials, where
α = n−3

2 and d is the degree of p, then β0 > 0 and βi ≥ 0 for i ∈ {1, . . . , d}.
Then |Br (z) ∩ L| ≤ p(1)

β0
for every z ∈ R

n.

Note that to find p in Lemma 1, one may use the dual program described above, choosing
some finite subset T ⊂ [−1, cos(θ)] that is not too small, and then verify that p := ∑N

i=1 βiφi

satisfies the conditions of Lemma 1.

3 Bounds on |Br(z) ∩ L| via Gaussian measures on L

Let L be a lattice in R
n and let

L� := {v ∈ R
n | (v, l) ∈ Z for all l ∈ L}

be its dual lattice, where (·, ·): R
n ×R

n, (v,w) �→ v1w1 +· · ·+vnwn is the standard scalar
product on R

n . Moreover, let det(L) be the determinant of a Gram matrix of L .
The main idea in this section is to use the Schwartz function

f : R
n → R, x �→ e−π(x,x)

as a kind of measure on L as well as on its translate by a vector z ∈ R
n , i.e. L − z:

= {l − z | l ∈ L}, to derive an upper bound on |Br (z) ∩ L|. Gaussian measures have already
been used by Banaszczyk in [2] to prove transcendence theorems for lattices. In Lemma 1 of
[19], they are used to give an upper bound on the number of points of the standard lattice in
a small sphere. The latter result is generalised to arbitrary lattices in the following theorem.

Theorem 2 Let L be a lattice in R
n and let z ∈ R

n. For every positive real r and every

δ > ( n
2π

)
1
2 we have |L ∩ Br (z)| ≤ γr,L ,z , where

γr,L ,z = eπr2
det(L)−

1
2

∑

y∈L�∩Bδ(0)

cos(2π(z, y)) f (y) Rδ.

Moreover, for any z ∈ R
n we have γr,L ,z ≤ γr,L , where

γr,L = eπr2 ∑
x∈L∩Bδ(0)

f (x) Rδ.

The error factor is Rδ = (1 − δn( 2π
n )

n
2 e

n
2 −πδ2

)−1 and tends to 1 as δ goes to infinity.
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382 A. Meyer

To calculate the bound from Theorem 2 for a given lattice, one has to enumerate the
lattice points within a small sphere centered at 0. This problem may seem quite similar to the
initial problem of counting the number of lattice points in a small sphere. But in the initial
problem, the center of the sphere is arbitrary, wheras in the calculation of the bound from
Theorem 2 the sphere is centered at 0. So the number of lattice points contained in a small
sphere centered anywhere is controlled by the lattice points of length at most δ. Moreover,
the enumeration of all lattice points within Bδ(0) may be easier than the initial one, since the
number of lattice points of any length can be read off from the lattice’s theta series.

For the proof of Theorem 2 we need the two lemmata below. The following improves [2,
Lemma 1.4(ii)].

Lemma 2 (cf. Lemma 2.9 of [20]) With f as above, we have
∑

x∈L−z

f (x) = det(L)−
1
2

∑

y∈L�

cos(2π(z, y)) f (y) ≤
∑
x∈L

f (x)

for every z ∈ R
n.

Proof Our proof uses the Poisson summation formula for lattices, which states that for every
lattice L in R

n and every sufficiently well behaved function g : R
n → C,

∑
x∈L

g(x) = det(L)−
1
2

∑

y∈L�

ĝ(y),

where ĝ : R
n → C, y �→ ∫

Rn e2π i(x,y)g(x)dx is the Fourier transform of g.
Now the functions f and its translate x �→ f (x − z) are sufficiently well behaved,

and f is its own Fourier transform, whereas the Fourier transform of the translate is y �→
e−2π i(z,y) f (y). Hence Poisson summation yields

∑
x∈L−z

f (x) =
∑
x∈L

f (x − z) = det(L)−
1
2

∑

y∈L�

e−2π i(z,y) f (y)

= det(L)−
1
2 (1 +

∑

{y,−y}⊆L�,
y �=0

2 cos(2π(z, y)) f (y))

= det(L)−
1
2

∑

y∈L�

cos(2π(z, y)) f (y) ≤ det(L)−
1
2

∑

y∈L�

f (y) =
∑
x∈L

f (x).


�
Lemma 3 (cf. [2, Lemma 1.5(ii)]) For any lattice L in R

n and for each δ >
( n

2π

) 1
2 we have

∑
x∈L−Bδ(0)

f (x) ≤ (1 − R−1
δ )

∑
x∈L

f (x),

where Rδ is as in Theorem 2.

Proof of Theorem 2 To prove the first statement of Theorem 2, consider the inequality chain

|L ∩ Br (z)| e−πr2 ≤
∑

x∈L−z

f (x) = det(L)−
1
2

∑

y∈L�

cos(2π(y, z)) f (y).
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On the number of lattice points in a small sphere 383

The first inequality simply stems from the fact that |L ∩ Br (z)| = |(L − z) ∩ Br (0)|. The

second inequality is part of the assertion of Lemma 2. Let δ >
( n

2π

) 1
2 , then it follows from

Lemma 3 that
∑

y∈L�−Bδ(0)

f (y) ≤ (1 − R−1
δ )

∑

y∈L�

f (y).

Hence the right hand side of the above inequality chain is bounded above by

det(L)−
1
2

∑

y∈L�

f (y) ≤ det(L)−
1
2

⎛
⎝ ∑

y∈L�∩Bδ(0)

f (y) + (1 − R−1
δ )

∑

y∈L�

f (y)

⎞
⎠

= det(L)−
1
2

∑

y∈L�∩Bδ(0)

f (y) Rδ,

which proves the first statement of the theorem. The second statement is proved analogously,
using the inequality

∑
x∈L−z f (x) ≤ ∑

x∈L f (x) from Lemma 2. 
�

4 Results for some well known lattices

For some well known lattices L , the following table gives upper bounds on |B√
μ(L)(z)∩ L|,

where z ∈ R
n is arbitrary (n = dim(L)).

If μ(L) ≤ min(L) then Theorem 1 applies, i.e. the set B√
min(L)(z) ∩ L corresponds

to a spherical code in R
n with minimum angle θ as given in Theorem 1. An upper bound

on maxz∈Rn |B√
μ(L)(z) ∩ L| is hence given by A(n, θ). To calculate an upper bound on

A(n, θ), the author implemented the linear programming method described in [9, Chap. 13]
in MAGMA [3], obtaining a polynomial p as in Lemma 1. The coefficients of p in the expan-
sion in terms of Jacobi polynomials are given in the fourth column, rounded to three decimal
places, as a sequence [β0, . . . , βd ], meaning that p(t) = β0 Pα,α

0 (t)+· · ·+βd Pα,α
d (t), where

α and d are as in Lemma 1.
The penultimate column gives the bound obtained from Theorem 2. This bound was cal-

culated using the respective lattice’s theta series. Note that it may be convenient to rescale
the lattices to obtain better results. The author observed that in many cases the best results
are obtained when the lattice is rescaled as to be of minimum one. The last column of the
table gives the maximal number |B√

μ(L)(z)∩ L| attained at a deep hole z of L . Obviously, if
this number equals the given upper bound on A(n, θ) then this bound is attained and equals
A(n, θ). In this case the lattice points closest to the deep hole form an optimal spherical code.

5 A recursive decoding algorithm for lattices

In this section we describe a recursive decoding algorithm for lattices, viewing them as con-
structed from lattices of smaller dimension by a procedure resembling the gluing method
(see [9, Chap. 4]). Roughly speaking, the algorithm decodes a lattice by decoding its lower
dimensional lattice components.

Lattices obtained from Turyn’s construction and from Construction A have a particular
structure of this kind. Among these lattices there are the Leech lattice and Nebe’s extremal
even unimodular lattice in dimension 72 [22]; in Sect. 5.1 the algorithm is applied to these
lattices.
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The lattices considered here are of the following form: Let n1, . . . , nt be positive integers
and let W1, . . . , Wt be lattices in R

ni . Moreover, let

fi : R
n1+···+ni → R

ni+1

be linear maps, for i ∈ {1, . . . , t − 1}. Let n := n1 + · · · + nt . Then we define L =
L(W1, . . . , Wt , f1, . . . , ft−1) as

L := {(l1, . . . , lt ) ∈ R
n | l1 ∈ W1, li − fi−1(l1, . . . , li−1) ∈ Wi (i = 2, . . . , t)}. (†)

Clearly L is a lattice in R
n . The following is a natural algorithm to find a point nearby a

given vector in R
n in a lattice L as above. The meaning of nearby will be precised in

Proposition 1.

Algorithm A′: Input: A vector z := (z1, . . . , zt ) ∈ R
n (where zi ∈ R

ni for i ∈ {1, . . . , t})
and a lattice L as above.
Output: A point in L nearby z.

(1) Compute the set C of all closest lattice points in W1–z1.
(2) For each point c ∈ C found in step (1), let F(c) be the lattice point (c1, . . . , ct ) ∈ L

defined recursively by c1 := c and ci := fi−1(c1, . . . , ci−1) for i = 2, . . . , t . Moreover,
let L′ := L(W2, . . . , Wt , f2, . . . , ft−1), and let

z′ = ((z − F(c))2, . . . , (z − F(c))t ),

where (z − F(C))i ∈ R
ni is the i th component vector of z − F(c), for i ∈ {2, . . . , t}.

Iterate steps (1) and (2) to find the set C ′ of all points in L′ closest to z′, and output the
set {F(c) + (0, c′) | c ∈ C, c′ ∈ C ′}.

Among all the approximations found, choose one that is closest to z.

Remark 2 (i) A lattice is of the form (†) if it is generated by the rows of an upper block
triangular matrix. Then generator matrices for the Wi are given by the quadratic blocks
around the diagonal, and basis matrices for the linear maps fi can be read off from
the entries on the right of each block. In particular, lattices whose basis matrix is a
scalar multiple of an integral matrix are of the form (†) since their Hermite normal
form provides an upper triangular basis matrix.

(ii) Every lattice L in R
n is isometric to a lattice of the form (†), that is, there exists an

isometry ϕL of R
n such that ϕL(L) is of the form (†). Algorithm A′ may hence be

applied to approximate ϕL(z) in ϕL(L). If ϕL(x) is the obtained approximation, then
x is an approximation of z in L , with |x − z| = |ϕL(x) − ϕL(z)|.
The desired isometry is obtained via a QR factorisation of a basis matrix of L . More
explicitly, let B = (b1, . . . , bn) be a basis of L and let B∗ = (|b∗

1 |−1b∗
1, . . . , |b∗

n |−1b∗
n)

be its Gram Schmidt orthonormalisation (i.e. (b∗
1, . . . , b∗

n) is the Gram Schmidt or-
thogonalisation of B). Let M B be the corresponding basis change matrix, defined by
bi = ∑n

j=1 M B
i j |b∗

j |−1b∗
j . Since this is a lower triangular matrix, according to (i) the

lattice L B generated by the rows of M B is, up to coordinate permutation, of the form
(†). Moreover, the isometry ϕL which maps B∗ to the standard basis of R

n maps
L to L B .

(iii) The Nearest Plane Procedure (NPP), given by Babai in [1], is actually Algorithm A′
in a special case.
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On the number of lattice points in a small sphere 385

Recall that given a basis B = (b1, . . . , bn) for a lattice L in R
n , Babai’s algorithm

solves the Closest Vector Problem for L recursively. An approximation factor of 2n

is achieved if B is LLL reduced (see also Remark 3). To approximate x ∈ R
n , let U

be the real vector space generated by b1, . . . , bn−1 and choose l ∈ L such that the
distance between x and the affine hyperplane l + U is minimised. Then let x ′ ∈ U
be the orthogonal projection of x − l onto U and repeat the above procedure with
x ′ and the lattice L ′ generated by b1, . . . , bn−1. Since here the dimension is lower,
iteration of this process yields an approximation l ′ ∈ L ′ of x ′. Then l ′ + l is the NPP
approximation to x .
Since the closest affine hyperplane l + U (with l ∈ L) can be found using the Gram
Schmidt orthogonalisation (b∗

1, . . . , b∗
n) of B, one easily verifies that the NPP is indeed

Algorithm A′ applied to

L(|b∗
n |Z, . . . , |b∗

1 |Z, f1, . . . , fn−1) ∼= L ,

where the fi are given by the coefficients of the basis change matrix M B defined
in (ii).

Proposition 1 Let L = L(W1, . . . , Wt , f1, . . . , ft−1) and let z ∈ R
n, where n = dim(L).

Let w ∈ L be the approximation of z obtained using Algorithm A′. Then

|z − w|2 ≤ γt · |z − l|2

for all l ∈ L, where γt is defined recursively by

γ1 := 4
μ(Wt )

min(Wt )
and γ j := max{4

∑t
i=t− j+1 μ(Wi )

min(Wt− j+1)
, γ j−1 + 1}

for j ∈ {2, . . . , t}.

Proof Let u ∈ L be a closest lattice point to z, and write u = (u1, . . . , ut ), z = (z1, . . . , zt )

and w = (w1, . . . , wt ) according to the partition of n given by the dimensions of the lattices
Wi . We distinguish two cases.

Case 1: u1 is a closest lattice point in W1–z1, so without loss of generality w1 = u1.
We proceed by induction on t . Let t = 1. Recall that always 4μ(Wt ) ≥ min(Wt ) since the
packing radius of a lattice is at most equal to its covering radius. So γ1 ≥ 1, and the claim of
the Theorem follows for t = 1.

Now let t ≥ 2. As in the definition of Algorithm A′, for a given y1 ∈ W1 the lattice point
(y1, . . . , yt ) ∈ L defined recursively by yi := fi−1(y1, . . . , yi−1), for i = 2, . . . , t , will be
denoted by F(y1).

As a preparation for the induction step, observe that

|z − w|2 = |z1 − w1|2 + |(z2 − w2, . . . , zt − wt )|2
≤ |z − u|2 + |(w1, z2, . . . , zt ) − w|2
= |z − u|2 + |(w1, z2, . . . , zt ) − F(w1) − (w − F(w1))|2.

Since u is a closest lattice point in L to z, u − F(w1) is a closest lattice point to z′ :=
(w1, z2, . . . , zt )−F(w1) in L′ := L(W2, . . . , Wt , f2, . . . , ft−1). Moreover, w−F(w1) is an
approximation of z′ in L′ obtained in the iteration step of Algorithm A′. Hence by induction
and the above inequality chain
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|z − w|2 ≤ |z − u|2 + γt−1|z′ − (u − F(w1))|2
≤ |z − u|2 + γt−1|z − u|2
= (1 + γt−1)|z − u|2 ≤ γt |z − u|2.

Case 2: u1 is not a closest lattice point in W1–z1. In this case |z−u|2 ≥ |z1−u1|2 ≥ min(W1)
4 .

Since on the other hand by construction |z − w|2 ≤ ∑t
i=1 μ(Wi ), it follows that

|z − w|2 ≤
(

t∑
i=1

μ(Wi )

)
· 4

min(W1)
|z − u|2 ≤ γt · |z − u|2,

which shows the assertion.

Remark 3 In [1], Babai gives an approximation factor of 2n for the NPP, provided that one
starts with an LLL reduced basis of the lattice L in R

n .
This coincides with the approximation factor given in Proposition 1: Using the NPP

means using the structure L ∼= L(|b∗
n |Z, . . . , |b∗

1 |Z, f2, . . . , fn) as described in Remark 2,
i.e. (b∗

1, . . . , b∗
n) is the Gram Schmidt orthogonalisation of the lattice basis B = (b1, . . . , bn).

In this case the reals γ j from Proposition 1 are

γ1 = 4
μ(|b∗

n |Z)

min(|b∗
n |Z)

= 4
|b∗

n |2
4|b∗

n |2 = 1,

and

γ j = max{ |b
∗
n |2 + · · · + |b∗

n− j+1|2
|b∗

n |2 , γ j−1 + 1}

for j ≥ 2. The condition that B be LLL reduced implies that |b∗
i−1|2 ≤ 2|b∗

i |2 for i ∈
{2, . . . , n}. Hence

|b∗
n |2 + · · · + |b∗

n− j+1|2
|b∗

n |2 ≤ |b∗
n |2(1 + 2 + · · · + 2 j−1)

|b∗
n |2 = 2 j − 1.

This means that γ j ≤ 2 j for all j ≥ 2, yielding the desired approximation factor.

If d(z, L) is sufficiently small then Algorithm A′ always finds the closest lattice point
to z. This constrained version of the Closest Vector Problem is called Bounded Distance
Decoding. For Babai’s NPP, it is well known that it solves the Closest Vector Problem on z
and a lattice L if

d(z, L) ≤ min{ |b
∗
i |

2
| i ∈ {1, . . . , n}},

where n = dim(L) and (b∗
1, . . . , b∗

n) is a Gram Schmidt orthogonalisation of the chosen
lattice basis. This generalises to arbitrary lattices and Algorithm A′ as follows.

Proposition 2 [Algorithm A′ and Bounded Distance Decoding]
Let L = L(W1, . . . , Wt , f1, . . . , ft−1) and let z ∈ R

n,where n = dim(L). If

d(z, L) ≤ min

{√
min(Wi )

2
| i ∈ {1, . . . , t}

}

then Algorithm A′ solves the Closest Vector Problem for L and z.
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Proof Let w be an approximation in L of z found by Algorithm A′, and let u ∈ L be a
closest lattice point to z. Write z = (z1, . . . , zt ) with zi ∈ R

ni , where ni = dim(Wi ) for
i = 1, . . . , t . Analogously, write w = (w1, . . . , wt ) and u = (u1, . . . , ut ).

By definition of the lattice minimum, if B = B√
(min(W1))

2

(z1) contains two distinct elements

of W1 then these elements both lie on the border of B. On the other hand, by assumption

|u1 − z1| ≤ d(z, L) ≤
√

min(W1)

2
,

so u1 ∈ W1 is contained in B. Since w1 is a closest lattice point in W1–z1, this yields
|u1 − z1| = |w1 − z1|, so u1 is closest in W1–z1, too. Now let the notation be as in the
definition of Algorithm A′. Since u1 is a closest lattice point in W1–z1, Algorithm A′ is
iterated for L′ = L(W2, . . . , Wt , f2, . . . , ft−1) and z′ = ((z − F(u1))2, . . . , (z − F(u1))t ).
By construction d(z′, L′) ≤ d(z, L) and hence the claim follows by induction on t . 
�

The following algorithm is a natural modification of Algorithm A′ as to obtain a better
approximation. The closer the parameter r is set to

√
μ(L), the better the obtained approxi-

mation.
Algorithm A: Input: A vector z := (z1, . . . , zt ) ∈ R

n (where zi ∈ R
ni for i ∈ {1, . . . , t}), a

lattice L = L(W1, . . . , Wt , f1, . . . , ft−1) as above and a real number r ∈ (0,
√

μ(L)].
Output: A point in L nearby z.

(1) Compute the set C = W1 ∩ Br (z1) (e.g. by sphere decoding).
(2) For each point c ∈ C found in step (1), let F(c) be the lattice point (c1, . . . , ct ) ∈ L

defined recursively by c1 := c and ci := fi−1(c1, . . . , ci−1) for i = 2, . . . , t . Moreover,
let L′ := L(W2, . . . , Wt , f2, . . . , ft−1), and let

z′ = ((z − F(c))2, . . . , (z − F(c))t ).

Iterate steps (1) and (2) to find the set C ′ of all points in L′ closest to z′, and output the
set {F(c) + (0, c′) | c ∈ C, c′ ∈ C ′}.

Among all the approximations found, choose one that is closest to z.

The following two propositions are immediate from Propositions 1 and 2, respectively.

Proposition 3 Let L = L(W1, . . . , Wt , f1, . . . , ft−1) be as above. Let w be the approxima-
tion of z found by Algorithm A, using sphere decoding with radius r ≤ √

μ(L) in the first
step. Define real numbers γ j by

γ1 := 4
μ(Wt )

min(Wt )
and γ j := max{4

∑t
i=t− j+1 μ(Wi )

min(Wt− j+1)
, γ j−1 + 1}

for j ∈ {2, . . . , t − 1}. Then

|w − z|2 < max{r−2
t∑

i=1

μ(Wi ), 1 + γt−1} |l − z|2

for all l ∈ L.

Proposition 4 (Algorithm A and bounded distance decoding)
Let L = L(W1, . . . , Wt , f1, . . . , ft−1) and let z ∈ R

n, where n = dim(L). Let r ∈
(0,

√
μ(L)]. If

d(z, L) ≤ min{r,
√

min(Wi )

2
| i ∈ {2, . . . , t}}
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then Algorithm A with sphere decoding at radius r in the first step solves the Closest Vector
Problem for L and z.

5.1 Application to lattices obtained from Turyn’s construction

In [25], Turyn gave a construction of a lattice in dimension s · t based upon a polarisation of a
lattice in dimension s (where s and t are integers, with t ≥ 2), as follows. The Leech lattice,
for instance, can be constructed in this way from a polarisation of E8 (cf. [15, Cor. 2.11]),
and Nebe’s extremal even unimodular lattice in dimension 72 (cf. [22]), in turn, is obtained
by a polarisation of the Leech lattice.

Definition 3 (cf. [23]) Let L be a lattice in R
s such that

√
2L is even and unimodular. A polar-

isation of L is a pair of integral sublattices M, N of L such that M +N = L and M ∩N = 2L .
Given such a polarisation and an integer t ≥ 2, one defines M = M(L , M, N , t) by

M := {(u1, . . . , ut ) ∈⊥t
i=1 L | u1 − ui ∈ N (i = 2, . . . , t), u1 + · · · + ut ∈ M}.

Then M is an integral unimodular lattice, which is even if and only if N is even or t is even.

Lemma 4 With L , M, N , s and t as above, we have

M(L , M, N , t) = L(L , N , . . . , N , M ∩ N , ι1, . . . , ιt−2, f ),

where there are t −2 copies of N , ιi : R
i ·s → R

s, (u1, . . . , ui ) �→ u1 for i ∈ {1, . . . , t −2}.
The map f is defined as follows: Choose a basis (a1 +b1, . . . , as +bs) of L = M + N, where
ai ∈ N and bi ∈ M for i ∈ {1, . . . , s}. Then let the linear map πN : R

s → R
s, ai +bi �→ ai ,

so in particular πN (l) ∈ N and l − πN (l) ∈ M for every l ∈ L. Now let

f : ⊥t−1
i=1 R

s → R
s, (u1, . . . , ut−1) �→ u1 − πN (u2 + · · · + ut−1).

Since the proof of this lemma is a straightforward verification, we shall omit it here. We
now investigate the approximation factor obtained when decoding M with Algorithm A′.

Proposition 5 Let M be as above and let w be the approximation in M of z found by Algo-
rithm A′, using sphere decoding with radius r ∈ [√μ(L),

√
μ(M)]. Then for all m ∈ M,

|z − w|2 ≤ (16t − 12)
μ(L)

min(L)
· |z − m|2.

Proof Recall that always 4μ(L) ≥ min(L), since the packing radius of a lattice is at most
equal to its covering radius. Moreover, 4μ(L) ≥ μ(N ) ≥ μ(L) since 2L ⊆ N ⊆ L . Using
these inequalities, one easily verifies that the numbers γ j from Proposition 3 satisfy

γ j ≤ 16
μ(L)

min(L)
+ 4( j − 1)

μ(N )

min(N )

for j ∈ {1, . . . , t − 1}. Hence γt = γt−1 + 4 μ(L)
min(L)

= (16t − 12)
μ(L)

min(L)
as claimed. 
�

Example 1 (Algorithm A for Nebe’s extremal even unimodular lattice �72 in dimension 72
[22]) This lattice of minimum 8 is obtained from a polarisation of the Leech lattice �24 with
t = 3 and M ∼= N ∼= √

2�24.
Using Proposition 1 and the fact that μ(�24) = 1

2 min(�24), one easily verifies that
Algorithm A′ yields an approximation factor of 14. For Algorithm A with sphere decoding
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at radius
√

μ(�24) one obtains an approximation factor of seven; the effort for Algorithm A
compared to Algorithm A′ is increased by a factor of at most

sup
z∈R24

|B√
μ(�24)

(x) ∩ �24| = 48,

by the computational result in Table 1. It follows from Proposition 2 that whenever Algo-

rithm A′ outputs a vector within a distance of
√

min(�24)
2 from z, that vector is an optimal

approximation. The same holds for Algorithm A when used with sphere decoding at radius
r = √

μ(�24) and output vectors at distance at most
√

μ(�24) from z, by Proposition 4.

5.2 Application to lattices obtained from construction A

Let C be a binary linear code, i.e. a subspace of the vector space F
n
2, for some positive integer

n. Then

L(C) := {(z1, . . . , zn) ∈ Z
n | zi ≡ ci (mod 2) for some (c1, . . . , cn) ∈ C}

is a lattice in R
n , with 2Z

n ⊂ L(C), called the codelattice of C . The above way to construct
a lattice from C is called Construction A (cf. [9, Chap. 5]).

Possibly after a permutation of the coordinates, we may assume that C has a generator
matrix of the form

⎛
⎜⎝ Ik

v1
...

vk

⎞
⎟⎠ ,

where Ik is the identity matrix of size k = dim(C) and v1, . . . , vk ∈ F
1×(n−k)
2 . Then L(C) =

L(Zk, 2Z
n−k, f ) with f : R

k → R
n−k, ei �→ vi for i ∈ {1, . . . , k}, where ei is the i th

standard basis vector in R
k . Proposition 3 now gives an approximation factor of

max

{
n − k + 1,

4n − 3k

4r2

}

for Algorithm A, when applied with sphere decoding at radius r ∈ [√μ(Zk) =√
k

2 ,
√

μ(L(C))]. Let us remark that, as seen in the proof of Theorem 2,

|Bμ(Zk )(v) ∩ Z
k | ≤ eπk α2

4
∑

l∈Zk

e−πα2(l,l) = (eπ α2
4

∑
l∈Z

e−πα2l2
)k,

for every z ∈ R
k and every scaling factor α ∈ R − {0}. Plugging in α = 0.76 yields

|Bμ(Zk )(v) ∩ Z
k | ≤ 2.0891k .

This shows the geometrically obvious observation that Conjecture 1 holds for the lattices Z
k ,

where k ∈ {1, 2}. Although it may seem intuitive that Conjecture 1 holds for the standard
lattice in any dimension, in fact it does not.

Example 2 Consider the lattice L = Z
44, which has a (squared) covering radius of μ =

44
4 = 11. All the deep holes of L are translates of ( 1

2 , . . . , 1
2 ) by lattice points. Hence it

is easy to see that if z is a deep hole of L then B√
μ(z) ∩ L is the set of vertices of a 44-

dimensional hypercube with side length 1. Hence |B√
μ(z) ∩ L| = 244. On the other hand,

the set B√
μ(0) ∩ L is just the set of all vectors of length up to

√
μ in L . As one may verify
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using the theta series of L , the latter set has cardinality 19061913603401 > 244. Hence the
function defined in Conjecture 1 does not take its maximum in a deep hole of L (note that
min(L) = 1 < μ).
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