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Abstract— The performance of most digital systems today is 
limited by the interconnect latency between logic and memory, 
rather than by the performance of logic or memory itself. Three-
dimensional (3-D) integration using through-silicon-vias (TSVs) 
may provide a solution to overcome the scaling limitations by 
stacking multiple memory dies on top of a many-core die. In this 
paper, we propose a Mesh-of-Trees (MoT) network to support 
high-throughput and low-latency communication between 
processing cores and 3-D stacked multi-banked shared L2 data 
memory. Compared to conventional MoT network [5] that is 
straightforwardly adapted to 3-D integration, the experimental 
results show that the proposed network significantly improves 
the number of operations per second. We also investigate the 
architecture parameters of 3-D memory stacking (e.g., number of 
tiers to be stacked, TSV sharing, etc.) that affect the 
interconnection network as well as the system performance and 
fabrication cost, which permits to explore trade-offs among 
different 3-D memory stacking architectures. 

I.  INTRODUCTION 
Nowadays, the increasing focus on energy-efficient 

architecture coupled with a slowdown in clock speed 
improvement have brought a growing interest in parallel 
computing where a large number of simple cores are integrated 
onto the same die. GP-GPUs such as NVIDA Fermi [1], 
HyperCore [2], and STMicroelectronics Platform 2012 [3] are 
the most visible examples in this trend. All of the cited 
architectures share a common trait: a multi-core cluster 
consisting of many simple cores and an on-chip shared tightly-
coupled data memory (TCDM). The shared TCDM enables 
parallel threads to cooperate with each other, facilitates 
extensive reuse of on-chip memory data, and greatly reduces 
the off-chip memory accesses. However, the design of low-
latency and high-bandwidth on-chip interconnection network is 
crucial for such multi-core clusters having shared TCDM for 
parallel processing [4, 5].  

3-D integration by using through-silicon vias (TSVs) is a 
promising option to overcome the scaling limitations of 2-D 
integrated circuit (IC) including the well-known memory-wall 
problem [6]. However, in such integration, there is an inherent 
asymmetry in the delays between the fast vertical 
interconnections and the horizontal interconnections due to the 
differences in wire lengths (few tens of µm in the vertical 
direction as compared to few thousand µm in the horizontal 
direction). Vertical interconnections also impose a larger area 
overhead than corresponding horizontal wires due to the 
requirement for bonding pads and can compete with device 
area as the TSVs punch through the wafer when Face-to-Back 
bonding is used. Therefore, the design of 3-D interconnection 
network brings new constraints and opportunities as compared 

to that of 2-D interconnection network. 
In this work, we focus on the communication between 

multiple cores and a shared multi-banked L2 TCDM which is 
multiply stacked on top of the multi-core die. By avoiding 
cache coherence overheads as well as cache indeterminacy, the 
shared L2 TCDM can be used as a frame buffer for video 
processing which should deal with a large amount of data 
within a tightly bounded time [7, 8]. The fully combinational 
Mesh-of-Trees (MoT) interconnection network proposed in [5] 
is suitable for this shared multi-banked L2 TCDM with high 
throughput and low memory access latency. However, 
straightforward extension of a traditional MoT network to the 
third dimension by simply inserting TSVs at every connection 
from the interconnection network to the memory banks (which 
we call plain MoT) is not a good option, when considering the 
large TSV overhead as well as the inherent asymmetry of wire 
delay in 3-D ICs.  

This paper provides two contributions. First, we propose a 
new 3-D MoT network that is suitable for a multi-core cluster 
with a shared multi-banked L2 TCDM stacked onto the multi-
core cluster. By inserting sequential routing switches on the 
critical paths instead of combinational ones, interconnection 
network fully exploits the delay asymmetry in 3-D ICs, which 
increases clock speed of the interconnection network and, thus, 
the system performance. As far as the authors know, this is the 
first work that considers MoT network for shared L2 TCDM in 
3-D IC. Second, we investigate various parameters of 3-D 
stacked L2 TCDM architecture, such as the number of memory 
tiers stacked and TSV sharing, while taking into account the 
communication contention at the shared TSVs. This 
investigation allows us to exploit the 3-D MoT properties with 
different 3-D memory structures in the view of footprints, 
interconnect latency, system performance, and fabrication cost.  

II. TARGET 3-D ARCHITECTURE 
Figure 1 shows an example of MoT interconnect consisting 

of four cores and eight stacked L2 TCDM banks. When a core 
accesses its target memory bank, a combinational path is 
created through the two kinds of binary trees, i.e., routing tree 
and arbitration tree. During a read/write operation, data and 
control signals are asserted in the form of packet by the cores. 
When a packet needs to be arbitrated among the other 
simultaneous packets forward to the same memory bank, the 
round-robin algorithm is used to provide a starvation-free 
arbitration.  

Figure 2 shows a schematic of our target 3-D multi-core 
cluster architecture. As shown in Figure 2 (a), the MoT 
interconnect (i.e., routing and arbitration switches shown in 
Figure 1) is placed in the middle of core tier, which makes it 
easier that memory access latency from each core is well 
balanced. Output ports of arbitration switches at the last level 

This research presented in this paper was supported by the NanoSys project, 
the program ERC-AdG-246810 

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Infoscience - École polytechnique fédérale de Lausanne

https://core.ac.uk/display/147991536?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


of the arbitration tree are directly connected to each memory 
bank through TSVs, which are distributed in the middle of the 
memory die [9]. TSVs are allocated per bank and each bank is 
connected to neighboring TSVs as shown in Figure 2 (b). Note 
that the size of stacked L2 TCDM dies does not need to be the 
same with that of the multi-core die while assuming that all the 
memory dies have an identical layout for the fabrication cost.  

III. 3-D MOT INTERCONNECTION NETWORK 

A. Sequential Routing Switches 
As mentioned before, in 3-D integration, there is an 

inherent asymmetry in the delays between the fast vertical 
interconnections and the horizontal interconnections due to the 
differences in wire lengths. The latency difference between the 
two directions is even larger as the delay of TSVs is getting 
smaller. To eliminate the wide disparity, we propose a 
sequential routing switch as shown in Figure 3, which can 

replace some of combinational routing switches without any 
network configuration change. The sequential routing switch 
has two directions: forward (core ports) which sends out the 
incoming packet from its input port at core side to one of its 
output ports at memory side; backward which rolls packet back 
from memory side to core side (bank ports). The flip-flops are 
inserted at each packet direction in order to buffer the incoming 
packets as well as the memory control signal. The flip-flop on 
the forward direction is clocked with the main clock CLK, 
whereas the others on the backward direction are clocked with 
a skewed CLK which is able to transfer data on both the rising 
and falling edges of the clock signal [5].  

Inserting such sequential logic on the combinational paths 
of MoT interconnect reduces the longer horizontal wire delay 
and, thus, allows the MoT interconnect to run at higher clock 
frequency, while sacrificing the number of clock cycles to be 
consumed. For this reason, it is important to consider how to 
insert the sequential routing switches in the fully combinational 
MoT network. Figure 4 shows an example of inserting 
sequential routing switches for four cores with eight-banked L2 
TCDM, where those are connected with a 3-D 4x8 MoT 
interconnection network. Thanks to the inherent characteristics 
of a binary tree, inserting Ncore·(Nlev–1) sequential routing 
switches at each routing level makes half of the memory banks 
to be closer and the rest to be farther, where Nlev is the current 
level at the routing tree. When assuming that Nseq is the number 
of routing levels where Ncore·(Nlev–1) sequential routing 
switches are inserted at each routing level, the number of the 
closest banks for each core is to be Nbank/2Nseq. Also, the farthest 
banks are accessed from a core by passing Nseq sequential 
routing switches, which means the number of clock cycles for 
the farthest bank access is 2·Nseq+1. Note that the non-uniform 
memory access latency with appropriate memory data 
placement policies, such as thread-affinity-based memory data 
placement [10], gives significant performance improvement, as 
shown in the experimental results. 

B. TSV Sharing Effects 
TSVs connect multiple stacked dies with good electrical 

characteristics, but their area footprint is much bigger with 
respect to the on-chip metal lines. Sharing TSVs among L2 
TCDM banks which are directly stacked on each other (which 
we called a bank stack) is the most straightforward method to 
reduce TSVs [9]. The total number of TSVs is reduced with 
respect to Ntier as follows. 

      
Ntsv = Nc +1+

Nbank

Ntier

! (log2 Ntier + Nbaddr + Nbdata )
 
       (1) 

 
Figure 1. Plain 4x8 mesh of trees (MoT): empty circles represent routing 
switches and empty squares represent arbitration switches. 
 

 
Figure 2. (a) Illustration of 3-D multi-core cluster with stacked L2 TCDM 
banks, (b) TSVs allocation to each stacked memory bank. 
 

 
Figure 3. Proposed sequential routing switch for 3-D MoT interconnect 

 

 
Figure 4. Inserting sequential routing switches for four cores with eight-bank 
L2 TCDM  



where Nc is the number of clock TSVs added to one reset TSV. 
The rest of the equation presents the number of TSVs needed 
per bank stack. log2 Ntier is the number of bits needed for the 
tier ID. Nbaddr and Nbdata are the number of bits for memory 
address and data, respectively.  

Sharing TSVs among banks in a bank stack gives the 
possibility to reduce the interconnect latency as Ntier increases 
owing to the reduction in the area occupied by TSVs as well as 
the routing switches to be passed. However, it may cause 
collision at the shared TSVs when cores access different 
memory banks in the same bank stack. The amount of collision 
strongly depends on the rate of L2 data memory accesses of 
applications to be run on the cores as well as the number of 
banks sharing the same TSVs (which is the same of Ntier). To 
estimate memory contention at the shared TSVs with respect to 
Ntier, we adopt the M/M/1 queuing model where the arrival and 
service rate are assumed to be Poisson distribution [11]. In 
Section IV, we show the experiment results that allow us to 
find the performance trade-offs, in terms of operations per 
second, for different values of Ntier. 

When considering the high manufacturing cost of 3-D 
integration due to high TSV failure rate as well as reduced 
yield, the reduction in both the die area and number of TSVs 
resulted from TSV sharing makes the fabrication yield higher 
and reduces the fabrication cost compared to 3-D stacked 
TCDM without TSV sharing. The stacking yield for Ntier dies 
can be modeled as follows [12].   

        Ystacking = Ybonding ! (1" ftsv )
Ntsv{ }

Ntier"1
           (2) 

where Ybonding captures the yield loss of the chip due to the 
faults in the bonding process and ftsv is the TSV failure rate.  

IV. EXPERIMENTAL RESULTS 
We performed experiments using a 3-D multi-core cluster 

with shared multi-banked L2 data memory stacked on top of 
the multi-core cluster. The cluster consists of 32 cores and 64 
memory banks. The core is considered to be ARM Cortex-A5 
with 16KB/16KB instruction and data caches. The core 
estimated area is 1.183mm x 1.183mm for 65nm technology 
[16]. The core operating clock frequency (fcore) is assumed to 
be 1GHz. Each L2 TCDM bank has a capacity of 64 KB and a 
size of 0.867mm x 0.624mm, which are estimated for 65nm 
technology [17]. The access time of a bank itself (i.e., delay 
due to row decode, sense amplifier, and multiplexer in the 
bank) is assumed to be 1.062 ns. The number of stacked 
memory tiers (Ntier) used in the experiments varies from 1 to 8. 
For the simulation, an in-house simulator is used, whose details 
are explained below.   

In order to estimate MoT network performance, the latency 
for the longest possible link between cores and memory banks 
is estimated using Elmore distributed resistance-capacitance 
(RC) delay model for 65nm technology [13][14]. We assumed 

that TSV pitches of 10µm x 10µm, TSV diameter of 5µm, and 
TSV height of 20µm were used. To evaluate the many-core 
system performance, we used the metric of operations per 
second (OPS) presented in [15]. The average memory access 
time (i.e., the sum of average access times of L1 data cache, L2 
TCDM, and off-cluster memory) is presented as follows.   

tmem = pTCDMtTCDM + (1! pTCDM ){phittcache + (1! phit ) " toff !cluster}
  

(3) 
where phit and pTCDM are, respectively, the average hit ratio of 
L1 data cache and average access ratio of L2 TCDM for each 
thread. tcache and toff-cluster is the latency (in terms of cycles) for 
the L1 data cache hit and off-cluster memory access. tTCDM is 
the latency for the L2 TCDM access (i.e., sum of interconnect 
delay from core to a target memory bank and the access time of 
the bank itself). All the values related to the system 
performance evaluation are shown in Table I. Note that, in 
Table I, p0 and p1 represents the probabilities to access TCDM 
bank regions divided by sequential routing switches (when Nseq 
is 1), which can be general when static or dynamic data 
mapping methods are used in parallel processing [10]. For the 
fabrication cost estimation, we used analytical models proposed 
in [12] [23] assuming that wafer-to-wafer (W2W) and face-to-
back 3-D bonding is performed. We assumed that Ybonding and 
ftsv in Equation (2) to be 0.99 and 0.00001, respectively. 

For architecture comparisons, we evaluated four candidates;  
2-D MoT: All the cores and memory banks are placed on 2-D 
planar structure.  
Plain MoT: Multiple memory tiers are stacked on the multi-
core tier and memory banks are connected to cores through a 
plain MoT (presented in Section II). 
SRS: Multiple memory tiers are stacked on the multi-core tier 
and memory banks are connected to cores through 3-D MoT 
with sequential routing switches (presented in Section III.A). 
TSVshare: Multiple memory tiers are stacked on the multi-
core tier and memory banks are connected to cores through 3-D 
MoT with TSV sharing (presented in Section III.B). 
SRS+TSVshare: Multiple memory tiers are stacked on the 
multi-core tier and memory banks are connected to cores 
through 3-D MoT with both sequential routing switches and 
TSV sharing.  

Figure 5 shows the results of MoT network clock frequency 
(i.e., the reciprocal of MoT network latency) with respect to the 
number of L2 TCDM tiers, i.e., Ntier. In case of SRS and 
SRS+TSVshare, we assumed that the number of sequential 
routing level, i.e., Nseq, is 1. As shown in Figure 5, most of the 
memory-stacked architectures show the increase of MoT 

TABLE IV. SIMULATION PARAMETERS FOR PERFORMANCE EVALUATIONS 

 

TABLE I. PARAMETER VALUES FOR PERFORMANCE EVALUATION 

 

 
Figure 5. Results of MoT network clock frequency. All the values are 
normalized with respect to the clock frequency of 2-D MoT. 



network clock frequency as Ntier increases, since the on-chip 
global wires decreases as the floorplan size of TCDM tiers 
decreases with Ntier. However, in case of Plain MoT and SRS, 
the clock frequency does not increase consistently with Ntier 
because of the large area of TSVs. In these two architectures, 
the number of TSVs and, thus, the area occupied by TSVs is 
linearly increasing with Ntier, while the footprint of TCDM tier 
is decreasing. So, as the area of occupied by the TSVs is 
becoming dominant, the interconnect delay may increase with 
Ntier (e.g., Ntier = 8 in Figure 5). Sharing TSVs among banks in a 
bank stack largely affects the system performance due to the 
reduction in both the area occupied by the TSVs and the level 
of the routing tree. These reductions allow us to reduce the 
horizontal wire delay and, thus, increase the maximum 
available clock frequency. However, the memory contention 
occurring at the shared TSVs may degrade the system 
performance despite of the increase in clock frequency. As can 
be seen in Figure 6, TSVshare and SRS+TSVshare do not give 
steady performance improvement with respect to Ntier even 
though SRS+TSVshare yields the best system performance. In 
Figure 7, we varied the L2 TCDM access probability from 0.2 
to 0.8 when Ntier is 2. TSV sharing makes the system 
performance worse as the probability to access TCDM, i.e., 
pTCDM, increases because of the heavy contentions at the shared 
TSVs. Note that inserting sequential routing switches gives 
better performance improvement as pTCDM increases. 

When comparing the fabrication cost between SRS and 
SRS+TSVshare with respect to Ntier, SRS+TSVshare gives 
lower fabrication cost than SRS and the disparity increases with 
Ntier (up to 47% of the disparity when Ntier is 8) because of the 
large area overhead as well as the high failure of TSV itself in 

case of SRS. Without TSV sharing, the large number of TSVs 
causes large die area and reduces stacking yield, which results 
in high fabrication cost.  

V. CONCLUSION 
In this paper, we presented a MoT interconnection network 

that can be integrated in a multi-core cluster where 3-D multi-
banked shared L2 TCDM is stacked on the multi-core die. To 
exploit the fast vertical interconnections in 3-D integration, we 
proposed a sequential routing switch that can be adapted to the 
plain MoT interconnect without any network configuration 
changes. The experimental results show that the proposed 
sequential routing switch significantly improves the system 
performance. The architecture parameters of 3-D stacked 
memory also have been explored with TSV sharing. TSV 
sharing reduces fabrication cost as well as gives the highest 
MoT network clock frequency owing to the reduced form 
factor. However, since the system performance deeply depends 
on the memory contention at the shared TSVs, new solutions 
such as adding additional paths using redundant TSVs are 
needed in order to compensate the memory contentions, which 
will be our future work.  
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Figure 6. Results of operations per second (OPS). All the values are 
normalized with respect to the OPS of 2-D MoT.  

 
Figure 7. Results of OPS with respect to the probability to access TCDM 
(pTCDM) when Ntier is 2. All the values are normalized with respect to the OPS 
of Plain MoT.  


