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1 Introduction

In this paper, we consider an Rd-valued random field

{u(t, x) = (u1(t, x), . . . , ud(t, x)), (t, x) ∈ [0, T ]× Rk}

that is a solution of the d–dimensional system of stochastic wave equations(
∂2

∂t2
−∆

)
ui(t, x) =

d∑
j=1

σi,j
(
u(t, x)

)
Ṁ j(t, x) + bi

(
u(t, x)

)
,

ui(0, x) = 0,
∂

∂t
ui(0, x) = 0, (1.1)

i = 1, . . . , d, where T ∈ R∗+, (t, x) ∈ ]0, T ]× Rk, k ∈ {1, 2, 3}, and ∆ denotes
the Laplacian on Rk. The free terms of this system are Lipschitz continuous
functions σi,j, bi : Rd → R, 1 ≤ i, j ≤ d. The notation Ṁ(t, x) refers to the
formal derivative of a d-dimensional Gaussian random field with independent
components, white in the time variable and with a spatially homogeneous co-
variance in space. More explicitely, on a complete probability space (Ω,G, P )
and for any j ∈ {1, . . . , d}, we consider a family of centered Gaussian ran-
dom variables M j = {M j(ϕ), ϕ ∈ C∞0 (Rd+1)}, where C∞0 (Rk+1) denotes the
space of infinitely differentiable functions with compact support. The M j

are independent and the covariance function of each M j is given by

E(M j(ϕ)M j(ψ)) =
∫

R+

ds
∫

Rk
Γ(dx)

(
ϕ(s, ·) ? ψ̃(s, ·)

)
(x), (1.2)

where “?” denotes the convolution operator in the spatial argument and
ψ̃(t, x) = ψ(t,−x).

As in [4], formula (1.2) can be also written as

E(M j(ϕ)M j(ψ)) =
∫ ∞

0

∫
Rk
µ(dξ)Fϕ(t)(ξ)Fψ(t)(ξ), (1.3)

where µ denotes the spectral measure (µ = F−1f) and F denotes the Fourier
transform operator on Rk.

The system (1.1) is rigorously interpreted as follows:

ui(t, x) =
d∑
j=1

∫ t

0

∫
Rk
G(t− s, x− y)σi,j(u(s, y))M j(ds, dy)

+
∫ t

0

∫
Rk
G(t− s, x− y)bi(u(s, y)) dsdy, (1.4)
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i = 1, . . . , d, where G denotes the fundamental solution of the wave equation,
M j is extended to a worthy martingale measure and the stochastic integral is
as in [4]. For the expressions of G for k = 1, 2, 3, and their Fourier transforms,
see (1.9) and (1.10), respectively.

Assume that the spectral measure µ satisfies∫
Rk

µ(dξ)

1 + |ξ|2
<∞, (1.5)

where | · | is the Euclidean norm. Then, from an easy extension of Theorem
13 in [4], there is a unique random field solution to (1.4) (and the above
condition is also essentially necessary). This solution is a d–dimensional
stochastic process u = {u(t, x) = (ui(t, x))1≤i≤d, (t, x) ∈ [0, T ]×Rk}, adapted
to the natural filtration associated with the martingale measure {Mt(B), t ∈
[0, T ], B ∈ Bb(Rk)} and continuous in L2(Ω). Here, Bb(Rk) stands for the set
of bounded Borel sets of Rk.

Our objective is to establish upper and lower bounds on the probabilities
that the process u hits a set A ∈ Bb(Rd) and thus, to develop a probabilistic
potential theory for the process u. This will be obtained in terms of the
Hausdorff measure and the Bessel-Riesz capacity of A, respectively.

In [12], hitting probabilities for systems of Gaussian waves for any spatial
dimension k have been studied. This reference covers the case where, in (1.4),
σ = (σi,j)1≤i,j≤d is an invertible matrix with constant entries, b = (bi, i =
1, . . . , d) ≡ 0 and k ∈ N. The following result was proved. Assume that the
covariance Γ is absolutely continuous with respect to Lebesgue measure and
its density is given by f(x) = |x|β, with β ∈ ]0, 2 ∧ k[. Fix t0 ∈ ]0, T ] and
let I, J be compact subsets of [t0, T ] and Rk, each with positive Lebesgue
measure. Fix N > 0. There exist positive constants c and C depending on
I, J , N , β, k and d, such that, for any Borel set A ⊂ [−N,N ]d,

c Cap
d− 2(k+1)

2−β
(A) ≤ P{u(I × J) ∩ A 6= ∅} ≤ C H

d− 2(k+1)
2−β

(A). (1.6)

Here, the lower bound contains the d − 2(k+1)
2−β -dimensional Bessel-Riesz ca-

pacity of A, and the upper bound the Hausdorff measure of A of dimension
d− 2(k+1)

2−β (at the end of the section, we will recall the definitions of these no-

tions). The parameter d− 2(k+1)
2−β gives the optimal value that can be expected

in a possible generalization of this result to Equation (1.4).
The proof of (1.6) is carried out by applying some general criteria for

hitting probabilities established in [12] (see also [1]). They are described by
properties of densities and joint densities of random variables in the random
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field u, and also by the regularity of its sample paths. For the random field
given by

ui(t, x) =
d∑
j=1

∫ t

0

∫
Rk
G(t− s, x− y)σi,jM

j(ds, dy), i = 1, . . . , d,

checking the necessary assumptions to apply the above-mentioned criteria is
done by working directly on the explicit formulas for the (Gaussian) densities.

Hitting probabilities for systems of non-linear stochastic partial differen-
tial equations have been studied in [10], [6], [7], [8] and [12] (see also [20] for
a (Gaussian) random string, [9] for a heat equation with reflection, and [25]
for a system of heat equations driven by an additive fractional Brownian mo-
tion). In the first reference, a system of two-parameter Itô equations driven
by a Brownian sheet has been considered. By a rotation of forty-five degrees,
the system is transformed into a new one consisting of wave equations in
spatial dimension k = 1 driven by a space-time white noise. References [6, 7]
are concerned with systems of heat equations in spatial dimension k = 1
driven by space-time white noise. Systems of non-linear heat equations with
k ≥ 1 driven by a Gaussian noise of the type described before, with covari-
ance measure Γ(dx) = |x|−βdx, β ∈ ]0, 2 ∧ k[ are considered in [8] (and uses
some ideas developed here). In contrast with [12] and [1], in non Gaussian
cases, the existence, expression and properties of densities are obtained using
Malliavin Calculus. Here, we also use this tool. For this, we shall consider
the following conditions (which are standard for Malliavin calculus) on the
coefficients of the system (1.4):

(P1) The functions σi,j and bi, 1 ≤ i, j ≤ d are infinitely differentiable,
with bounded partial derivatives of any positive order. Moreover, the σi,j,
1 ≤ i, j ≤ d, are bounded.

(P2) The matrix-valued function σ is uniformly elliptic. This implies that
for any v ∈ Rd with ‖v‖ = 1,

inf
x∈Rd
‖vtσ(x)‖ ≥ ρ0 > 0. (1.7)

Section 2 is devoted to establishing the upper bound in terms of Hausdorff
measure. According to [12, Theorem 2.4], it suffices to prove the existence
of a density pt,x(z) for any random variable u(t, x), (t, x) ∈]0, T ] × Rk, and
that this density in uniformly bounded (in its three variables) over compact
sets. In addition, we must bound from above the Lq-moments of increments
u(t, x)− u(s, y) in terms of a power of the distance |t− s|+ |x− y|, for any
q ∈ [1,∞[ (see the statements (R1) and (R2) in Section 2).
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The existence of smooth densities in the z-variable for the random vari-
ables u(t, x), (t, x) ∈ ]0, T ]×Rk, solution to a stochastic wave equation with
k = 2 and k = 3 ((1.4) with d = 1) has been proved in [19] and [27], re-
spectively. However, to the best of our knowledge, no written proof exists
for k = 1 and spatially homogeneous noise, and the issue of uniform bound-
edness has not been addressed either. The main ingredients for proving this
result are uniform bounds in (t, x) over compact sets for the Lp-moments of
the determinant of the inverse of the Malliavin matrix γu(t,x). This is proved
in Proposition 2.3 with an approach that is independent of the dimension
k ∈ {1, 2, 3}.

As for the analysis of Lq-moments of increments u(t, x) − u(s, y), we
consider different types of assumptions on the covariance measure Γ. The
two cases—additive and multiplicative noise—are handled separately. In
comparison with the latter, the former admits more general covariances and
the estimates are sharper. For multiplicative noise, we rely on known results
for k = 2 [19, 18] and k = 3 [11], but, not being aware of any reference, we
give a complete proof for k = 1. Finally, our result on upper bounds is stated
in Theorem 2.1.

The main part of this paper is devoted to establishing lower bounds on
the hitting probabilities in terms of the Bessel-Riesz capacity of the set A.
For this, we assume that Γ(dx) = |x|−β, with β ∈ ]0, 2∧k[. This is hypothesis
(C1) in Section 2, which is more restrictive than the other conditions (C1’),
(C2), (C3) listed there.

Lower bounds on hitting probabilities are obtained by using a modifica-
tion of Theorem 2.1 in [12], as follows. When applied to the random field
solution to the system (1.4), the two hypotheses of that theorem are

(a) a Gaussian-type upper bound for the joint density of (u(s, y), u(t, x)),
for(s, y) 6= (t, x), (s, y), (t, x) ∈ ]0, T ]× Rk;

(b) strict positivity of the density pt,x on Rd.

Property (b) has been recently established in [24]. As for the upper bound in
(a), we show here that this hypothesis can be significantly weakened. Indeed,
the exponential factor in the Gaussian-type bound can be replaced by a
monomial (see the proof of Theorem 3.8 and also Remark 3.1(b)), and this
still leads to the same lower bounds on hitting probabilities as the Gaussian-
type estimate.

As in [7], the main technical effort of the paper is to establish such an
upper bound on the joint density. We follow the same general approach as
in this reference, though the difficulties that we encounter and the way they
are solved present significant differences. Let Z = (u(s, y), u(t, x) − u(s, y))
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and denote by γZ the Malliavin matrix of Z. The hard core of the analysis
consists of obtaining the rate of degeneracy in terms of negative powers of
|t − s| + |x − y| of Lp-moments of the inverses of the eigenvalues of γZ . As
was noticed in [7], this is necessary only for the “small” eigenvalues. For the
“large” eigenvalues, it suffices to prove that their inverses have Lp-bounded
moments.

In Section 3, we highlight this fact. Indeed, Theorem 3.1 provides lower
bounds for the hitting probabilities, assuming that the conditions mentioned
before on the large and small eigenvalues (see (3.5)–(3.6)) are satisfied. Al-
though the proof of Theorem 3.1 uses arguments from [7], we would like to
stress two novel points. First, the remark on condition (a) mentioned above.
Indeed, in the examples previously analyzed in the literature, the exponential
factor is obtained by applying the exponential martingale inequality. This is
possible by eliminating the drift term via Girsanov’s theorem. In our frame-
work, this is not possible, since no suitable version of that theorem exists
for k > 1. Fortunately, the monomial factor can be obtained given that
we have Lp-estimates of increments of u(t, x)− u(s, y) in terms of powers of
|t− s|+ |x− y|. Indeed, this question appears naturally in relation with the
analysis of sample path regularity through Kolmogorov’s continuity criterion.
The second point is that this theorem explains the relationship between the
rate of degeneracy of the small eigenvalues that we alluded to before, de-
scribed by some positive parameter ρ (see (3.5)) and the dimension of the
Bessel-Riesz capacity in the lower bound on hitting probabilities (see (3.5)).
In particular, we observe from Theorem 3.1 that obtaining an optimal result
for the lower bound requires an optimal result on the rate of degeneracy
associated with the small eigenvalues!

Section 4 is devoted to the analysis of the eigenvalues of the Malliavin
matrix γZ , in order to check the validity of assumptions (3.5)–(3.6), for some
rate parameter ρ. The main tool for carrying out this program is [7, Propo-
sition 3.5]. However, we will obtain in Theorem 4.1 a value of ρ arbitrarily
close to 3− β, whereas the optimal value should be 2− β.

Theorem 4.2 is devoted to establishing the bound (3.6) on the large eigen-
values. The proof of an analogous result in [7] relies on the semigroup prop-
erty of the heat kernel and its properties, and uses repeatedly [7, Proposition
3.5]. We also use this tool, but the overall structure of the proof is quite dif-
ferent. Given the absence of semigroup property, Lemma 5.12 plays a crucial
role. This Lemma tells us that, for ε > 0, x, y ∈ Rk, x 6= y,

lim
|x−y|
ε
→∞

∫ ε

0
dr 〈G(r, y − ∗), G(h+ r, x− ∗)〉H = 0,

uniformly over |t−s|
ε
∈ [0, 1]. This result has some similitude with the classical
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Riemann-Lebesgue theorem. In [7], the space H (related to the covariance of
the spatially homogeneous noise) is replaced by L2([0, 1]). Finally, our main
result on lower bounds is stated in Theorem 4.3.

Section 5 gathers a collection of auxiliary estimates that are used in the
proofs of the previous section. These are of different types. Lemmas 5.4, 5.5,
5.7, 5.8, 5.9 concern integrated increments of the covariance function. They
extend results proved in [11, Chapter 6] by expliciting the dependence on the
length of the domain of integration in the time variable. Lemmas 5.1 and
5.11 establish upper and lower bounds on integrals in time of H-norms of
the fundamental solution G to the wave equation. Propositions 5.3 and 5.6
provide upper bounds for Lp-moments of integrals in time, on a domain of
size ε, of H-norms of stochastic processes which are a product of increments
of the fundamental solution G and an Lp-bounded process. Lemma 5.12 has
already been mentioned.

We end the description of the different sections of this paper with a short
discussion about the discrepancy between the results obtained here in com-
parison with (1.6) (the Gaussian case). The upper bound (2.1) is almost
optimal. In fact, by taking Γ(dx) = |x|−β, β ∈ ]0, 2 ∧ k[, the dimension of
the Hausdorff measure in the right-hand side of (2.1) is strictly less than

(but arbitrarily close to) d− 2(k+1)
2−β . The same phenomenon appears in [7] in

comparison with [6]. Concerning the lower bound, according to (3.7), if the
parameter ρ in (3.5) were equal to 2− β + δ, for some δ arbitrarily close to

zero, then the dimension of the capacity in (3.7) would be d− 2(k+1)
2−β +η, with

η arbitrarily close to zero, and therefore arbitrarily close to the Gaussian
case. We see in (4.1) that we can take ρ = 3−β+ δ, for any arbitrarily small

δ. This gives in Theorem 4.3 a capacity dimension d
(
1 + 2d

2−β

)
+ δ − 2(k+1)

2−β ,
which is rather far from optimal. The reason for this discrepancy stems from
the type of localization in time that we use to keep control of the size of the
eigenvalues (see for instance (4.3), (4.4)). It is an open problem to determine
a better localization procedure that would provide the optimal dimension in
the lower bound.

One objective in the study of hitting probabilities is to determine under
which relationship between d, k and β points are polar or not. Recall that a
point z ∈ Rd is polar for u if P{∃(t, x) ∈ ]0, T ]×Rk : u(t, x) = z} = 0, and it
is non-polar otherwise. In general, points are polar for d large and/or k small,
and are non-polar otherwise. The following is an immediate consequence of
Theorems 2.1 and 4.3.

Corollary 1.1 Assume (P1) and (P2) above, and (C1) in Section 2. Fix
β ∈ ]0, 2 ∧ k[ and let u be the solution of (1.4).
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(a) Suppose d > 2(k+1)
2−β . Then points are polar for u.

(b) Suppose d(1 + 4d
2−β ) < 2(k+1)

2−β . Then points are non-polar for u.

We finish this introduction by defining certain notions and notations that
will be used in the sequel.

Let γ ∈ R. The γ-dimensional Hausdorff measure of a Borel set A ⊂ Rd

is defined by Hγ(A) =∞ if γ < 0, and for γ ≥ 0,

Hγ(A) = lim inf
ε→0+

{ ∞∑
i=1

(2ri)
γ : A ⊂ ∪∞i=1Bri(xi), sup

i≥1
ri ≤ ε

}
.

The Bessel-Riesz kernels are defined by

Kγ(r) =


r−γ if γ > 0,

log
(
c
r

)
if γ = 0,

1 if γ < 0,

where c is a positive constant. For every Borel set A ⊂ Rd, let P(A) be the
set of probability measures on A. For µ ∈ P(A), we set

Eγ(µ) =
∫
A

∫
A
Kγ(‖x− y‖)µ(dx)µ(dy).

The Bessel-Riesz capacity of a Borel set A ⊂ Rd is defined as follows:

Capγ(A) =

[
inf

µ∈P(A)
Eγ(µ)

]−1

,

with the convention that 1/∞ = 0.

There is a Hilbert space naturally associated with the spatial covariance
of M (see (1.3)). Indeed, let H be the completion of the Schwartz space of
real-valued test functions S(Rk) endowed with the semi-inner product

〈ϕ, ψ〉H =
∫

Rk
µ(dξ)Fϕ(ξ)Fψ(ξ).

We define Hd = {h = (h1, . . . , hd) : h` ∈ H, ` = 1, . . . , d}, Ht = L2([0, t];H),
and Hd

t = L2([0, t];Hd), t ∈ ]0, T ].
Assume that ϕ ∈ H is a signed measure with finite total variation.

Suppose also that Γ(dx) = |x|−βdx, with β ∈ ]0, 2 ∧ k[ and therefore
µ(dξ) = ck,β |ξ|β−kdξ (see [4]). Then, by applying [16, Theorem 5.2] (see
also [17, Lemma 12.12, page 162] for the case of probability measures with
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compact support) and a polarization argument on the positive and negative
parts of ϕ, we obtain

‖ϕ‖2
H =

∫
Rk
|Fϕ(ξ)|2 dξ

|ξ|3−β

= C
∫

Rk×Rk
ϕ(dx)ϕ(dy) |x− y|−β. (1.8)

This fundamental identity will be applied on several occasions.
We recall the expressions for the fundamental solution to the wave equa-

tion in spatial dimension k ∈ {1, 2, 3}:

k = 1 : G(t, x) =
1

2
1{|x|<t},

k = 2 : G(t, x) =
1

2π
(t2 − |x|2)

− 1
2

+ ,

k = 3 : G(t, dx) =
1

4πt
σt(dx), (1.9)

where σt(dx) denotes the uniform measure on the sphere centered at zero and
with radius t, with total mass 4πt2. For any dimension k ∈ N∗, the Fourier
transform of G(t) is given by

FG(t)(ξ) = |ξ|−1 sin(t|ξ|). (1.10)

We refer the reader to [13] for these formulas.
Throughout the article, we will use the notation T0 for a generic interval

[t1, t2], with 0 < t1 < t2 ≤ T < ∞, O for a compact subset of Rd and K for
a compact subset of Rk.

2 Upper bound

We will assume that the covariance measure Γ of the Gaussian process gov-
erning the system (1.4) is absolutely continuous with respect to Lebesgue
measure on Rk, and we will consider the following set of hypotheses on its
density f :

(C1) The covariance measure is of the form Γ(dx) = f(x)dx, where f(x) =
|x|−β if x 6= 0, with β ∈ ]0, 2 ∧ k[.

(C1’) The spectral measure µ of the noise satisfies∫
Rk

µ(dξ)

(1 + |ξ|2)α
<∞,

for some α ∈ ]0, 1[.
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(C2) The covariance measure is of the form Γ(dx) = f(|x|)dx, where f :
R+ → R+ satisfies

∫
0+ r1−ηf(r)dr <∞, for some η ∈ ]0, 1[.

(C3) The covariance measure is of the form Γ(dx) = f(x)dx, where f(x) =
ϕ(x)|x|−β if x 6= 0, with β ∈ ]0, 2 ∧ k[ and ϕ is a bounded and positive
function belonging to C1(Rk) with ∇ϕ ∈ Cµb (Rk) (the space of bounded
and Hölder-continuous functions with exponent µ ∈ ]0, 1]).

Notice that (C1’) is satisfied when Γ(dx) = |x|−β, with β ∈ ]0, 2∧ k[ and α ∈
]β/2, 1[. Also, (C2) is satisfied when f : R+ → R+ is defined by f(r) = r−β,
β ∈ ]0, 2 ∧ k[, with η < 2− β.

This section is devoted to establishing the following result.

Theorem 2.1 Let {u(t, x), (t, x) ∈ [0, T ] × Rk} be the stochastic process
given by the system (1.4) of SPDEs with k ∈ {1, 2, 3}. Let I and K be
compact subsets of ]0, T ] and Rk, respectively, with positive Lebesgue measure.

Consider the following cases:

1. Additive noise: The matrix σ = (σi,j)1≤i,j≤d has constant entries and
detσ 6= 0; the functions bi, 1 ≤ i ≤ d, are bounded, infinitely differ-
entiable with bounded partial derivatives of any order. The covariance
measure satisfies (C1) or (C1’).

2. Multiplicative noise: The coefficients σi,j and bi, 1 ≤ i, j ≤ d satisfy the
assumptions (P1) and (P2). For k = 2, we assume that the covariance
measure satisfies (C2). For k ∈ {1, 3}, we assume (C3).

Fix ζ ∈ ]0, d[. Then there exists a positive constant c = c(I,K,Γ, k, d, ζ) such
that, for any Borel set A ⊂ Rd,

P{u(I ×K) ∩ A 6= ∅} ≤ cHd−ζ− k+1
δi

(A), i = 1, 2, (2.1)

with the following values of δi. In Case 1, under (C1), δ1 = 2−β
2

, and under

(C1’), δ1 = 1 − α. In Case 2, for k = 1, δ2 = 2−β
2

, for k = 2, δ2 = η
2
; and

for k = 3, δ2 = 2−β
2
∧ 1+µ

2
.

According to Theorem 2.4 of [12], in order to prove Theorem 2.1, we must
prove two facts.

(R1) For any (t, x) ∈ T0 ×K, the random vector u(t, x) has a density pt,x,
and

sup
z∈O

sup
(t,x)∈T0×K

pt,x(z) ≤ C. (2.2)
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(R2) There exists δ ∈ ]0, 1] and a constant C such that for any q ∈ [1,∞[,
s, t ∈ T0 and x, y ∈ K,

E(|u(t, x)− u(s, y)|q) ≤ C (|t− s|+ |x− y|)qδ . (2.3)

These two facts imply (2.1) with δi replaced by δ. We note that because ζ is
arbitrarily small, we will obtain (2.1) with δi provided we establish (2.3) for
any δ < δi.

2.1 Proof of (R2)

The results of this section can be proved under the assumption that the
functions σi,j, bi, 1 ≤ i, j ≤ d, are merely Lipschitz continuous, instead of
supposing the stronger assumptions (P1) and (P2).

Case 1: additive noise

Proposition 2.2 Let {u(t, x), (t, x) ∈ [0, T ] × Rk}, k ∈ {1, 2, 3}, be the
solution of the system of SPDEs defined by (1.4). Under Assumption (C1)
(respectively (C1’)), property (R2) holds with δ = 2−β

2
(respectively δ < 1−α).

Proof. Without loss of generality, we may assume in this proof that d = 1
and therefore, we omit the index i. Define

v(t, x) =
∫ t

0

∫
Rk
G(t− r, x− z)M(dr, dz).

Fix q ∈ [1,∞[ and consider x, y ∈ K, t ∈ [0, T ] and h > 0 such that
t+ h ∈ [0, T ]. Then

E (|u(t, x)− u(t+ h, x+ y)|q) ≤ C(q) (T1 + T2) , (2.4)

with

T1 = E (|v(t, x)− v(t+ h, x+ y)|q) ,

T2 = E
(∣∣∣∣∫ t

0
dr
∫

Rk
dz G(t− r, x− z)b(u(r, z))

−
∫ t+h

0
dr
∫

Rk
dz G(t+ h− r, x+ y − z)b(u(r, z))

∣∣∣∣∣
q)
.

Since the process {v(t, x), (t, x) ∈ [0, T ]× Rk} is Gaussian,

T1 ≤ C(q)
[
E
(
|v(t, x)− v(t+ h, x+ y)|2

)] q
2 .

10



Then, by Proposition 4.1 of [12], under (C1), we obtain

T1 ≤ C(q) (h+ |y|)qδ , with δ =
2− β

2
, (2.5)

and under (C1’), it is a consequence of the calculations carried out in [2,
Corollary 7.3 and Proposition 7.4] that

T1 ≤ C(q) (h+ |y|)qδ , with δ < 1− α. (2.6)

For the analysis of the term T2, we first write∫ t

0
dr
∫

Rk
dz G(t− r, x− z)b(u(r, z)) =

∫ t

0
dr
∫

Rk
G(r, dz) b(u(t− r, x− z)),

and ∫ t+h

0
dr
∫

Rk
dz G(t+ h− r, x+ y − z)b(u(r, z))

=
∫ t+h

0
dr
∫

Rk
G(r, dz) b(u(t+ h− r, x+ y − z)),

and consider the terms

T2,1 = E
(∣∣∣∣ ∫ t

0
dr
∫

Rk
G(r, dz)

× [b(u(t− r, x− z))− b(u(t+ h− r, x+ y − z))]
∣∣∣∣q),

T2,2 = E

(∣∣∣∣∣
∫ t+h

t
dr
∫

Rk
G(r, dz) b(u(t+ h− r, x+ y − z))

∣∣∣∣∣
q)
.

It has been proved in [4] that the solution to the stochastic wave equation
with vanishing initial conditions is stationary in space. Hence, by applying
Hölder’s inequality with respect to the finite measure G(r, dz)dr, using the
Lipschitz property of b and the change of variable r 7→ t− r, we obtain

T2,1 ≤ C
∫ t

0
dr
∫

Rk
G(r, dz)

× E (|u(t− r, x− z)− u(t+ h− r, x+ y − z)|q)

≤ C
∫ t

0
drE (|u(t− r, x)− u(t+ h− r, x+ y)|q)

= C
∫ t

0
drE (|u(r, x)− u(r + h, x+ y)|q) .

11



Hölder’s inequality with respect to Lebesgue measure and the linear growth
of the function b imply that

T2,2 ≤ C(q)hq−1
∫ t+h

t
dr
∫

Rk
G(r, dz)

(
1 + sup

t,x
E (|u(t, x)|q)

)
≤ Chq.

In the last inequality, we have used (see [4, Theorem 13]) that

sup
(t,x)∈[0,T ]×Rk

E (|u(t, x)|q) <∞. (2.7)

Consequently

T2 ≤ C
(∫ t

0
drE (|u(r, x)− u(r + h, x+ y)|q) + hq

)
. (2.8)

The estimates (2.4)–(2.8), along with Gronwall’s lemma, yield

E (|u(t, x)− u(t+ h, x+ y)|q) ≤ C (|h|+ |y|)qδ , (2.9)

with δ = 2−β
2

under (C1) and δ < 1− α under (C1’). �

Case 2: multiplicative noise

These are the known results in dimensions k ∈ {1, 2, 3}.

Case k = 2. Assume that the covariance measure Γ of the noise satisfies
(C2). Then (R2) holds with δ ∈ [0, η

2
[ (see [19, Proposition 1.4] and its

improvement in [18, Theorem 2.2]).

Case k = 3. Suppose that Γ satisfies (C3). For d = 1, Theorem 4.11 in

[11] yields (R2) with δ ∈
]
0, 2−β

2
∧ 1+µ

2

[
. The extension to systems of wave

equations is straightforward.

Case k = 1. Suppose that Γ satisfies (C3). Then (R2) is obtained with
δ = 2−β

2
from a straightforward calculation, much simpler than for k = 2 or

k = 3, of moments of increments u(t, x)−u(s, y). Since this calculation does
not seem to be available in the literature, we sketch it for convenience of the
reader.

Since we are looking for an upper bound, we can work separately with
the time-increments and the spatial increments. We only consider the spatial
increments, so we assume that s = t. Then

u(t, x)− u(t, y) = T1 + T2,
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where

T1 =
∫ t

0

∫
Rk

(G(t− r, x− z)−G(t− r, y − z))σ(u(r, z))M(dr, dz),

T2 =
∫ t

0

∫
Rk

(G(t− r, x− z)−G(t− r, y − z)) b(u(r, z)) dr, dz,

Without loss of generality, we assume that d = 1. Then E(|u(t, x)−u(t, y)|q)
is bounded by a constant times E(|T1|q) +E(|T2|q). Let us consider the term
with T1.

By Burkholder’s inequality,

E(|T1|q) ≤ CE

[(∫ t

0
dr ‖(G(t− r, x− ∗)−G(t− r, y − ∗))σ(u(r, ∗))‖2

H

)q/2]

≤ C1

∫ t

0
dr E[‖(G(t− r, x− ∗)−G(t− r, y − ∗))σ(u(r, ∗))‖qH].

Since k = 1, G(r, z) = 1
2
1{|z|<r}, so Hölder’s inequality implies that the

‖ · · · ‖qH is bounded by( ∫
R
dz
∫

R
dw |G(t− r, x− z)−G(t− r, y − z)| |σ(u(r, z))|ϕ(z − w)

× |z − w|−β|G(t− r, x− w)−G(t− r, y − w)| |σ(u(r, w))|
) q

2
−1

×
∫

R
dz
∫

R
dw |G(t− r, x− z)−G(t− r, y − z)|ϕ(z − w)

× |z − w|−β|G(t− r, x− w)−G(t− r, y − w)|
× E(|σ(u(r, z))|q/2 |σ(u(r, w))|q/2).

Since ϕ is bounded and σ is Lipschitz, we use the Cauchy-Schwarz inequality
to see that

E(|T1|q) ≤ C
∫ t

0
dr

(
1 + sup

z∈R
E(|u(r, z)|q)

)

×
( ∫

R
dz
∫

R
dw |G(t− r, x− z)−G(t− r, y − z)|

× |z − w|−β|G(t− r, x− w)−G(t− r, y − w)|
)q/2

.

Assume without loss of generality that x ≤ y. It is useful to distinguish the
cases t − r < y−x

2
and t − r ≥ y−x

2
. We consider only the latter case. For

t− r ≥ y−x
2

, the integral in parentheses is equal to∫
A(x,y,t,r)

dz
∫
A(x,y,t,r)

dw |z − w|−β, (2.10)

13



where

A(x, y, t, r) = [x− (t− r), y − (t− r)] ∪ [x+ t− r, y + t− r].

This integral can be written as the sum of four integrals, the first two of
which are

I1 =
∫ y−(t−r)

x−(t−r)
dz
∫ y−(t−r)

x−(t−r)
dw |z − w|−β,

I2 =
∫ y−(t−r)

x−(t−r)
dz
∫ y+t−r

x+t−r
dw |z − w|−β.

Notice that since β ∈ ]0, 1[,

I1 =
∫ y−(t−r)

x−(t−r)
dz

(∫ z

x−(t−r)
dw (z − w)−β +

∫ y−(t−r)

z
dw (w − z)−β

)
,

and an explicit integration shows that

I1 = c (y − x)2−β.

In order to bound I2, we distinguish two further cases: t− r ≥ y− x and
y − x > t− r ≥ y−x

2
. When t− r ≥ y − x,

I2 ≤
∫ y−(t−r)

x−(t−r)
dz
∫ y+t−r

x+t−r
dw |y − x|−β = c|y − x|2−β.

When y − x > t− r ≥ y−x
2

, a direct integration shows that

I2 = c[(y − x+ 2(t− r))2−β − 2(2(t− r))2−β + (x− y + 2(t− r))2−β]

≤ C|y − x|2−β.

The other two integrals arising from (2.10) are handled by symmetry. We
conclude that

E(|T1|q) ≤ C
∫ t

0
dr

(
1 + sup

z∈R
E(|u(r, z)|q)

)
|y − x|

2−β
2
q.

Using (2.7), we see that

E(|T1|q) ≤ C |y − x|
2−β

2
q.

We leave to the reader to check that a similar bound holds for E (|T2|q). This
leads to the bound

E(|u(t, x)− u(t, y)|q) ≤ C |y − x|
2−β

2
q.

This completes the proof of (R2) with δ = 2−β
2

under assumption (C3) in
the case where k = 1. 2

14



2.2 Proof of (R1)

In this section, we consider Equation (1.4) with multiplicative noise. We
assume that k ∈ {1, 2, 3}, and that the functions σi,j and bi, i, j = 1, . . . , d,
satisfy (P1) and (P2).

We shall use Malliavin calculus in the context of [28] (see chapters 3 and
7 there for the notions and notation). According to Proposition 3.4 in [7],
property (R1) will be ensured by the following properties:

1. u(t, x) ∈ D∞(Rd).

2. For all p ∈ ]1,∞[ and ` ≥ 1, there exists a positive constant c1 = c1(`, p)
such that

sup
(t,x)∈T0×K

E
(∥∥∥D`ui(t, x)

∥∥∥p
H⊗`T

)
≤ c1, i = 1, . . . , d.

3. For all p ∈ ]1,∞[, there exists a positive constant c2 = c2(p) such that

sup
(t,x)∈T0×K

E
[(

det γu(t,x)

)−p]
≤ c2,

where γu(t,x) denotes the Malliavin matrix of u(t, x).

In the same two cases as in Theorem 2.1, Properties 1 and 2 above follow
from an easy extension of Theorem 7.1 in [28] to systems of equations. Hence,
we shall focus on the proof of Property 3 above.

For its further use, we write the equation satisfied by the Malliavin deriva-
tive of the i-th component of Du(t, x). Remember that this is an Hd

T -valued
random variable. According to [28, Theorem 7.1] (see also [23]), for t ≤ r,
Dr,zu(t, x) = 0, and for 0 ≤ r ≤ t, j = 1, . . . , d,

D(j)
r,zui(t, x)

= G(t− r, x− z)σi,j(u(r, z))

+
d∑
`=1

∫ t

0

∫
Rk
G(t− s, x− y)∇σi,`(u(s, y)) ·D(j)

r,zu(s, y)M `(ds, dy)

+
∫ t

0
ds
∫

Rk
dy G(t− s, x− y)∇bi(u(s, y)) ·D(j)

r,zu(s, y), (2.11)

where the symbol “·” denotes the Euclidean inner product in Rd, and the
notation D(j) stands for the Malliavin derivative with respect to the j-th
component of the noise.
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Proposition 2.3 Let k ∈ {1, 2, 3}. Fix, as in Section 1, a compact subset
T0 × K ⊂ ]0, T ] × Rk. Assume that the functions σi,j, bi, i, j = 1, . . . , d,
satisfy (P1) and (P2). In the same two cases as in Theorem 2.1, for p > 0,

sup
(t,x)∈T0×K

E
[(

det γu(t,x)

)−p]
< +∞.

Proof: Observe that

det γu(t,x) ≥
(

inf
|v|=1

vTγu(t,x)v

)d
.

Set q = pd. It suffices to check that

sup
(t,x)∈T0×K

E

( inf
|v|=1

vTγu(t,x)v

)−q < +∞.

By definition,

vTγu(t,x)v =
d∑

i,j=1

vi 〈Dui(t, x), Duj(t, x)〉HdT vj

=

〈
d∑
i=1

viDui(t, x),
d∑
j=1

vjDuj(t, x)

〉
HdT

=
∫ t

0
dr

∥∥∥∥∥
d∑
i=1

viDr,∗ui(t, x)

∥∥∥∥∥
2

Hd

≥
∫ t

t−δ
dr

∥∥∥∥∥
d∑
i=1

viDr,∗ui(t, x)

∥∥∥∥∥
2

Hd
, (2.12)

where δ > 0 is such that t− δ > 0. Now,∥∥∥∥∥
d∑
i=1

viDr,∗ui(t, x)

∥∥∥∥∥
2

Hd
=

d∑
j=1

∥∥∥∥∥
d∑
i=1

viD
(j)
r,∗ui(t, x)

∥∥∥∥∥
2

H
.

Set

ai,j(r, z; t, x) =
d∑
`=1

∫ t

0

∫
Rk
G(t− s, x− y)

×∇σi,`(u(s, y)) ·D(j)
r,zu(s, y)M `(ds, dy)

+
∫ t

0
ds
∫

Rk
dy G(t− s, x− y)∇bi(u(s, y)) ·D(j)

r,zu(s, y).
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Applying twice the inequality (a+ b)2 ≥ 1
2
a2 − b2 yields

d∑
j=1

∥∥∥∥∥
d∑
i=1

viD
(j)
r,∗ui(t, x)

∥∥∥∥∥
2

H
≥ 1

2

d∑
j=1

∥∥∥∥∥
d∑
i=1

viG(t− r, x− ∗)σi,j(u(r, ∗))
∥∥∥∥∥

2

H

−
d∑
j=1

∥∥∥∥∥
d∑
i=1

viai,j(r, ∗; t, x)

∥∥∥∥∥
2

H

=
1

2

d∑
j=1

∥∥∥∥G(t− r, x− ∗)
(
vTσ(u(r, ∗))

)
j

∥∥∥∥2

H

−
d∑
j=1

∥∥∥∥∥
d∑
i=1

viai,j(r, ∗; t, x)

∥∥∥∥∥
2

H

≥ 1

4

d∑
j=1

∥∥∥∥G(t− r, x− ∗)
[
vTσ(u(r, x))

]
j

∥∥∥∥2

H

− T1(t, x; r)− T2(t, x; r),

where

T1(t, x; r) =
1

2

d∑
j=1

∥∥∥∥G(t− r, x− ∗)
[
vT (σ(u(r, ∗))− σ(u(r, x)))

]
j

∥∥∥∥2

H
,

T2(t, x; r) =
d∑
j=1

∥∥∥∥∥
d∑
i=1

viai,j(r, ∗; t, x)

∥∥∥∥∥
2

H
.

By property (P2),

d∑
j=1

∥∥∥∥∥
d∑
i=1

viD
(j)
r,∗ui(t, x)

∥∥∥∥∥
2

H
≥ 1

4
ρ2 ‖G(t− r, x− ∗)‖2

H − T1(t, x; r)− T2(t, x; r).

Define

g(δ) :=
∫ δ

0
‖G(r, x− ∗)‖2

H dr. (2.13)

Then

vTγu(t,x)v ≥ cg(δ)−
∫ t

t−δ
(T1(t, x; r) + T2(t, x; r))dr.

We note from Lemma 5.1 that under Hypothesis (C1),

g(δ) = cδ3−β,

while by [28, Lemma 8.6, equation (8.35)], under (C1’), (C2) and (C3), for
small δ > 0,

g(δ) ≥ Cδ3. (2.14)
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We now bound the moments of T1(t, x; r). We apply first (1.8) and then
Hölder’s inequality with respect to the finite measure on [0, δ] × Rk × Rk

with density (with respect to Lebesgue measure) given by G(r, x − y)f(y −
z)G(r, x− z). The Lipschitz continuity of σ along with the Cauchy-Schwarz
inequality yield

E
[(∫ t

t−δ
T1(t, x; r)dr

)q]
≤ C [g(δ)]q−1

∫ δ

0
dr
∫

Rk
dy
∫

Rk
dz G(r, x− y)f(y − z)G(r, x− z)

×
(
E
[
|u(t− r, y)− u(t− r, x)|2q

]) 1
2

×
(
E
[
|u(t− r, z)− u(t− r, x)|2q

]) 1
2 .

We now apply the results already mentioned on Lp-estimates of increments
of the process u(t, x) (see the proof of (R2) for multiplicative noise), yielding

E
[(∫ t

t−δ
T1(t, x; r)dr

)q]
≤ C [g(δ)]q−1

∫ δ

0
dr
∫

Rk
dy
∫

Rk
dz G(r, x− y)f(y − z)G(r, x− z)

×
(
|y − x|ζq

) (
|z − x|ζq

)
,

where the values of ζ depend on the assumptions on the covariance of the
noise, as indicated in Cases 1 and 2 of Section 2.1: if (C1) holds, then
ζ ∈ ]0, 2−β

2
[; if (C1’) holds, then ζ ∈ ]0, 1− α[; if k = 2 and (C2) holds, then

ζ ∈ ]0, η
2
[; if k = 1 and (C3) holds, then ζ ∈ ]0, 2−β

2
[; if k = 3 and (C3) holds,

than ζ ∈ ]0, 2−β
2
∧ 1+µ

2
[.

Next, we notice that the support of G(r, x−·) is {y ∈ Rk : |x−y| ≤ r} for
k ∈ {1, 2} and {y ∈ Rk : |x− y| = r} for k = 3, respectively, which implies

E
[(∫ t

t−δ
T1(t, x; r) dr

)q]
≤ C [g(δ)]q δ2ζq,

and finally

sup
(t,x)∈T0×K

E
[(∫ t

t−δ
T1(t, x; r)dr

)q]
≤ C [g(δ)]q δ2ζq. (2.15)

Next, we proceed with the study of the contribution of T2(t, x; r). Firstly,
we consider the term involving a stochastic integral. By noticing that
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D
(j)
r,∗u(s, y) = 0 unless 0 ≤ r ≤ s, we have,

E

∫ t

t−δ
dr

d∑
j=1

∥∥∥∥∥
d∑
i=1

vi

×
d∑
`=1

∫ t

0

∫
Rk
G(t− s, x− y)∇σi,`(u(s, y)) ·D(j)

r,∗u(s, y)M `(ds, dy)

∥∥∥∥∥
2

H

q
≤ C sup

1≤i,j,`≤d
E
[( ∫ t

t−δ
dr

×
∥∥∥∥∫ t

0

∫
Rk
G(t− s, x− y)∇σi,`(u(s, y)) ·D(j)

r,∗u(s, y)M `(ds, dy)
∥∥∥∥2

H

)q]
≤ C sup

1≤i,j,`≤d
E
[( ∫ t

t−δ
dr

×
∥∥∥∥∫ t

t−δ

∫
Rk
G(t− s, x− y)∇σi,`(u(s, y)) ·D(j)

r,∗u(s, y)M `(ds, dy)
∥∥∥∥2

H

)q]
.

This is equal to

C sup
1≤i,j,`≤d

E
(∥∥∥∥ ∫ t

t−δ

∫
Rk
G(t− s, x− y)

×∇σi,`(u(s, y)) ·D(j)
·,∗ u(s, y)M `(ds, dy)

∥∥∥∥2q

Hδ

)
,

where Hδ = L2([t− δ, t];H). We use the change of variables s = t− δ + s̃ to
write this as

C sup
1≤i,j,`≤d

E
(∥∥∥∥ ∫ δ

0

∫
Rk
G(δ − s, x− y)∇σi,`(u(t− δ + s, y))

·D(j)
·,∗ u(t− δ + s, y)M `(d(t− δ + s), dy)

∥∥∥∥2q

Hδ

)
. (2.16)

Using the notation of [28, Theorem 6.1], we set S(s, y) = G(δ− s, x− y) and

Ki,j,`(s, y) = ∇σi,`(u(t− δ + s, y)) ·D(j)
·,∗ u(t− δ + s, y),

which belongs a.s. to the Hilbert space K = Hδ. Applying [28, Theorem 6.1],
we bound the expression in (2.16) by

C[g((δ)]q sup
1≤i,j,`≤d

sup
(s,y)∈[0,δ]×Rk

E
(
‖Ki,j,`(s, y)‖2q

Hδ

)
.

Using the fact that the factor ∇σi,`(u(t − δ + s, y)) does not involve the
variables (·, ∗) that appear in the formula for ‖·‖Hδ , together with assumption

19



(P1), we see that this expression is bounded by

C[g((δ)]q sup
1≤j≤d

sup
(s,y)∈[t−δ,t]×Rk

E
(
‖D(j)u(s, y)‖2q

Hd
δ

)
≤ C[g(δ)]2q, (2.17)

where we have used [28, Lemma 8.2].
Secondly, we consider the pathwise integral. With arguments similar to

those applied to the stochastic integral, we obtain

E
[( ∫ t

t−δ
dr

d∑
j=1

×
∥∥∥∥ d∑
i=1

vi

∫ t

0
ds
∫

Rk
dy G(t− s, x− y)∇bi(u(s, y)) ·D(j)

r,∗u(s, y)
∥∥∥∥2

H

)q]
≤ C sup

1≤i,j≤d

E

∥∥∥∥∥
∫ δ

0
ds
∫

Rk
dy G(s, x− y)∇bi(u(t− s, y)) ·D(j)

·,∗ u(t− s, y)

∥∥∥∥∥
2q

Hδ

 .
Minkowski’s inequality applied to the norm ‖·‖Hδand then Hölder’s inequality
with respect to the measure on [0, δ] × Rk given by G(s, dy)ds, yield the
following upper bound for the last expression:

C sup
1≤i,j≤d

E

(∫ δ

0
ds
∫

Rk
dy G(s, x− y)

∥∥∥D(j)
·,∗ u(t− s, y)

∥∥∥
Hδ

)2q


≤ C

(∫ δ

0
ds
∫

Rk
dy G(s, x− y)

)2q

× sup
1≤j≤d

sup
(s,y)∈[t−δ,t]×Rk

E
(∥∥∥D(j)u(s, y)

∥∥∥2q

Hδ

)
≤ Cδ4q[g(δ)]q, (2.18)

by Lemmas 8.6 and 8.2 in [28].
We conclude from (2.17) and (2.18) that

sup
(t,x)∈T0×K

E
[(∫ t

t−δ
T2(t, x; r)dr

)q]
≤ C [g(δ)]q ([g(δ)]q + δ4q). (2.19)

For small ε > 0, choose δε such that g(δε) = ε. By (2.15) and (2.19), for
any ε > 0 sufficiently small (smaller than some ε0 > 0, say),

inf
|v|=1

vtγu(t,x)v ≥ cε−
∫ t

t−δε
T (t, x; r) dr
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where

sup
(t,x)∈T0×K

E
[(∫ t

t−δ
T (t, x; r)dr

)q]
≤ Cεqδ2ζq

ε + Cεq (εq + δ4q
ε ).

By (2.14), δε ≤ ε1/3, so the right-hand side is less than or equal to ε(1+ρ)q,
with ρ > 0. Therefore, we can apply [7, Proposition 3.5] to conclude the
proof of Proposition 2.3. �

Proof of Theorem 2.1. As has been already mentioned, we apply [12, Theorem
2.4]. Then the conclusion in Case 1 follows from Propositions 2.2 and 2.3,
while those in Case 2 are a consequence of the results stated in Section 2
under the title Case 2: multiplicative noise, together with the three properties
stated at the beginning of Section 2.2.

�

3 Eigenvalues of the Malliavin matrix and

lower bounds

In this section, we consider the system of equations given in (1.4). We restrict
ourselves to a covariance measure Γ(dx) = |x|−βdx, β ∈ ]0, 2∧ k[ (hypothesis
(C1) in Section 2), with k ∈ {1, 2, 3}.

We recall the equation (2.11) satisfied by the Malliavin derivative of the
components ui(t, x), i = 1, . . . , d, of the random field u(t, x):

D(j)
r,zui(t, x) = G(t− r, x− z)σi,j(u(r, z)) + ai,j(r, z; t, x), (3.1)

with

ai,j(r, z; t, x) =
d∑
`=1

∫ t

0

∫
Rk
G(t− s, x− y)∇σi,`(u(s, y)) ·D(j)

r,zu(s, y)M `(ds, dy)

+
∫ t

0
ds
∫

Rk
dy G(t− s, x− y)∇bi(u(s, y)) ·D(j)

r,zu(s, y).

(3.2)

The Malliavin covariance matrix of

Z := (u1(s, y), . . . , ud(s, y), u1(t, x)− u1(s, y), . . . , ud(t, x)− ud(s, y)), (3.3)

is defined by
γZ = 〈DZ,DZ〉HdT .
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As has been proved in [7], Lemma 6.8, there exist at least d orthonormal
eigenvectors ξi1 , · · · , ξid of γZ , with corresponding eigenvalues αi1 , . . . , αid ≥
α0, with α0 strictly positive and deterministic. We fix a set K ⊂ {1, . . . , 2d}
with card K = d and set

AK = ∩i∈K{αi ≥ α0}. (3.4)

We term large eigenvalues the αi with i ∈ K.
The goal here is to prove that lower bounds for the hitting probabilities

can be derived from two properties on the eigenvalues of the matrix γZ :
estimates on the negative Lp-moments of the smallest eigenvalue of the matrix
γZ and boundedness of the same type of moments for the large eigenvalues.
Establishing such properties on γZ is postponed to the next section. We aim
at proving the following theorem.

Theorem 3.1 Fix k ∈ {1, 2, 3}. Let I = [a, b] ⊂ [0, T ], with a > 0, K a
compact subset of Rk and fix N > 0. Assume (P1), (P2) and (C1). Suppose
also that there exists ρ ∈ ]0,∞[ such that for any p ∈ [1,∞[, there is a
positive constant C such that for all s, t ∈ I and x, y ∈ K with (s, y) 6= (t, x),
|t− s| ≤ 1 and |x− y| ≤ 1, the following properties hold:

E

( inf
|ξ|=1

ξTγZξ

)−p ≤ C (|t− s|+ |x− y|)−pρ , (3.5)

E
(

1AK
(
Πi∈K(ξi)TγZξ

i
)−p)

≤ C. (3.6)

(1) Fix δ > 0. There exists a positive constant c = c(I,K,N, β, k, d, ρ, δ)
such that, for any Borel set A ⊂ [−N,N ]d,

P {u(I ×K) ∩ A 6= ∅} ≥ c Cap
d(1+

4d(ρ−(2−β))
2−β )+δ− 2(k+1)

2−β
(A). (3.7)

(2) Fix δ > 0 and x ∈ K. There exists a positive constant c =
c(I, x,N, β, k, d, ρ, δ) such that, for any Borel set A ⊂ [−N,N ]d,

P {u(I × {x}) ∩ A 6= ∅} ≥ c Cap
d(1+

4d(ρ−(2−β))
2−β )+δ− 2

2−β
(A). (3.8)

(3) Fix δ > 0 and t ∈ I. There exists a positive constant c =
c(t,K,N, β, k, ρ, d) such that, for any Borel set A ⊂ [−N,N ]d,

P {u({t} ×K) ∩ A 6= ∅} ≥ c Cap
d(1+

4d(ρ−(2−β))
2−β )+δ− 2k

2−β
(A). (3.9)

The proof of this theorem is presented in Section 3.2.

22



3.1 Upper bounds for joint densities

This section establishes several preliminary results, in particular Theorems
3.2 and 3.8. Indeed, according to Theorem 2.1 in [12] (see also Hypothesis
H2 in [10]), Theorem 3.8 is a fundamental step toward establishing lower
bounds on the hitting probabilities.

Under suitable regularity and non-degeneracy conditions on a random
vector, the integration by parts formula of Malliavin calculus provides an
expression for its density. We may refer for instance to Corollary 3.2.1 in [22].
Consider the random vector Z defined in (3.3) and denote by ps,y;t,x(z1, z2)
its density at (z1, z1 − z2). By applying Hölder’s inequality, we have

ps,y;t,x(z1, z2) ≤ Πd
i=1

(
P{|ui(t, x)− ui(s, y)| > |zi1 − zi2|}

) 1
2d

× ‖H(1,...,2d)(Z, 1)‖L2(Ω) (3.10)

(see [7], page 395). In (3.10), H(1,...,2d)(Z, 1) is the random variable defined
recursively as follows. For any i = 1, . . . , 2d, and any random variable G,

H(i)(Z,G) =
2d∑
j=1

δ
(
G
(
γ−1
Z

)
i,j
DZj

)
, (3.11)

and then, for every integer j ≥ 2,

H(1,...,j)(Z, 1) = H(j)(Z,H(1,...,j−1)(Z, 1)), (3.12)

where δ denotes the divergence operator (Skorohod integral) and γZ the
Malliavin covariance matrix (see for instance [28] for a definition of these
notions).

As previously, we fix compact sets I ⊂ ]0, T ], K ⊂ Rk and assume that
s, t ∈ I and x, y ∈ K. One of the main objectives of this section is to prove
the following result.

Theorem 3.2 The hypotheses are the same as in Therorem 3.1. Then, for
every δ > 0, there exists a positive constant C such that

‖H(1,...,2d)(Z, 1)‖L2(Ω) ≤
C

(|t− s|+ |x− y|)γ
, (3.13)

with γ = d
2
(2− β + 4d(ρ− (2− β))) + δ and ρ as in (3.5).

Theorem 3.2 is the analogue in the context of systems of wave equations
of the estimate (6.3) in [7] for systems of heat equations in spatial dimension
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k = 1. In the next paragraphs, we shall describe briefly the method of the
proof, following [7]. We refer the reader to this reference for further details.

By the definition (3.11)–(3.12), we see that ‖H(1,...,2d)(Z, 1)‖L2(Ω) can be
estimated by applying Lp-bounds for the Skorohod integral and Hölder’s
inequality for the Watanabe-Sobolev norms ‖ · ‖m,p, m ≥ 1, p ∈ [1,∞[ (see
[21, Proposition 3.2.1] and [30, Proposition 1.10, p.50]). By doing so, we
obtain

‖H(1,...,2d)(Z, 1)‖L2(Ω) ≤ C‖H(1,...,2d−1)(Z, 1)‖1,4

×


d∑
j=1

(∥∥∥∥(γ−1
Z

)
2d,j

∥∥∥∥
1,8

∥∥∥DZj
∥∥∥

1,8

)
+

2d∑
j=d+1

(∥∥∥∥(γ−1
Z

)
2d,j

∥∥∥∥
1,8

∥∥∥DZj
∥∥∥

1,8

) .
By iterating this procedure 2d − 1 more times, we go down from
H(1,...,2d−1)(Z, 1) to H(0)(Z, 1) := 1. Eventually, we get the estimate

‖H(1,...,2d)(Z, 1)‖L2(Ω) ≤ C
2d∏
`=1

Z`, (3.14)

where Z`, ` = 1, . . . , 2d, is given by

d∑
j=1

(∥∥∥∥(γ−1
Z

)
`,j

∥∥∥∥
m`,k`

∥∥∥DZj
∥∥∥
m`,k`

)
+

2d∑
j=d+1

(∥∥∥∥(γ−1
Z

)
`,j

∥∥∥∥
m`,p`

∥∥∥DZj
∥∥∥
m`,p`

)
,

(3.15)
for some m` ≥ 1 and p` ∈ [1,∞[.

Therefore, (3.13) will be a consequence of the next two propositions.

Proposition 3.3 Assume (P1). Let Z(s, y; t, x) = (u(s, y), u(t, x)−u(s, y)).
For any integer m ≥ 1 and any p ∈ [1,∞[, the following statements hold.

1. For any j ∈ {1, . . . , d}, sup(s,y),(t,x)∈[0,T ]×Rk ‖Zj(s, y; t, x)‖m,p <∞.

2. For any j ∈ {d+1, . . . , 2d}, and any α ∈ ]0, 2−β
2

[, there exists a positive
constant C (depending on I and K), such that for any s, t ∈ I and
x, y ∈ K, ∥∥∥Zj(s, y; t, x)

∥∥∥
m,p
≤ C(|t− s|+ |x− y|)α.

Proof. In the particular case d = 1, the conclusion of part 1 is Theorem 7.1
of [28]. The extension to arbitrary d is straightforward. The statement in
part 2 follows from an extension of the results proved in [11]. Indeed, as has
been pointed out in [29], the results of [11] can be extended to the Hilbert-
space-valued solutions of the equations satisfied by the Malliavin derivatives.
�
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For the next statement, we introduce the following notations:

(1) = {1, 2, . . . , d}2,

(2) = {1, 2, . . . , d} × {d+ 1, . . . , 2d},
(3) = {d+ 1, . . . , 2d} × {1, 2, . . . , d},
(4) = {d+ 1, . . . , 2d}2.

These four sets form a partition of Id := {1, 2, . . . , 2d}2.

Proposition 3.4 The hypotheses are the same as in Theorem 3.1. For any
m ≥ 1, p ∈ [1,∞[ and every η > 0, there exists a constant C > 0 such that
for any s, t ∈ I and x, y ∈ K,

∥∥∥∥(γ−1
Z

)
i,j

∥∥∥∥
m,p
≤ C


(|t− s|+ |x− y|)−d(ρ−(2−β))−η, (i, j) ∈ (1),

(|t− s|+ |x− y|)−d(ρ−(2−β))−( 2−β
2

+η), (i, j) ∈ (2), (3),

(|t− s|+ |x− y|)−d(ρ−(2−β))−2( 2−β
2

+η), (i, j) ∈ (4).

(3.16)

Assuming the validity of this proposition, let us deduce (3.13).

Proof of Theorem 3.2. In the next arguments, the values of the parameters
η, η̄ > 0 may vary from one inequality to another; they denote arbitrary
small positive numbers.

From (3.15), Propositions 3.3 and 3.4, we obtain

‖H(1,...,2d)(Z, 1)‖L2(Ω) ≤ C

(
d∏
`=1

Z`
) 2d∏

`=d+1

Z`


≤ C

[
(|t− s|+ |x− y|)−d(ρ−(2−β))−η

+ (|t− s|+ |x− y|)−d(ρ−(2−β))−( 2−β
2

+η)+( 2−β
2
−η̄)

]d
×
[
(|t− s|+ |x− y|)−d(ρ−(2−β))−( 2−β

2
+η)

+ (|t− s|+ |x− y|)−d(ρ−(2−β))−2( 2−β
2

+η)+( 2−β
2
−η̄)

]d
,

where we have applied Propositions 3.3 and 3.4 above. This is bounded by

(|t− s|+ |x− y|)−2d2(ρ−(2−β))−d 2−β
2
−η, and this yields (3.13). �

Before giving the proof of Proposition 3.4, let us go into the structure of
the term γ−1

Z . By its very definition,∥∥∥∥(γ−1
Z

)
i,j

∥∥∥∥
m,p

=

{
E
(∣∣∣∣(γ−1

Z

)
i,j

∣∣∣∣p)+
m∑
`=1

E
[∥∥∥∥D`

(
γ−1
Z

)
i,j

∥∥∥∥p
Hd⊗k

]} 1
p

, (3.17)

25



and (
γ−1
Z

)
i,j

= (det γZ)−1 (AZ)i,j , (3.18)

where AZ is the cofactor matrix of γZ .

Proposition 3.5 Assume (P1). Then for any p ∈ [1,∞[ and every α ∈]
0, 2−β

2

[
, there exists a constant C > 0 such that for any s, t ∈ I and x, y ∈ K,

∥∥∥(AZ)i,j

∥∥∥
Lp(Ω)

≤ C


(|t− s|+ |x− y|)2dα, (i, j) ∈ (1),

(|t− s|+ |x− y|)(2d−1)α, (i, j) ∈ (2), (3),

(|t− s|+ |x− y|)(2d−2)α, (i, j) ∈ (4).

Proof. We follow the method of the proof of Proposition 6.5 in [7] and we
see that the result is a consequence of the estimates given in Proposition 3.3
along with the upper bounds for the Lp-moments of (AZ)i,j for the different
sets of indices (i, j) shown in [7, p.400-401]. �

Proposition 3.6 The hypotheses are those of Theorem 3.1. Then for any
p ∈ [1,∞[, there exists a constant C > 0 such that for any s, t ∈ I and
x, y ∈ K with (t, x) 6= (s, y),∥∥∥(det γZ)−1

∥∥∥
Lp(Ω)

≤ C (|t− s|+ |x− y|)−dρ . (3.19)

Proof. Quoting Lemma 6.8 and inequality (6.11) in [7], we write∥∥∥(det γZ)−1
∥∥∥
Lp(Ω)

≤
∑

K⊂{1,2,...,2d}
|K|=d

(
E
[
1AK

(
Πi∈K(ξi)TγZξ

i
)−2p

]) 1
2p

×

E

 inf

ξ=(λ,µ)∈R2d

|λ|2+|µ|2=1

ξTγZξ


−2pd




1
2p

,

with AK = ∩i∈K{αi ≥ α0} defined in (3.4).
According to (3.6), the first factor on the right-hand side of the preceding

inequality is bounded by a constant. Then (3.19) follows from the assumption
on the small eigenvalues given in (3.5). �

Proposition 3.7 We assume the hypothesis (P1). For any p ∈ [1,∞[, ` ≥ 1
and α ∈ ]0, 2−β

2
[, there exists a constant C > 0 such that for any s, t ∈ I and

x, y ∈ K,

∥∥∥D` (γZ)i,j

∥∥∥
p,k
≤ C


1, (i, j) ∈ (1),

(|t− s|+ |x− y|)α, (i, j) ∈ (2), (3),

(|t− s|+ |x− y|)2α, (i, j) ∈ (4).
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Proof. This proposition is the analogue for systems of wave equations of
[7, Proposition 6.7]. As in this reference, the result follows by applying the
Leibniz rule for the Malliavin derivative and Proposition 3.3 (see pages 402-
403 in [7]). �

Proof of Proposition 3.4. We follow the same method as in the proof of
Theorem 6.3 in [7]. Consider first the case m = 0. Applying (3.18), then
Hölder’s inequality along with Propositions 3.5 and 3.6, we obtain (3.16).

For m ≥ 1, we apply a recursive argument. For this, we consider first the
case m = 1 and the identity

D
(
γ−1
Z

)
= −γ−1

Z (D (γZ)) γ−1
Z ,

which is a consequence of the chain rule of Malliavin calculus and the trivial
identity γ−1

Z γZ = Id. The estimates (3.16) follow from what has been already
proved for m = 0 and Proposition 3.7. �

With (3.10) and Theorem 3.2, we can now give the second main result of
this section.

Theorem 3.8 Let β ∈ ]0, 2∧k[. Suppose (3.13) holds for some γ ∈ [k+1,∞[.
Fix α ∈ ]0, 2−β

2
[. For any I, K compact subsets of [0, T ] and Rk respectively,

both with diameter ≤ 1, and every z1, z2 ∈ Rd with 0 < |z1 − z2| ≤ N , there
exists a constant C := C(α, γ, k, d,N) such that

I :=
∫
I×K

dtdx
∫
I×K

dsdy ps,y;t,x(z1, z2) ≤ C K γ−(k+1)
α

(|z1 − z2|). (3.20)

Proof. For i = 1, . . . , d, let ηi = zi1 − zi2. Assume without loss of generality
that 0 < supi |ηi| = |η1|. Let ρ0 > 0 be such that I ×K ⊂ B ρ0

2
(0). Recalling

(3.10) and Theorem 3.2, we see that

I ≤ I1 + I2,

where

I1 =
∫
I×K

dtdx
∫
I×K

dsdy 1
{(|t−s|+|x−y|)|η|−

1
α≤ρ0N

− 1
α }

C

(|t− s|+ |x− y|)γ

×
[
P{|u1(t, x)− u1(s, y)| > |η1|}

] 1
2d ,

I2 =
∫
I×K

dtdx
∫
I×K

dsdy 1
{(|t−s|+|x−y|)|η|−

1
α>ρ0N

− 1
α }

C

(|t− s|+ |x− y|)γ
.
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Apply Chebychev’s inequality to see that for p > 0,

I1 ≤
∫
I×K

dtdx
∫
I×K

dsdy 1
{(|t−s|+|x−y|)|η|−

1
α≤ρ0N

− 1
α }

C

(|t− s|+ |x− y|)γ

×
[
E(|u1(t, x)− u1(s, y)|p)

|η1|p

] 1
2d

,

By the result of [11, Theorem 4.1] on Hölder continuity,

I1 ≤
∫
I×K

dtdx
∫
I×K

dsdy 1
{(|t−s|+|x−y|)|η|−

1
α≤ρ0N

− 1
α }

(|t− s|+ |x− y|)−γ+αp
2d

|η1| p2d
.

In the second integral, we do the change of variables θ = ((t, x)−(s, y))|η|−1/α,
so “there is no longer dependence on the first integral”, in order to see that

I1 ≤ C
|η| k+1−γ

α
+ p

2d

|η1| p2d

∫
B
ρ0N
− 1
α

(0)
dθ |θ|−γ+αp

2d .

Since |η|
|η1| = |η|

|η|∞ ≤ 1, we choose p > (γ − k − 1)2d
α

so that the integral is
finite, and we see that

I1 ≤ C|η|
k+1−γ
α . (3.21)

Concerning I2, we use the same change of variables as above to see that

I2 ≤ C|η|
k+1−γ
α

∫
B
ρ0|η|

− 1
α

(0)\B
ρ0N
− 1
α

(0)
dθ |θ|−γ (3.22)

In the case where γ > k + 1, we bound the integral by∫ ∞
ρ0N

− 1
α

dρ ρ−γ+k,

which is finite since γ > k+1. Combining (3.21) and (3.22), we obtain (3.20)
in this case.

In the case where γ = k + 1, we bound the integral in (3.22) by

∫ ρ0|η|−
1
α

ρ0N
− 1
α

dρ ρ−1 =
1

α
ln

(
1

|η|

)
+

1

α
lnN. (3.23)

Combining (3.21), (3.22) and (3.23), we obtain (3.20) in this case.
The theorem is proved. 2
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Remark 3.1 (a) In the case where σ is constant, it is possible to take α =
2−β

2
in Theorem 3.8, because of Proposition 2.2.

(b) A sufficient condition on the density that could replace the hypothesis
(1) in [12, Theorem 2.1] would be

px,y(z1, z2) ≤ 1

|x− y|γ

[
|x− y|α

|z1 − z2|
∧ 1

]p
,

where p > (γ −m)2d
α

. The conclusion of [12, Theorem 2.1] would then be

P{v(I) ∩ A 6= ∅} ≥ C Cap 1
α

(γ−m)(A)

instead of (12) there.

3.2 Proof of Theorem 3.1

We begin with the proof of (1). Set γ = d
2
(2−β+ 4d(ρ− (2−β))) + δ. Since

δ > 0 is arbitrary, it suffices to consider the case where

Cap 2(γ−(k+1))
2−β +δ

(A) > 0,

in which case 2(γ−(k+1))
2−β < d. Since P{u(I × K) ∩ A 6= ∅} decreases if we

replace I by a subset of I, we can assume that diam(I) ≤ 1 and diam(K) ≤ 1.
We assume first that A is compact and we consider two different cases.

Case 1: γ < k + 1. By the definition of the capacity, Cap 2(γ−(k+1))
2−β

(A) = 1.

Thus, it suffices to check that

P{u(I ×K) ∩ A 6= ∅} ≥ c,

for some positive constant c. For this, we proceed in a manner similar to the
proof of [12, Theorem 2.1]. Fix z ∈ A, ε ∈ ]0, 1[ and set

Jε(z) =
1

(2ε)d

∫
I×K

dtdx 1Bε(z)(u(t, x)).

We will prove that E(Jε(z)) ≥ c1 and E[(Jε(z))2] ≤ c2 for some positive
constants c1, c2. Then, by using Paley-Zygmund inequality,

P{u(I ×K) ∩ A(ε) 6= ∅} ≥ P{Jε(z) > 0} ≥ [E(Jε(z))]2

E[(Jε(z))2]
≥ c,
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where A(ε) = {x ∈ Rd : d(x,A) < ε}.
The lower bound for E(Jε(z)) is a direct consequence of the results proved

in [24] (see also [3]) on the positivity of the density for the solution of (1.4).
To establish the upper bound, we apply (3.10) along with (3.13) and obtain

E[(Jε(z))2] =
1

(2ε)2d

∫
I×K

dtdx
∫
I×K

dsdy
∫
Bε(z)×Bε(z)

dz1dz2 ps,y;t,x(z1, z2)

≤ C
∫
I×K

dtdx
∫
I×K

dsdy
1

(|t− s|+ |x− y|)γ
.

We may assume that I ×K is included in the k+ 1-dimensional ball Br0(0),
for some r0 > 0. Thus, changing to polar coordinates, we obtain

E[(Jε(z))2] ≤ C
∫
Br0 (0)×Br0 (0)

dzdz′
1

|z − z′|γ

≤ C
∫ 2r0

0
ρk−γdρ <∞.

This ends the proof of the theorem when γ < k + 1.

Case 2: 0 ≤ 2(γ−(k+1))
2−β < d. In the analysis of Case 1, we have considered

a rough upper bound for the first factor on the right-hand side of (3.10),
namely 1. Here we will keep these factors and apply Theorem 3.8.

Let Q be a probability measure with support in the set A. Let gε =
1

(2ε)d
11Bε(0), where Bε(0) denotes the d-dimensional ball centered at 0 and

with radius ε. Define

Jε(Q) =
1

(2ε)d

∫
I×K

dtdx
∫
A
Q(dz) 11Bε(0)(u(t, x)− z)

=
∫
I×K

dtdx (gε ∗Q)(u(t, x)).

As in Case 1, by applying results in [24], we obtain E(Jε(Q)) ≥ c1, for some
positive constant c1.

We will prove that

E
[
(Jε(Q))2

]
≤ CE γ−(k+1)

α

(Q), (3.24)

for any α ∈
]
0, 2−β

2

[
. Indeed, using Fubini’s theorem and the existence of

the joint density of the random vector (u(s, y), u(t, x)) at any points (s, y) 6=
(t, y) ∈ ]0, T ]× Rk, we have

E
[
(Jε(Q))2

]
≤
∫
Aε×Aε

dz1dz2 (gε ∗Q)(z1)(gε ∗Q)(z2)

×
∫
I×K

dtdx
∫
I×K

dsdy ps,y;x,t(z1, z2).
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Fix α ∈
]
0, 2−β

2

[
. By Theorem 3.2, (3.13) holds for γ, and γ ≥ k + 1

since we are in Case 2. Therefore, Theorem 3.8 along with Theorem B.1 in
[6] imply that

E
[
(Jε(Q))2

]
≤ C

∫
Aε×Aε

dz1dz2 (gε ∗Q)(z1)(gε ∗Q)(z2)

×K γ−(k+1)
α

(|z1 − z2|)

= CE γ−(k+1)
α

(gε ∗Q)

≤ CE γ−(k+1)
α

(Q).

Since α can be chosen arbitrarily close to 2−β
2

, this finishes the proof of part
(1) of Theorem 3.1, following the arguments of the proof of Theorem 2.1 in
[12], including the extension to the case where A is Borel but not compact.

In parts (2) and (3), we are considering hitting probabilities of stochastic
processes indexed by parameters of dimension 1 and k, respectively. The
same arguments used in the proof of part 1 give (3.8) and (3.9), respectively.

This completes the proof of Theorem 3.1. �

4 Study of the eigenvalues of the Malliavin

matrix and lower bounds

In this section, we prove that the solution of the system of wave equations
(1.4) does satisfy properties (3.5) and (3.6) with ρ = δ + 3− β, where δ > 0
is arbitrarily small. We assume that the covariance measure Γ satisfies (C1).
We start with the contribution of the small eigenvalues of ΓZ .

Theorem 4.1 Assume (P1), (P2) and (C1). For any p ∈ [1,∞[ and every
small δ > 0, there exists a positive constant C such that for all s, t ∈ I and
x, y ∈ K with (s, y) 6= (t, x), |t− s| ≤ 1 and |x− y| ≤ 1,

E

( inf
‖ξ‖=1

ξTγZξ

)−p ≤ C (|t− s|+ |x− y|)−p(δ+3−β) . (4.1)

Proof. Assume without loss of generality that s ≤ t. We write

ξTγZξ = J1 + J2, (4.2)
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with ξ = (λ1, . . . , λd, χ1, . . . , χd) ∈ R2d, and

J1 =
∫ s

0
dr

∥∥∥∥ d∑
i=1

(λi − χi) [G(s− r, y − ∗)σi,.(u(r, ∗)) + ai,.(r, ∗; s, y)]

+ χi [G(t− r, x− ∗)σi,.(u(r, ∗)) + ai,.(r, ∗; t, x)]
∥∥∥∥2

Hd
,

J2 =
∫ t

s
dr

∥∥∥∥∥
d∑
i=1

χi [G(t− r, x− ∗)σi,.(u(r, ∗)) + ai,.(r, ∗; t, x)]

∥∥∥∥∥
2

Hd
.

We shall use the notation λ = (λ1, . . . , λd), χ = (χ1, . . . , χd).

Case 1: s, t ∈ [a, b], with a ∈ ]0, 1[, 1 ≥ t− s > 0; |x− y| ≤ t− s.
For any ε ∈ ]0, s ∧ (t− s)[, we write

Jε1 =
∫ s

s−ε
dr
∥∥∥∥ d∑
i=1

(λi − χi) [G(s− r, y − ∗)σi,.(u(r, ∗)) + ai,.(r, ∗; s, y)]

+ χi [G(t− r, x− ∗)σi,.(u(r, ∗)) + ai,.(r, ∗; t, x)]
∥∥∥∥2

Hd
, (4.3)

Jε2 =
∫ t

t−ε
dr

∥∥∥∥∥
d∑
i=1

χi [G(t− r, x− ∗)σi,.(u(r, ∗)) + ai,.(r, ∗; t, x)]

∥∥∥∥∥
2

Hd
. (4.4)

Consider positive real numbers ν, θ1, θ2 whose values will be specified later

on. Then, for any ε ∈
]
0, a

1
θ1 ∧ a

1
θ2 ∧ (t− s)

1
θ2 ∧

(
1
4

) 1
ν

[
, we clearly have

inf
|ξ|=1

ξTΓZξ = min

 inf
|ξ|=1,

0<|χ|<ε
ν
2

(J1 + J2), inf
|ξ|=1,

ε
ν
2 ≤|χ|≤1

(J1 + J2)



≥ min

 inf
|ξ|=1,

0<|χ|<ε
ν
2

Jε
θ1

1 , inf
|ξ|=1,

ε
ν
2 ≤|χ|≤1

Jε
θ2

2

 .
We will prove the following:

(A)

inf
|ξ|=1,

0<|χ|<ε
ν
2

Jε
θ1

1 ≥ Cεθ1(3−β) − Y1,ε,

with Y1,ε satisfying

E (|Y1,ε|p) ≤ Cεmin(θ1(5−2β)−,θ1+ν)p, (4.5)
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for any p ∈ [1,∞[. Here and throughout the paper, given a real number
r > 0, we denote by r− any r̄ ∈ ]0, r[ (usually taken close to r).

(B)

inf
|ξ|=1,

ε
ν
2 ≤|χ|≤1

Jε
θ2

2 ≥ Cεν+θ2(3−β) − Y2,ε,

with Y2,ε satisfying

E (|Y2,ε|p) ≤ Cεθ2(5−2β)−p, (4.6)

for any p ∈ [1,∞[.
We shall also prove that, for a fixed β ∈ ]0, 2[, we can choose ν, θ1, θ2 > 0

such that the following conditions are satisfied:

(i) min(θ1(5− 2β)−, θ1 + ν) > θ1(3− β),

(ii) θ2(5− 2β)− > ν + θ2(3− β).

Then, by setting ε0 := a
1
θ1 ∧a

1
θ2 ∧(t−s)

1
θ2 ∧

(
1
4

) 1
ν , according to [7, Proposition

3.5], we will deduce that

E

( inf
‖ξ‖=1

ξTγZξ

)−p ≤ Cε−pα0 , (4.7)

for any p ∈ [1,∞[, with α = max(θ1(3− β), ν + θ2(3− β)), and this will lead
to (4.1) (see (4.12) and (4.18)).

Proof of (A). To simplify the notation, we write θ instead of θ1. By the
triangular inequality, for any norm ‖ · ‖,

‖a+ b‖2 ≥ 1

2
‖a‖2 − ‖b‖2, (4.8)

therefore

Jε
θ

1 ≥
1

2

∫ s

s−εθ
dr

∥∥∥∥∥
d∑
i=1

(λi − χi)G(s− r, y − ∗)σi,.(u(s, y))

∥∥∥∥∥
2

Hd
− Y1,ε,

with

Y1,ε =
∫ s

s−εθ
dr
∥∥∥∥ d∑
i=1

(λi − χi){G(s− r, y − ∗) [σi,.(u(s, y))− σi,.(u(r, ∗))]

+ ai,.(r, ∗; s, y)}

+ χi [G(t− r, x− ∗)σi,.(u(r, ∗)) + ai,.(r, ∗; t, x)]
∥∥∥∥2

Hd
.
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In this case, we are assuming that |χ|2 ≤ εν . Since |λ|2+|χ|2 = 1, there exists
a positive constant c, depending on ε0, such that |λ− χ| ≥ c. Therefore, by
Lemma 5.1,

∫ s

s−εθ
dr

∥∥∥∥∥
d∑
i=1

(λi − χi)G(s− r, y − ∗)σi,.(u(s, y))

∥∥∥∥∥
2

Hd

≥ ρ2
0|λ− χ|2

∫ εθ

0
dr ‖G(r, y − ∗)‖2

H

≥ Cεθ(3−β). (4.9)

Next, we establish an upper bound for the Lp(Ω) norm of Y1,ε, for any
p ∈ [1,∞[. After the change of variable s := s − r, we apply Hölder’s
inequality. Along with the Lipschitz property of σ and (1.8), this yields

E

∫ s

s−εθ
dr

∥∥∥∥∥
d∑
i=1

(λi − χi)G(s− r, y − ∗) [σi,.(u(s, y))− σi,.(u(r, ∗))]
∥∥∥∥∥

2

Hd

p
≤ C

(∫ εθ

0
dr ‖G(r, , y − ∗)‖2

H

)p−1

×
∫ εθ

0
dr
∫

Rk×Rk
G(r, dz)G(r, dw) |z − w|−β

× E (|u(s, y)− u(s− r, y − z)||u(s, y)− u(s− r, y − w)|)p

≤ Cεθ(5−2β)−p. (4.10)

The last inequality, follows from the results of Section 2.1 and Lemma 5.1.
Indeed, under (C1), we recall from Proposition 2.2 that the inequality (2.3)
holds with δ ∈ ]0, 2−β

2
[.

By Hölder’s inequality and since σ is bounded, we have

E

∣∣∣∣∣∣
∫ s

s−εθ
dr

∥∥∥∥∥
d∑
i=1

χiG(t− r, x− ∗)σi,.(u(r, ∗))
∥∥∥∥∥

2

Hd

∣∣∣∣∣∣
p

≤ C‖σ‖2p
∞

(∫ s

s−εθ
dr‖G(t− r, x− ∗)‖2

H

)p
|χ|2p.

Here |χ|2 ≤ εν . Then, by Lemma 5.1(c), we see that this is bounded by
Cε(ν+θ)p.
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Finally, by Lemma 5.2 we obtain, respectively

E

∣∣∣∣∣∣
∫ s

s−εθ
dr

∥∥∥∥∥
d∑
i=1

(λi − χi)ai,.(r, ∗; s, y)

∥∥∥∥∥
2

Hd

∣∣∣∣∣∣
p ≤ Cεθ(3−β)2p,

E

∣∣∣∣∣∣
∫ s

s−εθ
dr

∥∥∥∥∥
d∑
i=1

χiai,.(r, ∗; t, x)

∥∥∥∥∥
2

Hd

∣∣∣∣∣∣
p ≤ Cε[ν+θ]p.

Thus, we have proved (4.5) with θ1 := θ. Along with (4.9), this ends the
proof of statement (A).

Proof of (B). As before, we write θ instead of θ2. Applying (4.8), we obtain

Jε
θ

2 ≥
1

2

∫ t

t−εθ
dr

∥∥∥∥∥
d∑
i=1

χiG(t− r, x− ∗)σi,.(u(t, x))

∥∥∥∥∥
2

Hd
− Y2,ε,

with

Y2,ε =
∫ t

t−εθ
dr
∥∥∥∥ d∑
i=1

χi [G(t− r, x− ∗)[σi,.(u(r, ∗))− σi,.(u(t, x))]

+ ai,.(r, ∗; t, x)]
∥∥∥∥2

Hd
.

We are now assuming |χ| ≥ ε
ν
2 . Thus, by (P2) and Lemma 5.1,

∫ t

t−εθ
dr

∥∥∥∥∥
d∑
i=1

χiG(t− r, x− ∗)σi,.(u(t, x))

∥∥∥∥∥
2

Hd

≥ ρ2
0|χ|2

∫ εθ

0
dr ‖G(r, x− ∗)‖2

H ≥ Cεν+θ(3−β). (4.11)

Similarly to (4.10), we have

E

∫ t

t−εθ
dr

∥∥∥∥∥
d∑
i=1

χiG(t− r, x− ∗) [σi,.(u(r, ∗))− σi,.(u(t, x))]

∥∥∥∥∥
2

Hd

p
≤ Cεθ(5−2β)−p.

Moreover, by Lemma 5.2 with s = t,

E

∫ t

t−εθ
dr

∥∥∥∥∥
d∑
i=1

χiai,.(r, ∗; t, x)

∥∥∥∥∥
2

Hd

p ≤ Cεθ(3−β)2p.
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Thus, we have proved (4.6) with θ2 := θ. Along with (4.11), this ends the
proof of (B).

To end the analysis of Case 1, we must check that one can find indeed
positive real numbers ν, θ1, θ2 satisfying the restrictions (i) and (ii) above.

For this, we remark that for β ∈ ]0, 2[, θ1(5−2β) > θ1(3−β), so condition
(i) is equivalent to

ν > θ1(2− β).

As for condition (ii), it is equivalent to

ν < θ2(2− β).

Hence, we may consider 0 < θ1 < θ2 and then ν ∈ ]θ1(2 − β), θ2(2 − β)[, to

obtain (4.7) with ε0 = a
1
θ1 ∧ (t− s)

1
θ2 and α = ν + θ2(3− β). From here, we

obtain (4.1) by the following arguments.
Clearly,

ε
−p[ν+θ2(3−β)]
0 = (t− s)−p[

ν
θ2

+(3−β)] ∨ a−p[
ν+θ2(3−β)

θ1
]
.

Since t− s ≤ 1, for any positive constant C, we have C ≤ C(t− s)−
1
θ2 , and

we can apply this with

C = a
− 1
θ1 .

Thus, up to a positive constant C, the upper bound in (4.7) may be replaced

by (t− s)−p[
ν
θ2

+3−β]
.

Finally, (4.1) is obtained as follows. Fix δ ∈ ]0, 2 − β[, then choose 0 <
θ1 < θ2 satisfying θ1(2−β) < θ2δ and ν ∈ ]θ1(2−β), θ2δ[. For any p ∈ [1,∞[,
we obtain

E

( inf
|ξ|=1

ξTΓZξ

)−p ≤ C(t− s)−p[δ+3−β]. (4.12)

This clearly yields (4.1), since we are assuming that |x− y| ≤ t− s.

Case 2: s, t ∈ [a, b], a ∈ ]0, 1[, 0 ≤ t − s ≤ |x − y|. Let δ0 > 0 be a real

number to be determined later on, and fix ε ∈
]
0, |x−y|

δ0
∧ a

[
. We split the

analysis of this case into two subcases.

Subcase 2.1: 0 ≤ t− s < ε. We start by writing the obvious lower bound

ξTΓZξ ≥
∫ s

s−ε
dr
∥∥∥∥ d∑
i=1

(λi − χi) [G(s− r, y − ∗)σi,.(u(r, ∗)) + ai,.(r, ∗; s, y)]

+ χi [G(t− r, x− ∗)σi,.(u(r, ∗)) + ai,.(r, ∗; t, x)]
∥∥∥∥2

Hd
.
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By the inequality (4.8), the last expression is greater than or equal to
1
2
Lε(s;x, y)− Y3,ε, where we have used the notation

Lε(s;x, y) : =
∫ s

s−ε
dr
∥∥∥∥ d∑
i=1

(λi − χi)G(s− r, y − ∗)σi,.(u(s, y))

+ χiG(t− r, x− ∗)σi,.(u(s, x))
∥∥∥∥2

Hd
,

Y3,ε : =
4∑
l=1

U l
ε(s;x, y),

with

U1
ε (s;x, y) =

∫ s

s−ε
dr

×
∥∥∥∥∥
d∑
i=1

(λi − χi)G(s− r, y − ∗) [σi,.(u(s, y))− σi,.(u(r, ∗))]
∥∥∥∥∥

2

Hd
,

U2
ε (s;x, y) =

∫ s

s−ε
dr

∥∥∥∥∥
d∑
i=1

χiG(t− r, x− ∗) [σi,.(u(s, x))− σi,.(u(r, ∗))]
∥∥∥∥∥

2

Hd
,

U3
ε (s;x, y) =

∫ s

s−ε
dr

∥∥∥∥∥
d∑
i=1

(λi − χi)ai,.(r, ∗; s, y)

∥∥∥∥∥
2

Hd
,

U4
ε (s;x, y) =

∫ s

s−ε
dr

∥∥∥∥∥
d∑
i=1

χiai,.(r, ∗; t, x)

∥∥∥∥∥
2

Hd
.

We now prove that for any p ∈ [1,∞[,

E (|Y3,ε|p) ≤ Cε(5−2β)−p. (4.13)

Indeed, this is a consequence of Lp(Ω) estimates of each term U l
ε(s;x, y), as

follows.
The term E

(
|U1

ε (s;x, y)|p
)

is the same as the first one in (4.10), with
θ = 1. Thus,

E
(∣∣∣U1

ε (s;x, y)
∣∣∣p) ≤ Cε(5−2β)−p.

With similar arguments as in (4.10), and using the fact that t − s < ε,
we see that

E

∫ s

s−ε
dr

∥∥∥∥∥
d∑
i=1

χiG(t− r, x− ∗) [σi,.(u(s, x))− σi,.(u(r, ∗))]
∥∥∥∥∥

2

Hd

p
≤ Cε(5−2β)−p.
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This implies that

E
(∣∣∣U2

ε (s;x, y)
∣∣∣p) ≤ Cε(5−2β)−p.

From Lemma 5.2, we obtain

E
(∣∣∣U3

ε (s;x, y)
∣∣∣p) ≤ Cε(3−β)2p.

Using again that t− s < ε, Lemma 5.2 also yields

E
(∣∣∣U4

ε (s;x, y)
∣∣∣p) ≤ Cεp(t− s+ ε)(5−2β)p ≤ Cε(3−β)2p.

With this, the proof of (4.13) is complete.

Our next goal is to establish the lower bound

Lε(s;x, y) ≥ cε3−β, (4.14)

for some positive constant c. For this, we apply the change of variable r →
s− r and the inequality ‖a+ b‖2 ≥ ‖a‖+ ‖b‖− 2|〈a, b〉|, valid in any Hilbert
space. Property (P2) implies that

Lε(s;x, y) ≥ ρ2
0

[
|λ− χ|2

∫ ε

0
dr ‖G(r, y − ∗)‖2

H

+ |χ|2
∫ ε

0
dr ‖G(t− s+ r, x− ∗)‖2

H

]
− 2

∣∣∣∣ ∫ s

s−ε
dr
〈
(λ− χ)Tσ(u(s, y))G(s− r, y − ∗),

χTσ(u(s, x))G(t− r, x− ∗)
〉
Hd

∣∣∣∣.
Set

Tε(s, t;x, y) = 2
∣∣∣∣ ∫ s

s−ε
dr
〈
(λ− χ)Tσ(u(s, y))G(s− r, y − ∗),

µTσ(u(s, x))G(t− r, x− ∗)
〉
Hd

∣∣∣∣.
Remember that |λ|2 + |χ|2 = 1. Consequently, |λ− χ|2 + |χ|2 ≥ c, for some
positive contant c. This fact, along with Lemma 5.11 below, implies that

Lε(s;x, y) ≥ c̃ε3−β − Tε(s, t;x, y).

Our next aim is to prove that

Tε(s, t;x, y) ≤ c̄ε3−βΨ(ε;x, y; s, t), (4.15)
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where
lim

|x−y|
ε
→+∞

Ψ(ε;x, y; s, t) = 0, (4.16)

uniformly over t−s
ε
∈ [0, 1].

By developing the inner product in the definition of Tε(s, t;x, y), we easily
obtain

Tε(s, t;x, y) ≤ C
∣∣∣∣∫ ε

0
dr 〈G(r, y − ∗), G(t− s+ r, x− ∗)〉H

∣∣∣∣ ,
with a constant C depending on |λ|, |χ|, ‖σ‖∞. Statements (4.15)-(4.16) now
follow from Lemma 5.12.

Property (4.16) implies the existence of a δ0 > 0 such that, for any ε > 0

satisfying |x−y|
ε

> δ0,

|Ψ(ε;x, y; s, t)| < c̃

2c̄
.

This yields

Lε(s;x, y) ≥ c̃ε3−β − Tε(s, t;x, y)

≥ c̃

2
ε3−β.

Thus, for any ε < |x−y|
δ0

, we have proved that

inf
|ξ|=1

ξTγZξ ≥ Cε3−β − Y3,ε, (4.17)

with Y3,ε satisfying (4.13).

Subcase 2.2: 0 ≤ ε ≤ t − s. We apply the results obtained in Case 1 to
conclude that

inf
|ξ|=1

ξTγZξ ≥ min
(
Cεθ1(3−β) − Y1,ε, Cε

ν+θ2(3−β) − Y2,ε

)
,

with Y1,ε and Y2,ε satisfying (4.5), (4.6), respectively.

Combining the results proved so far, we see that

inf
|ξ|=1

ξTγZξ ≥ min
(
Cεθ1(3−β) − Y1,ε1{ε≤t−s},

Cεmax(ν+θ2(3−β),3−β) − Y2,ε1{ε≤t−s} − Y3,ε1{ε>t−s}
)
.

To reach the conclusion, we would like to apply Proposition 3.5 in [7]. For
this, the parameters θ1, θ2 and ν must satisfy certain restrictions. Setting
θ2 = 1, these restrictions become:
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(a) θ1 + ν > θ1(3− β),

(b) 5− 2β > ν + 3− β,

(c) 5− 2β > 3− β.

Since β ∈ ]0, 2[, (c) is clearly satisfied, and (a) and (b) are equivalent to

θ1(2− β) < ν < 2− β.

Consider 0 < θ1 < 1 and choose ν ∈ ]θ1(2− β), 2− β[. According to Propo-
sition 3.5 in [7], we obtain

E

( inf
|ξ|=1

ξTγZξ

)−p ≤ C|x− y|−p(ν+3−β). (4.18)

Since θ1 can be chosen arbitrary small, this yields (4.18) with ν replaced by
any δ arbitrary close to zero.

Finally, (4.1) is obtained by combining the results proved in Case 1 (see
(4.12)) and Case 2. This proves Theorem 4.1. �

Our next efforts are devoted to the study of the large eigenvalues of γZ .

Theorem 4.2 We assume (P1), (P2) and (C1). For any p ∈ [1,∞[, there
exists a constant C depending on p, I and K such that, for any (t, x) 6= (s, y)
with a ≤ s ≤ t ≤ b and x, y ∈ K,

E
[
1AK

(
Πi∈K(ξi)TγZξ

i
)−p]

≤ C, (4.19)

with AK defined in (3.4).

Proof. Fix i0 ∈ {1, . . . , d} such that αi0 ≥ α0. In the sequel, we will write α
instead of αi0 and ξ instead of ξi0 . By Hölder’s inequality, it suffices to prove

E
[
1{α≥α0}

(
ξTγZξ

)−p]
≤ C, (4.20)

for any p ∈ [1,∞[.
Fix θ ∈ ]0, 1], and then θ1 < θ(2−β)/2, so that θ1 < θ. In the subsequent

arguments, we shall consider ε ∈ ]0, a1/θ1 [.

Case 1: εθ < t − s. As in the proof of Theorem 4.1, we write ξ = (λ, χ).
There exists α ∈ [0, 1] and vectors λ̃, ξ̃ ∈ Rd such that λ = αλ̃, µ =√

1− α2 χ̃, |λ̃| = |χ̃| = 1. For any η > 0, we obviously have

inf
α0≤α≤1

(
ξTγZξ

)
= min

(
inf

α0≤α≤
√

1−εη

(
ξTγZξ

)
, inf√

1−εη<α≤1

(
ξTγZξ

))
.
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Assume α0 ≤ α ≤
√

1− εη. By using (4.2)–(4.4), we write

ξTγZξ ≥ Jε
θ

2 ≥
1

2
G1,ε − Ḡ1,ε,

where

G1,ε =
∫ t

t−εθ
dr

∥∥∥∥∥
d∑
i=1

√
1− α2χ̃iG(t− r, x− ∗)σi,·(u(t, x))

∥∥∥∥∥
2

Hd
,

and Ḡ1,ε = Ḡ11,ε + Ḡ12,ε with

Ḡ11,ε =
∫ t

t−εθ
dr

∥∥∥∥∥
d∑
i=1

√
1− α2χ̃iG(t− r, x− ∗) [σi,·(u(t, ∗))− σi,·(u(r, x))]

∥∥∥∥∥
2

Hd
,

Ḡ12,ε =
∫ t

t−εθ
dr

∥∥∥∥∥
d∑
i=1

√
1− α2χ̃iai,·(r, ∗; t, x)

∥∥∥∥∥
2

Hd
.

By Lemma 5.1 and hypothesis (P2), since 1− α2 ≥ εη, we have

G1,ε ≥ Cεη+θ(3−β). (4.21)

Similarly as in (4.10), we have

E
((
Ḡ11,ε

)p)
≤ Cεθ(5−2β)−p.

Lemma 5.2 with s = t tells us that

E
((
Ḡ12,ε

)p)
≤ Cεθ(3−β)2p.

Both estimates above hold for any p ∈ [1,∞[. Consequently, for any p ∈
[1,∞[,

E
((
Ḡ1,ε

)p)
≤ Cεθ(5−2β)−p. (4.22)

Let us now assume that
√

1− εη < α ≤ 1. In this case, we use (4.2),
(4.3) and we consider the lower bound

ξTγZξ ≥ Jε
θ1

1 ≥ 1

2
G2,ε − Ḡ2,ε,

where

G2,ε =
∫ s

s−εθ1
dr

∥∥∥∥∥
d∑
i=1

αλ̃iG(s− r, y − ∗)σi,·(u(r, y))

∥∥∥∥∥
2

Hd
,
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and Ḡ2,ε =
∑4
l=1 Ḡ2l,ε, with

Ḡ21,ε =
∫ s

s−εθ1
dr

∥∥∥∥∥
d∑
i=1

αλ̃iG(s− r, y − ∗) [σi,·(u(r, ∗))− σi,·(u(r, y))]

∥∥∥∥∥
2

Hd
,

Ḡ22,ε =
∫ s

s−εθ1
dr

∥∥∥∥∥
d∑
i=1

[
αλ̃i −

√
1− α2χ̃i

]
ai,·(r, ∗; s, y)

∥∥∥∥∥
2

Hd
,

Ḡ23,ε =
∫ s

s−εθ1
dr
∥∥∥∥ d∑
i=1

√
1− α2χ̃i

× [G(t− r, x− ∗)−G(s− r, y − ∗)]σi,·(u(r, ∗))
∥∥∥∥2

Hd
,

Ḡ24,ε =
∫ s

s−εθ1
dr

∥∥∥∥∥
d∑
i=1

√
1− α2χ̃iai,·(r, ∗; t, x)

∥∥∥∥∥
2

Hd
.

We are assuming α ≥ α0. Therefore, by Lemma 5.1, for some positive
constant C,

G2,ε ≥ Cεθ1(3−β). (4.23)

The support of G(s−r, y−∗) is included in the set {z ∈ R3 : |y−z| = s−r}.
Then, similarly as in (4.10), Lemma 5.1, the Lipschitz continuity of σ along
with Proposition 2.2 and (2.3) yield

E
((
Ḡ21,ε

)p)
≤ εθ1(5−2β)−p,

and by Lemma 5.2 with s = t,

E
((
Ḡ22,ε

)p)
≤ Cεθ1(3−β)2p.

The assumption on α implies 1 − α2 ≤ εη. Hence, by applying Corollary
5.10, we obtain

E
((
Ḡ23,ε

)p)
≤ Cε[η+θ1(1−β)−1β∈]0,1[+θ1(2−β)−1β∈[1,2[]p. (4.24)

By Lemma 5.2, we have

E
((
Ḡ24,ε

)p)
≤ Cεηpεθ1p(t− s+ εθ1)(5−2β)p ≤ Cε(η+θ1)p.

Summarizing the estimates obtained so far, we obtain

E
((
Ḡ2,ε

)p)
≤ Cεmin[θ1(5−2β)−,η+θ1(1−β)−1β∈]0,1[+θ1(2−β)−1β∈[1,2[]p. (4.25)
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Case 2: 0 ≤ t− s ≤ εθ, |x−y|
δ0

< εθ, with δ0 > 0 to be determined later (after
(4.31)). According to (4.2) and (4.3), we can write, for θ2 > 0 sufficiently
small,

ξTγZξ ≥ Jε
θ2

1 ≥ 1

2
G3,ε − Ḡ3,ε,

where

G3,ε =
∫ s

s−εθ2
dr

∥∥∥∥∥
d∑
i=1

αλ̃iG(s− r, y − ∗)σi,·(u(s, y))

∥∥∥∥∥
2

Hd
,

and Ḡ3,ε =
∑4
l=1 Ḡ3l,ε with

Ḡ31,ε =
∫ s

s−εθ2
dr

∥∥∥∥∥
d∑
i=1

αλ̃iG(s− r, y − ∗) [σi,·(u(r, ∗))− σi,·(u(s, y))]

∥∥∥∥∥
2

Hd
,

Ḡ32,ε =
∫ s

s−εθ2
dr

∥∥∥∥∥
d∑
i=1

[
αλ̃i −

√
1− α2χ̃i

]
ai,·(r, ∗; s, y)

∥∥∥∥∥
2

Hd
,

Ḡ33,ε =
∫ s

s−εθ2
dr
∥∥∥∥ d∑
i=1

√
1− α2χ̃i

× [G(t− r, x− ∗)−G(s− r, y − ∗)]σi,·(u(r, ∗))
∥∥∥∥2

Hd
,

Ḡ34,ε =
∫ s

s−εθ2
dr

∥∥∥∥∥
d∑
i=1

√
1− α2χ̃iai,·(r, ∗; t, x)

∥∥∥∥∥
2

Hd
.

As has already been argued several times, by applying Lemma 5.1 and since
α ≥ α0, we obtain

G3,ε ≥ Cεθ2(3−β). (4.26)

Similarly as in (4.10), we have

E
((
Ḡ31,ε

)p)
≤ Cεθ2(5−2β)−p,

while thanks to Lemma 5.2 with s = t,

E
((
Ḡ32,ε

)p)
≤ Cεθ2(3−β)2p.

These two bounds hold for any p ∈ [1,∞[.
From Propositions 5.3 and 5.6 and the discussion following Corollary 5.10

(see (5.40), (5.43) and (5.45)), it follows that for any p ∈ [1,∞[,
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E
((
Ḡ33,ε

)p)
≤ C

{
εθ(2−β)−+θ2 + ε2θ−+θ2(1−β) + εθ

−+θ2(2−β)

+εθ(1−β)−+2θ2
}p

1β∈ ]0,1[

+
{
εθ(2−β)−+θ2 + εθ+θ2(2−β)

+εθ
2−β

2
+θ2

4−β
2

}p
1β∈[1,2[. (4.27)

By applying Lemma 5.2, since we are in the case where t − s ≤ εθ, we
obtain

E
((
Ḡ34,ε

)p)
≤ Cεθ2p(t− s+ εθ2)(5−2β)p

≤ C
(
ε[θ2+θ(5−2β)]p + εθ2(3−β)2p

)
for any p ∈ [1,∞[.

Therefore,

E
((
Ḡ3,ε

)p)
≤ Cεmin[θ2(5−2β)−,θ2+θ(5−2β),π(θ,θ2,β)]p, (4.28)

with

π(θ, θ2, β) = min
(
θ(2− β)− + θ2, 2θ− + θ2(1− β), θ− + θ2(2− β)

θ(1− β)− + 2θ2

)
1β∈ ]0,1[

+ min
(
θ(2− β)− + θ2, θ + θ2(2− β),

θ
2− β

2
+ θ2

4− β
2

)
1β∈[1,2[. (4.29)

Case 3: 0 ≤ t− s ≤ εθ and 0 < εθ < |x−y|
δ0

. Using (4.2)–(4.4), we obtain

ξTγZξ ≥ Jε
θ

1 ≥
1

2
G4,ε − Ḡ4,ε,

where

G4,ε =
∫ s

s−εθ
dr

∥∥∥∥ d∑
i=1

[(
αλ̃i −

√
1− α2χ̃i

)
G(s− r, y − ∗)σi,·(u(s, y))

+
√

1− α2χ̃iG(t− r, x− ∗)σi,·(u(s, x))
] ∥∥∥∥2

Hd
,
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and Ḡ4,ε =
∑4
l=1 Ḡ4l,ε with

Ḡ41,ε =
∫ s

s−εθ
dr

∥∥∥∥ d∑
i=1

(
αλ̃i −

√
1− α2χ̃i

)
G(s− r, y − ∗)

× [σi,·(u(r, ∗))− σi,y(u(s, y))]
∥∥∥∥2

Hd
,

Ḡ42,ε =
∫ s

s−εθ
dr
∥∥∥∥ d∑
i=1

√
1− α2χ̃iG(t− r, x− ∗)

× [σi,·(u(r, ∗))− σi,x(u(s, x))]
∥∥∥∥2

Hd
,

Ḡ43,ε =
∫ s

s−εθ
dr

∥∥∥∥∥
d∑
i=1

(
αλ̃i −

√
1− α2χ̃i

)
ai,·(r, ∗; s, y)

∥∥∥∥∥
2

Hd
,

Ḡ44,ε =
∫ s

s−εθ
dr

∥∥∥∥∥
d∑
i=1

√
1− α2χ̃iai,·(r, ∗; t, x)

∥∥∥∥∥
2

Hd
.

We fix p ∈ [1,∞[ and give upper bounds for the Lp(Ω)-norms of each one of
the terms above.

We have already seen (see (4.10)) that

E
((
Ḡ41,ε

)p)
≤ Cεθ(5−2β)−p.

For the second term, we use the Hölder continuity of the sample paths,
Lemma 5.1 and the fact that the support of G(t − r, x − ∗) is included in
{z ∈ Rk : |x− z| ≤ t− r} to see that

E
((
Ḡ42,ε

)p)
≤ C(t− s+ εθ)(2−β)−p (t− s+ εθ)(3−β)p

= Cεθ(5−2β)−p,

since t − s < εθ. For the third term, we apply Lemma 5.2 (with t = s) and
we obtain

E
((
Ḡ43,ε

)p)
≤ Cεθ(3−β)2p.

Finally, for the fourth term, we use Lemma 5.2. We get

E
((
Ḡ44,ε

)p)
≤ Cεθp(t− s+ εθ)(5−2β)p ≤ Cεθ(3−β)2p.

From the above estimates, we conclude that

E

[(
4∑
l=1

Ḡ4l,ε

)p]
≤ Cεθ(5−2β)−p. (4.30)
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Our next aim is to find a lower bound for G4,ε. For this, we apply the
change of variables r → s − r, and then we develop the square of the norm
on Hd to obtain

G4,ε ≥
∫ εθ

0
dr ‖G(r, y − ∗)‖2

H

∣∣∣(αλ̃T −√1− α2χ̃T )σ(u(s, y))
∣∣∣2

+
∫ εθ

0
dr ‖G(t− s+ r, x− ∗)‖2

H

∣∣∣√1− α2χ̃Tσ(u(s, x))
∣∣∣2

− 2
∣∣∣∣ ∫ εθ

0
dr 〈G(r, y − ∗), G(t− s+ r, x− ∗)〉H

×
〈(
αλ̃−

√
1− α2χ̃

)
σ(u(s, y)),

√
1− α2χ̃σ(u(s, x))

〉 ∣∣∣∣.
Property (P2) along with Lemmas 5.1 and 5.11 yield

G4,ε ≥ cρ2
0ϕ(α, λ̃, χ̃)εθ(3−β) − 2

∣∣∣ψ(α, λ̃, χ̃)I(ε; t, x, s, y)
∣∣∣ ,

with

ϕ(α, λ̃, µ̃) =
∣∣∣αλ̃T −√1− α2χ̃T

∣∣∣2 +
∣∣∣√1− α2χ̃T

∣∣∣2 ,
ψ(α, λ̃, χ̃) =

〈(
αλ̃−

√
1− α2χ̃

)
σ(u(s, y)),

√
1− α2χ̃σ(u(s, x))

〉
,

I(ε; t, x, s, y) =
∫ εθ

0
dr 〈G(r, y − ∗), G(t− s+ r, x− ∗)〉H ,

and c = 1
3−β

∫
Rk

sin2(|w|)
|w|k−β+2dw.

One can easily check that

ϕ0 := inf
α∈[α0,1]

‖λ̃‖=‖χ̃‖=1

ϕ(α, λ̃, χ̃) > 0.

Also,
sup

α∈[α0,1]

‖λ̃‖=‖χ̃‖=1

|ψ(α, λ̃, χ̃)| ≤ 2‖σ‖2
∞.

Therefore,
G4,ε ≥ cρ2

0ϕ0ε
θ(3−β) − 2‖σ‖2

∞ |I(ε; t, x, s, y)| . (4.31)

Since 0 ≤ t − s ≤ εθ, by Lemma 5.12, there exists δ0 > 0 such that for any
ε > 0 satisfying |x−y|

εθ
> δ0, we have that

‖σ‖2
∞ |I(ε; t, x, s, y)| ≤ cρ2

0ϕ0

4
εθ(3−β).
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From (4.31), it follows that

G4,ε ≥
cρ2

0ϕ0

2
εθ(3−β). (4.32)

With the estimates (4.21), (4.23), (4.26) and (4.32), we have established

the following. For any 0 < ε < a
1
θ1 ,

inf
α0≤α≤1

(
ξTΓZξ

)
≥ min

(
cεη+θ(3−β) − Ḡ1,ε, cε

θ1(3−β) − Ḡ2,ε,

cεθ2(3−β) − Ḡ3,ε, cε
θ(3−β) − Ḡ4,ε

)
≥ min

(
cεη+θ(3−β) − (Ḡ1,ε + Ḡ4,ε),

cε(θ1∨θ2)(3−β) − (Ḡ2,ε + Ḡ3,ε)
)
.

Choose θ2 = θ1. We will apply [7, Proposition 3.5]. For this, taking into
account the inequalities (4.22), (4.30), (4.25), (4.28), the following conditions
must be satisfied:

(a) η + θ(3− β) < θ(5− 2β),

(b) θ1(3− β) < min(θ1(5− 2β), η + θ1(1− β)1β∈]0,1[ + θ1(2− β)1β∈[1,2[),

(c) θ1(3− β) < min(θ1(5− 2β), θ1 + θ(5− 2β), π(θ, θ1, β)),

with π(θ, θ1, β) defined in (4.29). It is easy to check that these constraints
hold by choosing θ, θ1 and η such that

2θ1 < η < θ(2− β), 0 < θ1 < θ.

Hence Theorem 4.2 is proved. �

We now apply the results just obtained, along with those obtained in Sec-
tion 3, to establish lower bounds for the hitting probabilities of the solution
of the system of equations given in (1.4).

Theorem 4.3 Let k ∈ {1, 2, 3}. Assume (P1), (P2) and (C1). Let I =
[a, b] ⊂ [0, T ], with a > 0, let K be a compact subset of Rk and fix N > 0.

(1) Fix δ > 0. There exists a positive constant c = c(I,K,N, β, k, d, δ) such
that, for any Borel set A ⊂ [−N,N ]d,

P {u(I ×K) ∩ A 6= ∅} ≥ c Cap
d(1+ 4d

2−β )+δ− 2(k+1)
2−β

(A).
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(2) Fix δ > 0 and x ∈ K. There exists a positive constant c =
c(I, x,N, β, k, d, δ) such that, for any Borel set A ⊂ [−N,N ]d,

P {u(I × {x}) ∩ A 6= ∅} ≥ c Capd(1+ 4d
2−β )+δ− 2

2−β
(A).

(3) Fix δ > 0 and t ∈ I. There exists a positive constant c =
c(t,K,N, β, k, d) such that, for any Borel set A ⊂ [−N,N ]d,

P {u({t} ×K) ∩ A 6= ∅} ≥ c Capd(1+ 4d
2−β )+δ− 2k

2−β
(A).

Proof of Theorem 4.3. Theorems 4.1 and 4.2 show that assumptions (3.5)
and (3.6) of Theorem 3.1 hold with ρ = δ + 3− β, where δ is an arbitrarily
small positive real number. �

5 Appendix

In this section, we gather important technical results that have been used
throughout the preceding sections. Except otherwise stated, we assume (C1)
and (P1).

Lemma 5.1 For k ∈ N∗ and β ∈ ]0, 2 ∧ k[, we have the following.

(a) For any r > 0 and x ∈ Rk,

‖G(r, x− ∗)‖2
H = cr2−β, (5.1)

with c =
∫
Rk

sin2(|w|)
|w|k−β+2 dw.

(b) For any T > 0 and r0 ≥ 0, there is C > 0 such that

sup
(t,x)∈[0,T ]×Rk

[∫ t∧r0

0
dr‖G(t− r, x− ∗)‖2

H

]
≤ c sup

t∈[0,T ]

∫ t∧r0

0
(t− r)2−βdr

≤ Cr0,

sup
x∈Rk

[∫ r0

0
dr ‖G(r, x− ∗)‖2

H

]
≤ c

3− β
r3−β

0 .

(c) For any 0 < s < t ≤ T and each ε ∈ ]0, s[,

sup
x∈Rk

[∫ s

s−ε
dr ‖G(t− r, x− ∗)‖2

H

]
≤ C

(
(t− s+ ε)3−β − (t− s)3−β

)
.
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Proof. By its very definition (see (1.10)),

‖G(r, x− ∗)‖2
H =

∫
Rk

sin2(r|ξ|)
|ξ|k−β+2

dξ.

With the change of variable ξ → rξ, we obtain (5.1). The remaining state-
ments follow easily. �

Lemma 5.2 Let k ∈ {1, 2, 3} and let {ai,j(r, z; t, x), 0 ≤ r ≤ t, x, y ∈ Rk,
1 ≤ i, j ≤ d} be the stochastic process defined in (3.2). Fix 0 < s ≤ t ≤ T .
Then, for any ε ∈ ]0, s[, χ ∈ Rd, and each p ∈ [1,∞[,

sup
x∈Rk

E

∣∣∣∣∣∣
∫ s

s−ε
dr

∥∥∥∥∥
d∑
i=1

χiai,.(r, ∗; t, x)

∥∥∥∥∥
2

Hd

∣∣∣∣∣∣
p ≤ C|χ|2pεp(t− s+ ε)(5−2β)p.

In particular, when s = t,

sup
x∈Rk

E

∣∣∣∣∣∣
∫ s

s−ε
dr

∥∥∥∥∥
d∑
i=1

χiai,.(r, ∗; s, x)

∥∥∥∥∥
2

Hd

∣∣∣∣∣∣
p ≤ C|χ|2pε(3−β)2p.

Proof. Set

T i,j1 (r, ∗, t, x) =
d∑
`=1

∫ t

0

∫
Rk
G(t− ρ, x− z)∇σi,`(u(ρ, z)) ·D(j)

r,∗u(ρ, z)

×M `(dρ, dz),

T i,j2 (r, ∗, t, x) =
∫ t

0
dρ
∫

Rk
dy G(t− ρ, x− z)∇bi(u(ρ, z)) ·D(·)

r,∗u(ρ, z).

We will prove that, for any p ∈ [1,∞[,

sup
(t,x)∈[0,T ]×Rk

E

∣∣∣∣∣∣
∫ s

s−ε
dr

∥∥∥∥∥
d∑
i=1

χiT
i,·
1 (r, ∗, t, x)

∥∥∥∥∥
2

Hd

∣∣∣∣∣∣
p

≤ C|χ|2pεp(t− s+ ε)(5−2β)p, (5.2)

sup
(t,x)∈[0,T ]×Rk

E

∣∣∣∣∣∣
∫ s

s−ε
dr

∥∥∥∥∥
d∑
i=1

χiT
i,·
2 (r, ∗, t, x)

∥∥∥∥∥
2

Hd

∣∣∣∣∣∣
p

≤ C|χ|2pεp(t− s+ ε)(6−β)p. (5.3)

Appealing to (3.2), the conclusion of the lemma will follow.
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In order to prove (5.2), we first write

E

∣∣∣∣∣∣
∫ s

s−ε
dr

∥∥∥∥∥
d∑
i=1

χiT
i,·
1,ε(r, ∗, t, x)

∥∥∥∥∥
2

Hd

∣∣∣∣∣∣
p (5.4)

= E

(∥∥∥∥ d∑
`=1

∫ t

0

∫
Rk
G(t− ρ, x− z)

×∇([χTσ(u(ρ, z))]`) ·D·,∗u(ρ, z)M `(dρ, dz)
∥∥∥∥2p

L2([s−ε,s];Hd)

)

≤ E

(
d∑
`=1

∥∥∥∥ ∫ t

s−ε

∫
Rk
G(t− ρ, x− z)

×∇([χTσ(u(ρ, z))]`) ·D·,∗u(ρ, z)M `(dρ, dz)
∥∥∥∥2p

L2([s−ε,s];Hd)

)

and then, we apply Theorem 6.1 in [28] to the L2([s−ε, s];H)–valued stochas-
tic processes(

∇
([
χTσ(u(ρ, z))

]
`

)
·D(·)
·,∗u(ρ, z), (ρ, z) ∈ [s− ε, t]× Rk

)
,

` = 1, . . . , d. This shows that the expression in (5.4) is bounded above by

C
d∑
`=1

(∫ t

s−ε
dρ
∫

Rk
µ(dξ) |FG(t− ρ)(ξ)|2

)p−1

×
∫ t

s−ε
dρ sup

z∈Rk
E
(∥∥∥∇ ([χTσ(u(ρ, z))

]
`

)
·Dr,∗u(ρ, z)

∥∥∥2p

L2([s−ε,s];Hd)

)
×
∫

Rk
µ(dξ) |FG(t− ρ)(ξ)|2 . (5.5)

Following the arguments of the proof of Lemma 8.2 in [28], we can prove

E
(
‖Du(ρ, z)‖2p

L2([s−ε,s];Hd)

)
≤ C

(∫ s∧ρ

s−ε
dr ‖G(ρ− r, ∗)‖2

H

)p
, (5.6)

for ρ ∈ [s− ε, t]. Moreover, (5.1) yields∫ s∧ρ

s−ε
dr ‖G(ρ− r, ∗)‖2

H ≤
∫ ρ−s+ε

(ρ−s)∨0
dr ‖G(r, ∗)‖2

H = c
∫ ρ−s+ε

(ρ−s)∨0
dr r2−β

≤ Cε(ρ− s+ ε)2−β.
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Along with (P1) this yields,

E
(∥∥∥∇ ([χTσ(u(ρ, z))

]
`

)
·D·,∗u(ρ, z)

∥∥∥2p

L2([s−ε,s];Hd)

)
≤ C|χ|2p sup

(ρ,z)∈[s−ε,t]×Rk
E
(
‖Du(ρ, z)‖2p

L2([s−ε,s];Hd)

)
≤ C|χ|2pεp sup

ρ∈[s−ε,t]
(ρ− s+ ε)(2−β)p

≤ C|χ|2pεp(t− s+ ε)(2−β)p.

Using this estimate in (5.5) gives

E

∫ t

s−ε
dr

∥∥∥∥∥
d∑
i=1

χiT
i,·
1,ε(r, ∗, t, x)

∥∥∥∥∥
2

Hd

p
≤ C|χ|2pεp(t− s+ ε)(2−β)p

(∫ t

s−ε
dρ
∫

Rk
µ(dξ) |FG(t− ρ)(ξ)|2

)p
≤ C|χ|2pεp(t− s+ ε)(5−2β)p,

where in the last inequality, we have applied Lemma 5.1.

We now prove (5.3). For this, we write

E

∣∣∣∣∣∣
∫ s

s−ε
dr

∥∥∥∥∥
d∑
i=1

χiT
i,·
2 (r, ∗, t, x)

∥∥∥∥∥
2

Hd

∣∣∣∣∣∣
p

= E

 d∑
j=1

∥∥∥∥∫ t

s−ε
dρ
∫

Rk
G(t− ρ, dz)

×∇
(
χTb(u(ρ, x− z))

)
·Du(ρ, x− z)

∥∥∥2p

L2([s−ε,s];Hd)

)
.

By Minkowski’s inequality, this last expression is bounded by

E
[( ∫ t

s−ε
dρ
∫

Rk
dz G(t− ρ, x− z)

∣∣∣∇(χTb(u(ρ, z)))
∣∣∣

× ‖Du(ρ, z)‖L2([s−ε,s];Hd)

)2p]
.

We bound this as in (5.5), and then we use (5.6) and assumption (P1) to
find that

E

∣∣∣∣∣∣
∫ s

s−ε
dr

∥∥∥∥∥
d∑
i=1

χiT
i,·
2 (r, ∗, t, x)

∥∥∥∥∥
2

Hd

∣∣∣∣∣∣
p

≤ C|χ|2pεp(t− s+ ε)(2−β)p
(∫ t

s−ε
dρ
∫

Rk
G(t− ρ, dz)

)2p

.
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Since ∫ t

s−ε
dρ
∫

Rk
G(t− ρ, dz) =

∫ t

s−ε
dρ (t− ρ) ≤ C(t− s+ ε)2,

we obtain (5.3). �

In the sequel, we will use several times the property

‖G(r, x− ∗)Z(t, ∗)‖2
H =

∫
Rk×Rk

G(r, du)G(r, dv)Z(t, u)‖u− v‖−βZ(t, v),

(5.7)
for an L2-continuous process (Z(t, x)) such that

sup
(t,x)∈[0,T ]×Rk

E(|Z(t, x)|2) <∞.

This property is a consequence of (1.8) applied to the signed measure
ϕ(dx) = Z(t, x)G(r, dx), which a.s. has finite total variation (and even com-
pact support).

Proposition 5.3 Let k ∈ {1, 2, 3}, and let Z = {Z(t, x), (t, x) ∈ [0, T ]×Rk}
be a stochastic process satisfying the following conditions:

(a) there exists ρ ∈ ]0, 1] such that, for every p ∈ [1,∞[, there is C < ∞
such that for any x, y ∈ Rk,

sup
t∈[0,T ]

E (|Z(t, x)− Z(t, y)|p) ≤ C|x− y|ρp;

(b) for every p ∈ [1,∞[, there is C <∞ such that

sup
(t,x)∈[0,T ]×Rk

E (|Z(t, x)|p) ≤ C.

Then for any p ∈ [1,∞[, there exists a constant C > 0 such that for any
ε ∈ ]0, 1], s ∈ [ε, T ] and x, y ∈ Rk,

E
(∫ ε

0
dr ‖[G(r, x− ∗)−G(r, y − ∗)]Z(s− r, ∗)‖2

H

)p
≤ C

{
|x− y|2ρpε(3−β)p + |x− y|(α+ρ)pε[3−(α+β)]p + |x− y|ᾱpε[3−(ᾱ+β]p

}
,

with α ∈ ]0, ((2 ∧ k)− β) ∧ 1[, ᾱ ∈ ]0, (2 ∧ k)− β[.
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Proof. Following the ideas in the first part of the proof of Proposition 3.5 in
[11] and using (5.7), we write

E
[(∫ ε

0
dr ‖[G(r, x− ∗)−G(r, y − ∗)]Z(s− r, ∗)‖2

H

)p]

≤ C
4∑
i=1

E (|Jεi (x, y)|p) ,

where, for i = 1, . . . , 4,

Jεi (x, y) =
∫ ε

0
dr
∫

Rk

∫
Rk
G(r, du)G(r, dv)hi(ε, r, x, y, u, v)

with

h1(ε, r, x, y, u, v) = f(y − x+ v − u)(Z(s− r, x− u)− Z(s− r, y − u))

× (Z(s− r, x− v)− Z(s− r, y − v)),

h2(ε, r, x, y, u, v) = Df(v − u, x− y)Z(s− r, x− u)

× (Z(s− r, x− v)− Z(s− r, y − v)),

h3(ε, r, x, y, u, v) = Df(v − u, y − x)Z(s− r, y − v)

× (Z(s− r, x− u)− Z(s− r, y − u)),

h4(ε, r, x, y, u, v) = −D2f(v − u, x− y)Z(s− r, y − u)Z(s− r, x− v).

In these expressions, f(x) = |x|−β, β ∈ ]0, 2 ∧ k[ and

Df(u, x) = f(u+ x)− f(u),

D2f(u, x) = f(u− x)− 2f(u) + f(u+ x).

For k ∈ {1, 2, 3}, G(r, du) ≥ 0. Then, from Hölder’s inequality, the properties
of Z, (5.7) and (5.1),

E (|Jε1(x, y)|p) ≤ sup
t∈[0,T ]

{
E
(
|Z(t, x)− Z(t, y)|2p

)}
×
(∫ ε

0
dr
∫

Rk×Rk
G(r, du)G(r, dv) f(y − x+ v − u)

)p
≤ C|x− y|2ρp

(∫ ε

0
dr ‖G(r, ∗)‖2

H

)p
≤ C|x− y|2ρpε(3−β)p. (5.8)

Set

µ2(x, y) =
∫ ε

0
dr
∫

Rk×Rk
G(r, du)G(r, dv) |Df(v − u, x− y)| (5.9)
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The variant of Lemma 6.1 in [11] given in Lemma 5.4 below shows that

µ2(x, y) ≤ C|x− y|αε3−(α+β),

for any α ∈ ]0, ((2 ∧ k) − β) ∧ 1[. Thus, Hölder’s inequality along with the
assumptions on the process Z yield

E (|Jε2(x, y)|p) ≤ C (µ2(x, y))p |x− y|ρp

≤ C|x− y|(α+ρ)pε[3−(α+β)]p. (5.10)

The same upper bound holds for E (|Jε3(x, y)|p).
For the analysis of the remaining term, we consider

µ4(x, y) =
∫ ε

0
dr
∫

Rk×Rk
G(r, du)G(r, dv)

∣∣∣D2f(v − u, x− y)
∣∣∣ . (5.11)

By applying the modified version of Lemma 6.2 in [11] given in Lemma 5.5
below, we obtain

E (|Jε4(x, y)|p) ≤ C
(
µ4(x, y)

)p
sup

(t,x)∈[0,T ]×Rk
E
(
|Z(t, x)|2p

)
≤ |x− y|ᾱpε[3−(ᾱ+β)]p, (5.12)

for ᾱ ∈ ]0, (2 ∧ k)− β[.
With (5.8), (5.10) and (5.12) we finish the proof of Proposition 5.3. �

The two lemmas below were used in the proof of Proposition 5.3.

Lemma 5.4 Let µ2(x, y) be defined by (5.9). For any α ∈ ]0, ((2∧k)−β)∧1[,
there is C > 0 such that for all x, y ∈ Rk,

µ2(x, y) ≤ C|x− y|αε3−(α+β).

Proof. In comparison with [11, Lemma 6.1], this result quantifies the de-
pendence of µ2(x, y) on the domain of integration in time, it is about the
fundamental solution G of the wave equation instead of the regularisation
Gn, and the function f does not include a smooth factor ϕ. The proofs of
both lemmas are very similar. We give the main lines.

Appealing to Lemma 2.6(a) of [11] with d := k, b := α, a := k − (α+ β),
u := v − u, c := |x− y|, x := x−y

|x−y| , we obtain, after using (5.7),

µ2(x, y) ≤ |x− y|α
∫ ε

0
dr
∫

Rk
dξ |FG(r)(ξ)|2 |ξ|−(k−(α+β)).

For α + β ∈ ]0, 2 ∧ k[, and up to a positive constant, the last integral is
bounded by ε3−(α+β) (see Lemma 5.1). This finishes the proof. �
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Lemma 5.5 Let µ4(x, y) be defined by (5.11). For each α ∈ ]0, (2 ∧ k)− β[,
there is a positive constant C such that for all x, y ∈ Rk

µ4(x, y) ≤ C|x− y|αε3−(α+β).

Proof. The same differences mentioned in the proof of Lemma 5.4 apply here
when comparing this statement with Lemma 6.2 in [11].

By applying Lemma 2.6(c) of [11] with d := k, b := α, a := k − (α + β),
α + β ∈ ]0, 2 ∧ k[, u := v − u, x := x− y yield

µ4(x, y) ≤ |x− y|α

×
(

sup
x,y,w

∫ ε

0
dr
∫

Rk×Rk
G(r, du)G(r, dv) | |y − x|w + u− v|−(α+β)

)

×
∫

Rk
dw

∣∣∣D2
(
| · |−(k−α)

)
(w, e)

∣∣∣ ,
where e denotes a unitary vector of Rk.

By Lemma 5.1, Lemma 2.6(d) of [11], (5.7) and (5.1), the last expression
is bounded by |x− y|αε3−(α+β). �

Proposition 5.6 Let k ∈ {1, 2, 3} and let Z = {Z(t, x), (t, x) ∈ [0, T ]×Rk}
be a stochastic process satisfying the assumptions of Proposition 5.3. Then for
any p ∈ [1,∞[, there exists a constant C > 0 such that for all 0 ≤ s < t ≤ T
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and ε ∈ ]0, s[,

E
(∫ s

s−ε
dr ‖[G(t− r, x− ∗)−G(s− r, x− ∗)]Z(r, ∗)‖2

H

)p
≤ C

{
ε[ 4−β

2
]p|t− s|2ρp|t− s+ ε|

(2−β)
2

p

+|t− s|ρp
[
ε|t− s||t− s+ ε|1−β1β∈ ]0,1[ + ε|t− s|2−β1β∈[1,2[

+ ε|t− s|α1|t− s+ ε|2−(α1+β) + ε2−α1+β

2 |t− s|α1|t− s+ ε|1−
α1+β

2

]p
+ 1β∈[1,2[

[
ε|t− s|2−β + ε|t− s|α2|t− s+ ε|2−(α2+β)

+ ε2−β|t− s|

+ |t− s|α2

[
ε2−(α2+β)|t− s+ ε|+ ε2−α2+β

2 |t− s+ ε|1−
α2+β

2

] ]p
+ 1β∈ ]0,1[

[
ε1−β|t− s|2

+ |t− s|1+α3

[(
|t− s+ ε|2−(α3+β) − |t− s|2−(α3+β)

)
+ ε1−α3+β

2 |t− s+ ε|1−
α3+β

2 + ε1−α3−β|t− s+ ε|
]

+ |t− s|α4

[
ε2−(α4+β)|t− s+ ε|

+ ε2−α4+β

2 |t− s+ ε|1−
α4+β

2 + ε2|t− s+ ε|1−(α4+β)
]]p}

, (5.13)

where αi ∈ ]0, 1[, i = 1, 2, 3 and α1 ∈ ]0, (2 ∧ k) − β[, α2 ∈ ]0, 2 − β[, α3 ∈
]0, (2 ∧ k)− β[, α4 ∈ ]0, (2 ∧ k)− β[.

Proof. We follow the scheme of the proof of Theorem 3.8 in [11] (see in
particular the analysis of the term T n2 (t, t̄, x) in that Theorem) with suitable
modifications of the lemmas applied in that proof (see Lemmas 5.7, 5.8, 5.9
below). According to (5.7) and the arguments of [11], page 28, we write

E
(∫ s

s−ε
dr ‖[G(t− r, x− ∗)−G(s− r, x− ∗)]Z(r, ∗)‖2

H

)p
≤ C

4∑
i=1

E (|Rε
i (s, t, x)|p)

where

Rε
i (s, t, x) =

∫ s

s−ε
dr
∫

Rk

∫
Rk
G(s− r, du)G(s− r, dv)ri(s, t, r, x, u, v),
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and

r1(s, t, r, x, u, v) = f
(
t− r
s− r

v − u
)
t− r
s− r

×
[
Z
(
r, x− t− r

s− r
u
)
− Z(r, x− u)

]
×
[
Z
(
r, x− t− r

s− r
v
)
− Z(r, x− v)

]
,

r2(s, t, r, x, u, v) =

[(
t− r
s− r

)2

f
(
t− r
s− r

(v − u)
)
− t− r
s− r

f
(
t− r
s− r

v − u
)]

× Z
(
s, x− t− r

s− r
u
) [
Z
(
r, x− t− r

s− r
v
)
− Z(r, x− v)

]
,

r3(s, t, r, x, u, v) =

[(
t− r
s− r

)2

f
(
t− r
s− r

(v − u)
)
− t− r
s− r

f
(
v − t− r

s− r
u
)]

× Z(r, x− v)
(
Z
(
r, x− t− r

s− r
u
)
− Z(r, x− u)

)
,

r4(s, t, r, x, u, v) =

[(
t− r
s− r

)2

f
(
t− r
s− r

(v − u)
)
− t− r
s− r

f
(
t− r
s− r

v − u
)

− t− r
s− r

f
(
v − t− r

s− r
u
)

+ f(v − u)
]

× Z(r, x− u)Z(r, x− v),

and f(x) = |x|−β, β ∈ ]0, 2 ∧ k[.
Set

ν1(s, t, ε) =
∫ s

s−ε
dr
∫

Rk×Rk
G(s− r, du)G(s− r, dv)f

(
t− r
s− r

v − u
)
t− r
s− r

.

By Lemma 5.7 below, we can apply first Hölder’s inequality and then the
Cauchy-Schwarz inequality to obtain

E (|Rε
1(s, t, x)|p) ≤ (ν1(s, t, ε))p−1

×
∫ s

s−ε
dr
∫

Rk×Rk
G(s− r, du)G(s− r, dv)f

(
t− r
s− r

v − u
)
t− r
s− r

×
(
E

(∣∣∣∣Z (r, x− t− r
s− r

u
)
− Z(r, x− u)

∣∣∣∣2p
)) 1

2

×
(
E

(∣∣∣∣Z (r, x− t− r
s− r

v
)
− Z(r, x− v)

∣∣∣∣2p
)) 1

2

.
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By the assumptions on the process Z, the product of the last two factors is
bounded by ∣∣∣∣ t− ss− r

∣∣∣∣2ρp |u|ρp|v|ρp,
and for |u| ≤ s− r, |v| ≤ s− r, this is bounded by |t− s|2ρp. Consequently,
by applying Lemma 5.7, we obtain

E (|Rε
1(s, t, x)|p) ≤ Cε[ 3−β

2
]p|t− s|2ρp

(
(t− s+ ε)3−β − (t− s)3−β

) p
2

≤ Cε[ 4−β
2

]p|t− s|2ρp|t− s+ ε|
2−β

2
p. (5.14)

Set

ν2(s, t, ε) =
∫ s

s−ε
dr
∫

Rk×Rk
G(s− r, du)G(s− r, dv)

×
∣∣∣∣∣
(
t− r
s− r

)2

f
(
t− r
s− r

(v − u)
)
− t− r
s− r

f
(
t− r
s− r

v − u
)∣∣∣∣∣ .

By applying Lemma 5.8, Hölder’s inequality, the Cauchy-Schwarz inequality
and the properties of Z, we have

E (|Rε
2(s, t, x)|p) ≤ C|t− s|ρp (ν2(s, t, ε))p

≤ C|t− s|ρp

×
[
ε|t− s||t− s+ ε|1−β1β∈ ]0,1[ + ε|t− s|2−β1β∈[1,2[

+ε|t− s|α|t− s+ ε|2−(α+β)

+ε2−α+β
2 |t− s|α|t− s+ ε|1−

α+β
2

]p
, (5.15)

for any α ∈ ]0, 1[ such that α + β ∈ ]0, 2 ∧ k[. The same result holds for
E (|Rε

3(s, t, x)|p).
For the study of the term Rε

4(s, t, x), we use the same approach as for the
preceding terms. We define

ν3(s, t, ε) =
∫ s

s−ε
dr
∫

Rk×Rk
G(s− r, du)G(s− r, dv)

×
[(
t− r
s− r

)2

f
(
t− r
s− r

(v − u)
)
− t− r
s− r

f
(
t− r
s− r

v − u
)

− t− r
s− r

f
(
v − t− r

s− r
u
)

+ f(v − u)
]
.

Then, using Lemma 5.9 and the hypotheses on Z, we have the following.
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If k ∈ {2, 3} and β ∈ [1, 2[,

E (|Rε
4(s, t, x)|p)

≤ C
[
ε|t− s|2−β + ε|t− s|α|t− s+ ε|2−(α+β) + ε2−β|t− s|

+ |t− s|α
[
ε2−(α+β)|t− s+ ε|+ ε2−α+β

2 |t− s+ ε|1−
α+β

2

] ]p
, (5.16)

for any α ∈ ]0, 1[ with α + β ∈ ]0, 2[.
If k ∈ {1, 2, 3} and β ∈ ]0, 1[, then

E (|Rε
4(s, t, x)|p)

≤ C
[
ε1−β|t− s|2

+ |t− s|1+α
[
[|t− s+ ε|2−(α+β) − |t− s|2−(α+β)]

+ ε1−α+β
2 |t− s+ ε|1−

α+β
2 + ε1−α−β|t− s+ ε|

]
+ |t− s|ᾱ

[
ε2−(ᾱ+β)|t− s+ ε|+ ε2− ᾱ+β

2 |t− s+ ε|1−
ᾱ+β

2

+ ε2|t− s+ ε|1−(ᾱ+β)
]]p
, (5.17)

for any α ∈ ]0, (k − β) ∧ 1[ and ᾱ ∈ ]0, (2 ∧ k)− β[.
The estimates (5.14), (5.15), (5.16) and (5.17) give (5.13). �

The three lemmas below were used in the proof of Proposition 5.6.

Lemma 5.7 For any 0 ≤ s < t ≤ T , ε ∈ ]0, s[, set

ν1(s, t, ε) =
∫ s

s−ε
dr
∫

Rk×Rk
G(s− r, du)G(s− r, dv)f

(
t− r
s− r

v − u
)
t− r
s− r

.

There exists a constant C > 0 such that

ν1(s, t, ε) ≤ Cε
3−β

2

(
(t− s+ ε)3−β − (t− s)3−β

) 1
2 .

Proof. We follow the proof of Lemma 6.3 in [11]. Consider the change of
variable v 7→ t−r

s−rv, which maps G(s− r, ·) into s−r
t−rG(t− r, ·). Hence

ν1(s, t, ε) =
∫ s

s−ε
dr
∫

Rk
G(s− r, du)

∫
Rk
G(t− r, dv)f(u− v).
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Using (5.7), Schwarz’s inequality yields

ν1(s, t, ε)

=
∫ s

s−ε
dr
∫

Rk
dξ
|FG(s− r)(ξ)||FG(t− r)(ξ)

|ξ|k−β

=
∫ s

s−ε
dr
∫

Rk
dξ
|FG(s− r)(ξ)|
|ξ| k−β2

|FG((t− r)(ξ)|
|ξ| k−β2

≤
(∫ s

s−ε
dr
∫

Rk
dξ
|FG(s− r)(ξ)|2

|ξ|k−β

) 1
2
(∫ s

s−ε
dr
∫

Rk
dξ
|FG(t− r)(ξ)|2

|ξ|k−β

) 1
2

.

According to Lemma 5.1,

∫ s

s−ε
dr
∫

Rk
dξ
|FG(s− r)(ξ)|2

|ξ|k−β
=
∫ ε

0
dr‖G(r, ∗)‖2

H ≤ Cε3−β.

and ∫ s

s−ε
dr
∫

Rk
dξ
|FG(t− r)(ξ)|2

|ξ|k−β
=
∫ s

s−ε
dr‖G(t− r, ∗)‖2

H

≤ C
(
(t− s+ ε)3−β − (t− s)3−β

)
,

which proves the lemma. �

Lemma 5.8 For any 0 ≤ s < t ≤ T and ε ∈ ]0, s[, let

ν2(s, t, ε) =
∫ s

s−ε
dr
∫

Rk×Rk
G(s− r, du)G(s− r, dv)

×
∣∣∣∣∣
(
t− r
s− r

)2

f
(
t− r
s− r

(v − u)
)
− t− r
s− r

f
(
t− r
s− r

v − u
)∣∣∣∣∣ .

Then, for any α ∈ ]0, 1[ such that α + β ∈ ]0, 2 ∧ k[,

ν2(s, t, ε) ≤ C
[
ε|t− s||t− s+ ε|1−β1β∈ ]0,1[ + ε|t− s|2−β1β∈[1,2[

+ε|t− s|α|t− s+ ε|2−(α+β) + ε2−α+β
2 |t− s|α|t− s+ ε|1−

α+β
2

]
.

Proof. We follow the scheme of the proof of Lemma 6.4 in [11]. Let ν1
2(s, t, ε)

and ν2
2(s, t, ε) be defined in the same way as ν2(s, t, ε) but with the expression

in absolute values replaced by∣∣∣∣∣
(
t− r
s− r

)2

− t− r
s− r

∣∣∣∣∣ f
(
t− r
s− r

(v − u)
)
,
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and
t− r
s− r

∣∣∣∣f ( t− rs− r
(v − u)

)
− f

(
t− r
s− r

v − u
)∣∣∣∣ ,

respectively.
The change of variables (u, v) 7→ t−r

s−r (u, v), (5.7) and (5.1) yield

ν1
2(s, t, ε) = |t− s|

∫ s

s−ε

dr

t− r

∫
Rk×Rk

G(t− r, du)G(t− r, dv)f(v − u)

≤ C|t− s|
∫ s

s−ε

dr

t− r
|t− r|2−β

≤ C|t− s|
(
(t− s+ ε)2−β − (t− s)2−β

)
.

By the Intermediate Value Theorem,

(t− s+ ε)2−β − (t− s)2−β ≤

Cε(t− s+ ε)1−β, if β < 1,

Cε(t− s)1−β, if β ≥ 1.
(5.18)

Thus,

ν1
2(s, t, ε) ≤ C

[
ε|t− s||t− s+ ε|1−β1β∈ ]0,1[ + ε|t− s|2−β1β∈[1,2[

]
. (5.19)

Consider the change of variables (u, v) 7→
(
u, t−r

s−rv
)
. Then

ν2
2(s, t, ε) =

∫ s

s−ε
dr
∫

Rk×Rk
G(s− r, du)G(t− r, dv)

∣∣∣∣Df (v − u,− t− ss− r
u
)∣∣∣∣ .

Let α > 0 be such that α + β ∈ ]0, 2 ∧ k[. We write f(u) = κβ(u) = |u|−β,
β ∈ ]0, 2 ∧ k[. By applying [11, Lemma 2.6(a)] with d := k, b := α, a :=
k − (α + β), c := t− s, u := v − u, x =: − u

s−r , we obtain

ν2
2(s, t, ε) ≤ C|t− s|α

∫ s

s−ε
dr
∫

Rk×Rk
G(s− r, du)G(t− r, dv)

×
∫

Rk
dw κα+β((t− s)w − (v − u))

∣∣∣∣Dκk−α (w,− u

s− r

)∣∣∣∣ .
(5.20)

Next, we establish upper bounds for the integral above. For this, we proceed
as in the proof of [11, Lemma 6.4] (see the analysis of the terms denoted by
νn,2,1,12 , νn,2,1,22 in that proof).

We consider first the domain |w| ≤ 3, in which we split the absolute value
in (5.20) into two separate terms. Following the calculations just mentioned
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in the proof of [11, Lemma 6.4] and using (5.7), we find that∫ s

s−ε
dr
∫

Rk×Rk
G(s− r, du)G(t− r, dv)

×
∫
|w|≤3

dw κα+β((t− s)w − (v − u))κk−α

(
u

s− r
− w

)

≤
(∫
|w|≤4

dw

|w|k−α

)∫ s

s−ε
dr
∫

Rk
dξ
|FG(t− r)(ξ)|2

|ξ|k−(α+β)
.

We are assuming α + β ∈ ]0, 2 ∧ k[. Applying Lemma 5.1 with β := α + β,
we see that this last expression is bounded by

C

(∫
|w|≤4

dw

|w|k−α

) [
(t− s+ ε)3−(α+β) − (t− s)3−(α+β)

]
≤ Cε(t− s+ ε)2−(α+β).

Similarly,∫ s

s−ε
dr
∫

Rk×Rk
G(s− r, du)G(t− r, dv)

×
∫
|w|≤4

dw κα+β((t− s)w − (v − u))κk−α(w)

≤
(∫
|w|≤4

dw

|w|k−α

)∫ s

s−ε
dr
∫

Rk
dξ
|FG(s− r)(ξ)||FG(t− r)(ξ)|

|ξ|k−(α+β)
. (5.21)

By applying the Cauchy-Schwarz inequality to the dξ-integral, and using
Lemma 5.1, we find that∫

Rk
dξ
|FG(s− r)(ξ)||FG(t− r)(ξ)|

|ξ|k−(α+β)
≤ C(s− r)1−α+β

2 (t− r)1−α+β
2 . (5.22)

Hence (5.21) is bounded by

C

(∫
|w|≤4

dw

|w|k−α

)∫ s

s−ε
dr(s− r)1−α+β

2 (t− r)1−α+β
2

≤ C

(∫
|w|≤4

dw

|w|k−α

)(
ε2−α+β

2 (t− s+ ε)1−α+β
2

)
.

In order to finish the estimate of ν2
2(s, t, ε), we consider now the domain

|w| > 3 (see [11], page 59). For this, we apply the inequality∣∣∣∣Dκk−α (w,− u

s− r

)∣∣∣∣ ≤ C
∫ 1

0
dλ κk+1−α

(
w − λ u

s− r

)
, (5.23)
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which yields, using (5.7),∫ s

s−ε
dr
∫

Rk×Rk
G(s− r, du)G(t− r, dv)

×
∫
|w|>3

dw κα+β((t− s)w − (v − u))
∣∣∣∣Dκk−α (w,− u

s− r

)∣∣∣∣
≤ C

(∫
|w|>3

dw

|w|k+1−α

)∫ s

s−ε
dr
∫

Rk
dξ
|FG(s− r)(ξ)||FG(t− r)(ξ)|

|ξ|k−(α+β)
.

By (5.22), this is bounded above by

C

(∫
|w|>3

dw

|w|k+1−α

)
ε2−α+β

2 (t− s+ ε)1−α+β
2 . (5.24)

Since α ∈ ]0, 1[ by hypothesis, the dw-integral is finite. We have thus estab-
lished that

ν2
2(s, t, ε) ≤ C|t− s|α

{
ε|t− s+ ε|2−(α+β) + ε2−α+β

2 |t− s+ ε|1−
α+β

2

}
. (5.25)

With (5.19) and (5.25), the lemma is proved. �

Lemma 5.9 For any 0 ≤ s < t ≤ T and every 0 ≤ ε < s, let

ν3(s, t, ε) =
∫ s

s−ε
dr
∫

Rk

∫
Rk
G(s− r, du)G(s− r, dv)

×
[ (

t− r
s− r

)2

f
(
t− r
s− r

(v − u)
)
− t− r
s− r

f
(
t− r
s− r

v − u
)

− t− r
s− r

f
(
v − t− r

s− r
u
)

+ f(v − u)
]
.

We have the following.

1. For k ∈ {2, 3} and β ∈ [1, 2[,

ν3(s, t, ε) ≤ C
[
ε|t− s|2−β + ε|t− s|α|t− s+ ε|2−(α+β) + ε2−β|t− s|

+|t− s|α
[
ε2−(α+β)|t− s+ ε|+ ε2−α+β

2 |t− s+ ε|1−
α+β

2

]]
,

for any α ∈ ]0, 1[ such that α + β ∈ ]0, 2[.

2. For k ∈ {1, 2, 3} and β ∈ ]0, 1[, then

ν3(s, t, ε) ≤ C
[
ε1−β|t− s|2

+|t− s|1+α
[(

(t− s+ ε)2−(α+β) − (t− s)2−(α+β)
)

+ε1−α+β
2 |t− s+ ε|1−

α+β
2 + ε1−α−β|t− s+ ε|

]
+ |t− s|ᾱ

[
ε2−(ᾱ+β)|t− s+ ε|+ ε2− ᾱ+β

2 |t− s+ ε|1−
ᾱ+β

2

+ε2|t− s+ ε|1−(ᾱ+β)
]]
,
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for any α ∈ ]0, ((2 ∧ k)− β) ∧ 1[ and ᾱ ∈ ]0, (2 ∧ k)− β[.

Proof. We will follow the approach of [11, Lemma 6.5].

Case 1: k ∈ {2, 3} and β ∈ [1, 2[. Set

∆1f(r, s, t, u, v) =

∣∣∣∣∣
(
t− r
s− r

)2

f
(
t− r
s− r

(v − u)
)
− t− r
s− r

f
(
t− r
s− r

v − u
)∣∣∣∣∣ ,

∆2f(r, s, t, u, v) =
∣∣∣∣1− t− r

s− r

∣∣∣∣ f(v − u),

∆3f(r, s, t, u, v) =
t− r
s− r

∣∣∣∣f(v − u)− f
(
v − t− r

s− r
u
)∣∣∣∣ .

We consider the bound

ν3(s, t, ε) ≤ ν1
3(s, t, ε) + ν2

3(s, t, ε) + ν3
3(s, t, ε),

where each νi3(s, t, ε), i = 1, 2, 3, is defined in the same way as ν3(s, t, ε) with
the integrand

∆f : =
(
t− r
s− r

)2

f
(
t− r
s− r

(v − u)
)
− t− r
s− r

f
(
t− r
s− r

v − u
)

− t− r
s− r

f
(
v − t− r

s− r
u
)

+ f(v − u) (5.26)

replaced by ∆if(r, s, t, u, v), i = 1, 2, 3, respectively.
Notice that ν1

3(s, t, ε) coincides with ν2(s, t, ε) in Lemma 5.8, and we are
assuming β ∈ [1, 2[. Hence

ν1
3(s, t, ε) ≤ C

[
ε|t− s|2−β + ε|t− s|α|t− s+ ε|2−(α+β)

+ε2−α+β
2 |t− s|α|t− s+ ε|1−

α+β
2

]
, (5.27)

for any β ∈ [1, 2[ and α ∈ ]0, (2− β) ∧ 1[.
By the definition of ∆2f(r, s, t, u, v), using (5.7), we have

ν2
3(s, t, ε) ≤ C|t− s|

∫ s

s−ε

dr

s− r

∫
Rk
dξ
|FG(s− r)(ξ)|2

|ξ|k−β

= C|t− s|
∫ s

s−ε
dr(s− r)1−β

= Cε2−β|t− s|. (5.28)
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Consider the change of variables (u, v) 7→
(
t−r
s−ru, v

)
. Then

ν3
3(s, t, ε) =

∫ s

s−ε
dr
∫

Rk×Rk
G(t− r, du)G(s− r, dv)

×
∣∣∣∣Df (v − u, t− st− r

u
)∣∣∣∣ .

This term is similar to ν2
2(s, t, ε) in the proof of Lemma 5.8, with the roles

of s and t exchanged. Thus, we will carry out similar calculations. For the
sake of completeness, we give the details.

Let α > 0 be such that α + β ∈ ]0, 2[. By applying [11, Lemma 2.6(a)]
with d := k, b := α, a := k − (α + β), c := t − s, u := v − u, x := u

t−r , we
obtain

ν3
3(s, t, ε) = |t− s|α

∫ s

s−ε
dr
∫

Rk×Rk
G(t− r, du)G(s− r, dv)

×
∫

Rk
dw κα+β((t− s)w − (v − u))

∣∣∣∣Dκk−α (w, u

t− r

)∣∣∣∣ .
We proceed as in the estimate of ν2

2(s, t, ε) (see (5.20)); however, note that
the positions of the variables s and t are slightly different, and the bound that
we will obtain is also different. We consider separately the domains |w| ≤ 3
and |w| > 3. Consider the change of variables w 7→ w + u

t−r , u 7→
s−r
t−ru.

Then, using (5.7),∫ s

s−ε
dr
∫

Rk×Rk
G(t− r, du)G(s− r, dv)

×
∫
|w|≤3

dw κα+β((t− s)w − (v − u))κk−α

(
w +

u

t− r

)

≤ C

(∫
|w|≤4

dw

|w|k−α

)∫ s

s−ε
dr
t− r
s− r

∫
Rk
dξ
|FG(s− r)(ξ)|2

|ξ|k−(α+β)

≤ C
∫ s

s−ε
dr(t− r)(s− r)1−(α+β)

≤ Cε2−(α+β)|t− s+ ε|,

with any α > 0 such that α + β ∈ ]0, 2[ (we have used Lemma 5.1).
By applying (5.21) and (5.22), we see that∫ s

s−ε
dr
∫

Rk×Rk
G(t− r, du)G(s− r, dv)

×
∫
|w|≤4

dw κα+β((t− s)w − (v − u))κk−α(w)

≤ Cε2−α+β
2 |t− s+ ε|1−

α+β
2 ,
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for any α > 0 with α+β ∈ ]0, 2[. Thus, for α and β satisfying these conditions,∫ s

s−ε
dr
∫

Rk×Rk
G(t− r, du)G(s− r, dv)

×
∫
|w|≤3

dw κα+β((t− s)w − (v − u))
∣∣∣∣Dκk−α (w, u

t− r

)∣∣∣∣
≤ C

[
ε2−(α+β)|t− s+ ε|+ ε2−α+β

2 |t− s+ ε|1−
α+β

2

]
.

We continue the proof by dealing with the term∫ s

s−ε
dr
∫

Rk×Rk
G(t− r, du)G(s− r, dv)

×
∫
|w|>3

dw κα+β((t− s)w − (v − u))
∣∣∣∣Dκk−α (w, u

t− r

)∣∣∣∣ .
Assume α ∈ ]0, 1[ with α+ β ∈ ]0, 2[. Just as in the proof of Lemma 5.8 (see

(5.24)), it is bounded above by Cε2−α+β
2 |t− s+ ε|1−α+β

2 .
Hence,

ν3
3(s, t, ε) ≤ C|t− s|α

[
ε2−(α+β)|t− s+ ε|+ ε2−α+β

2 |t− s+ ε|1−
α+β

2

]
. (5.29)

From (5.27)–(5.29) it follows that, for β ∈ [1, 2[ and α + β ∈ ]0, 2[, the
conclusion of the lemma holds.

Case 2: k ∈ {1, 2, 3} and β ∈ ]0, 1[. Here, we consider a new decomposition
of ∆f =

∑3
i=1 ∆̄if(r, s, t, u, v) (see (5.26)), as follows:

∆̄1f(r, s, t, u, v) =

((
t− r
s− r

)2

− 2
t− r
s− r

+ 1

)
f(v − u)

=
(
t− s
s− r

)2

f(v − u),

∆̄2f(r, s, t, u, v) =

((
t− r
s− r

)2

− t− r
s− r

)

×
(
f
(
t− r
s− r

(v − u)
)
− f(v − u)

)
,

∆̄3f(r, s, t, u, v) =
t− r
s− r

(
f
(
t− r
s− r

(v − u)
)
− f

(
t− r
s− r

v − u
)

−f
(
v − t− r

s− r
u
)

+ f(v − u)
)
.
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We define ν̄i3(s, t, ε) in the same way as νi3(s, t, ε), but with ∆if(r, s, t, u, v)
replaced by ∆̄if(r, s, t, u, v), i = 1, 2, 3, respectively.

Using (5.7), we see by (5.1),

ν̄1
3(s, t, ε) =

∫ s

s−ε
dr
∫

Rk×Rk
G(s− r, du)G(s− r, dv)

(
t− s
s− r

)2

f(v − u)

≤ Cε1−β|t− s|2. (5.30)

Set

ν̄2,1
3 (s, t, ε) =

∫ s

s−ε
dr
∫

Rk×Rk
G(s− r, du)G(s− r, dv)

((
t− r
s− r

)2

− t− r
s− r

)

×
∣∣∣∣f ( t− rs− r

(v − u)
)
− f

(
t− r
s− r

v − u
)∣∣∣∣ ,

ν̄2,2
3 (s, t, ε) =

∫ s

s−ε
dr
∫

Rk×Rk
G(s− r, du)G(s− r, dv)

((
t− r
s− r

)2

− t− r
s− r

)

×
∣∣∣∣f ( t− rs− r

v − u
)
− f(v − u)

∣∣∣∣ ,
so that ν̄2

3(s, t, ε) ≤ ν̄2,1
3 (s, t, ε) + ν̄2,2

3 (s, t, ε). With the change of variables

(u, v) 7→
(
u, t−r

s−rv
)
,

ν̄2,1
3 (s, t, ε) = |t− s|

∫ s

s−ε

dr

s− r

∫
Rk×Rk

G(s− r, du)G(t− r, dv)

×
∣∣∣∣Df (v − u,− t− ss− r

u
)∣∣∣∣ ,

while

ν̄2,2
3 (s, t, ε) = |t− s|

∫ s

s−ε
dr

t− r
(s− r)2

∫
Rk×Rk

G(s− r, du)G(s− r, dv)

×
∣∣∣∣Df (v − u, t− ss− r

v
)∣∣∣∣ .

Remember that f(x) := κβ(x). We handle ν̄2,1
3 (s, t, ε) in a manner similar

to the term ν2
2(s, t, ε) (see (5.20), and note the differences in the positions

of the variables s and t), as follows. Firstly, we apply Lemma 2.6(a) of [11]
with d := k, b := α, a := k − (α + β), c := t − s, u := v − u, x = − u

s−r to
obtain

ν̄2,1
3 (s, t, ε) ≤ C|t− s|1+α

∫ s

s−ε

dr

s− r

∫
Rk

∫
Rk
G(s− r, du)G(t− r, dv)

×
∫

Rk
dw κα+β(v − u− (t− s)w)

∣∣∣∣Dκk−α (w,− u

s− r

)∣∣∣∣ .
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Next, in the dw-integral, we consider first the domain {|w| ≤ 3} and we

split the term
∣∣∣Dκk−α (w,− u

s−r

)∣∣∣ into the sum of the absolute values of its

components, as we also did in the analysis of the term ν2
2(s, t, ε) in Lemma

5.8. With the change of variables w 7→ w − u
s−r , u 7→

t−r
s−ru, we obtain∫ s

s−ε

dr

s− r

∫
Rk×Rk

G(s− r, du)G(t− r, dv)

×
∫
|w|≤3

dw κα+β(v − u− (t− s)w)κk−α

(
w − u

s− r

)

≤ C

(∫
|w|≤4

dw κk−α(w)

)
sup
w∈Rk

∫ s

s−ε

dr

t− r

×
∫

Rk×Rk
G(t− r, du)G(t− r, dv)κα+β(v − u− (t− s)w).

By (5.7) and Lemma 5.1, this is bounded by

C

(∫
|w|≤4

dw κk−α(w)

)∫ s

s−ε
dr(t− r)1−(α+β)

≤ C[(t− s+ ε)2−(α+β) − (t− s)2−(α+β)].

We also have∫ s

s−ε

dr

s− r

∫
Rk×Rk

G(s− r, du)G(t− r, dv)

×
∫
|w|≤3

dw κα+β(v − u− (t− s)w)κk−α(w)

≤ Cε1−α+β
2 (t− s+ ε)1−α+β

2 ,

where the last inequality has been obtained using (5.22).
To end with the analysis of ν̄2,1

3 (s, t, ε), we must now consider the term∫ s

s−ε

dr

s− r

∫
Rk×Rk

G(s− r, du)G(t− r, dv)

×
∫
|w|>3

dw κα+β(v − u− (t− s)w)
∣∣∣∣Dκk−α (w,− u

s− r

)∣∣∣∣ .
We have already met a similar expression in Lemma 5.8 and also in the first
part of Lemma 5.9 (see the study of the term ν3

3(s, t, ε)). Since α ∈ ]0, 1[,

this is bounded above by Cε1−α+β
2 |t− s+ ε|1−α+β

2 .
Considering the three preceding estimates, we obtain

ν̄2,1
3 (s, t, ε) ≤ C|t− s|1+α

[ (
(t− s+ ε)2−(α+β) − (t− s)2−(α+β)

)
+ ε1−α+β

2 |t− s+ ε|1−
α+β

2

]
, (5.31)
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for α ∈ ]0, (k − β) ∧ 1[.
Our next objective is to prove that

ν̄2,2
3 (s, t, ε) ≤ C|t− s|1+α

[
ε1−α+β

2 |t− s+ ε|1−
α+β

2 + ε1−α−β|t− s+ ε|
]
.

(5.32)
This will be achieved with similar arguments as those used to establish (5.31),
but yet again with the variables s and t in slightly different positions (which
lead in fact to a different bound).

Indeed, we apply Lemma 2.6(a) in [11] with d := k, b := α, a := k− (α+
β), c := t− s, u := v − u, x := v

s−r to obtain

ν̄2,2
3 (s, t, ε) = |t− s|1+α

∫ s

s−ε
dr

t− r
(s− r)2

∫
Rk×Rk

G(s− r, du)G(s− r, dv)

×
∫

Rk
dw κα+β(v − u− (t− s)w)

∣∣∣∣Dκk−α (w, v

s− r

)∣∣∣∣ .
We consider first the domain of w where |w| ≤ 3 and split the term∣∣∣Dκk−α (w, v

s−r

)∣∣∣ into the sum of κk−α
(
w + v

s−r

)
and κk−α(w).

For the first one, we consider the change of variables w 7→ w + v
s−r ,

v 7→ t−r
s−rv. Using (5.7), we obtain

∫ s

s−ε
dr

t− r
(s− r)2

∫
Rk×Rk

G(s− r, du)G(s− r, dv)

×
∫
|w|≤3

dw κα+β(v − u− (t− s)w)κk−α

(
w +

v

s− r

)
≤ C

∫ s

s−ε

dr

s− r

∫
Rk
dξ
|FG(s− r)(ξ)||FG(t− r)(ξ)|

|ξ|k−(α+β)

≤ Cε1−α+β
2 |t− s+ ε|1−

α+β
2 ,

where in the last inequality, we have applied (5.22).
As for the term with the integrand κk−α(w), we have∫ s

s−ε
dr

t− r
(s− r)2

∫
Rk×Rk

G(s− r, du)G(s− r, dv)

×
∫
|w|≤3

dw κα+β(v − u− (t− s)w)κk−α(w)

≤ C
∫ s

s−ε
dr (t− r)(s− r)−α−β

≤ Cε1−α−β|t− s+ ε|.

69



Finally, since α ∈ ]0, 1[ and using (5.7), the contribution of the term with the
domain of integration |w| ≥ 3 is∫ s

s−ε
dr

t− r
(s− r)2

∫
Rk×Rk

G(s− r, du)G(s− r, dv)

×
∫
|w|≥3

dw κα+β(v − u− (t− s)w)
∣∣∣∣Dκk−α (w, v

s− r

)∣∣∣∣
≤ Cε1−α−β|t− s+ ε|,

as can be checked by using the upper bound∣∣∣∣Dκk−α (w, v

s− r

)∣∣∣∣ ≤ ∫ 1

0
dλ κk+1−α

(
w + λ

v

s− r

)
(see (5.23)). This finishes the proof of (5.32).

From (5.31) and (5.32), we obtain

ν̄2
3(s, t, ε) ≤ C|t− s|1+α

[(
(t− s+ ε)2−(α+β) − (t− s)2−(α+β)

)
+ε1−α+β

2 |t− s+ ε|1−
α+β

2 + ε1−α−β|t− s+ ε|
]
. (5.33)

The last part of the proof is devoted to the study of ν̄3
3(s, t, ε). For this, we

apply Lemma 2.6(e) in [11] with the following choice of parameters: d := k,
b := ᾱ, a := k − (ᾱ + β), c := t − s, ũ := v − u, x := − u

s−r , y := v
s−r , with

ᾱ + β ∈]0, k[. Notice that, with the notation of that Lemma,

∆̄3f(r, s, t, u, v) =
t− r
s− r

D̄2κβ(ũ, cx, cy),

where for a given function g : Rk → R,

D̄2g(u, x, y) = g(u+ x+ y)− g(u+ x)− g(u+ y) + g(u). (5.34)

By doing so, we obtain

ν̄3
3(s, t, ε) = |t− s|ᾱ

∫ s

s−ε
dr
t− r
s− r

∫
Rk

∫
Rk
G(s− r, du)G(s− r, dv)

×
∫

Rk
dw κᾱ+β(v − u− (t− s)w)

∣∣∣∣D̄2κk−ᾱ

(
w,− u

s− r
,

v

s− r

)∣∣∣∣ .
Let us study this term. For this, we will first consider small values of w
(|w| ≤ 5) and split the term

∣∣∣D̄2κk−ᾱ
(
w,− u

s−r ,
v
s−r

)∣∣∣ into the sum of four

terms, according to the definition (5.34).
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Let

I1(s, t, ε) : =
∫ s

s−ε
dr
t− r
s− r

∫
Rk×Rk

G(s− r, du)G(s− r, dv)

×
∫
|w|<5

dw κᾱ+β(v − u− (t− s)w)κk−ᾱ(w).

By applying (5.1), we see that

I1(s, t, ε) ≤ Cε2−(ᾱ+β)|t− s+ ε|.

Set

I2(s, t, ε) : =
∫ s

s−ε
dr
t− r
s− r

∫
Rk×Rk

G(s− r, du)G(s− r, dv)

×
∫
|w|<5

dw κᾱ+β(v − u− (t− s)w)κk−ᾱ

(
w − u

s− r

)
.

By applying the change of variables w 7→ w − u
s−r and u 7→ t−r

s−ru, we obtain

I2(s, t, ε) ≤ C

(∫
|w|≤6

dw κk−ᾱ(w)

)

× sup
w∈Rk

∫ s

s−ε
dr
∫

Rk×Rk
G(t− r, du)G(s− r, dv)

× κᾱ+β(v − u− (t− s)w)

≤ Cε2− ᾱ+β
2 |t− s+ ε|1−

ᾱ+β
2 ,

where the last inequality has been obtained using similar arguments as in
(5.21), (5.22).

In a very similar way, we see that

I3(s, t, ε) : =
∫ s

s−ε
dr
t− r
s− r

∫
Rk×Rk

G(s− r, du)G(s− r, dv)

×
∫
|w|<5

dw κᾱ+β(v − u− (t− s)w)κk−ᾱ

(
w +

v

s− r

)
≤ Cε2− ᾱ+β

2 |t− s+ ε|1−
ᾱ+β

2 .

Let

I4(s, t, ε) : =
∫ s

s−ε
dr
t− r
s− r

∫
Rk×Rk

G(s− r, du)G(s− r, dv)

×
∫
|w|<5

dw κᾱ+β(v − u− (t− s)w)κk−ᾱ

(
w +

v − u
s− r

)
.
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With the change of variables w 7→ w + v−u
s−r , (u, v) 7→ t−r

s−r (u, v), we obtain

I4(s, t, ε) ≤ C

(∫
|w|<7

dw κk−ᾱ(w)

)∫ s

s−ε
dr
s− r
t− r

∫
Rk
dξ
|FG(t− r)(ξ)|2

|ξ|k−(ᾱ+β)

≤ Cε2|t− s+ ε|1−(ᾱ+β).

With the estimates obtained so far for Ii(s, t, ε), i = 1, . . . , 4, we have proved
that∫ s

s−ε
dr
t− r
s− r

∫
Rk×Rk

G(s− r, du)G(s− r, dv)

×
∫
|w|<5

dw κᾱ+β(v − u− (t− s)w)
∣∣∣∣D̄2κk−ᾱ

(
w,− u

s− r
,

v

s− r

)∣∣∣∣
≤ C

[
ε2−(ᾱ+β)|t− s+ ε|+ ε2− ᾱ+β

2 |t− s+ ε|1−
ᾱ+β

2 + ε2|t− s+ ε|1−(ᾱ+β)
]
.

(5.35)

To finish the proof, we have to study the remaining term

I5(s, t, ε) : =
∫ s

s−ε
dr
t− r
s− r

∫
Rk×Rk

G(s− r, du)G(s− r, dv)

×
∫
|w|≥5

dw κᾱ+β(v − u− (t− s)w)

×
∣∣∣∣D̄2κk−ᾱ

(
w,− u

s− r
,

v

s− r

)∣∣∣∣ .
Proceeding as in [11, p.65], we obtain

I5(s, t, ε) ≤ C
∫ s

s−ε
dr
t− r
s− r

∫
Rk×Rk

G(s− r, du)G(s− r, dv)

×
∫
|w|≥5

dw κᾱ+β(v − u− (t− s)w)

×
∫ 1

0
dλ
∫ 1

0
dµ κk+2−ᾱ

(
w − λ u

s− r
+ µ

v

s− r

)
≤ C

(∫
|w|≥3

dw

|w|k+2−ᾱ

)
sup
w∈Rk

∫ s

s−ε
dr
t− r
s− r

×
∫

Rk×Rk
G(s− r, du)G(s− r, dv)κᾱ+β(v − u− (t− s)w)

≤ C

(∫
|w|≥3

dw

|w|k+2−ᾱ

)∫ s

s−ε
dr
t− r
s− r

∫
Rk
dξ
|FG(s− r)(ξ)|2

|ξ|k−(ᾱ+β)
.

The term
∫
|w|≥5

dw
|w|k+2−ᾱ is finite for any ᾱ ∈ ]0, 2[. Moreover, for ᾱ + β ∈

]0, 2 ∧ k[,∫ s

s−ε
dr
t− r
s− r

∫
Rk
dξ
|FG(s− r)(ξ)|2

|ξ|k−(ᾱ+β)
≤ Cε2−(ᾱ+β)|t− s+ ε|.
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Thus,
I5(s, t, ε) ≤ Cε2−(ᾱ+β)|t− s+ ε|. (5.36)

The estimates (5.35) and (5.36) yield

ν̄3(s, t, ε) ≤ C|t− s|ᾱ[
ε2−(ᾱ+β)|t− s+ ε|+ ε2− ᾱ+β

2 |t− s+ ε|1−
ᾱ+β

2 + ε2|t− s+ ε|1−(ᾱ+β)
]
.

(5.37)

By considering (5.30), (5.33) and (5.37), we obtain the conclusion of the
lemma for β ∈ ]0, 1[, α ∈ ]0, 1 ∧ (k − β)[ and ᾱ ∈ ]0, (2 ∧ k)− β[.

This finishes the proof of the lemma. �

As a consequence of Propositions 5.3 and 5.6, we obtain the following.

Corollary 5.10 Let k ∈ {1, 2, 3} and let Z = {Z(t, x), (t, x) ∈ [0, T ] × Rk}
be a stochastic process satisfying the hypotheses of Proposition 5.3. Fix a
compact set K ⊂ Rk and p ∈ [1,∞[. Then there exists a constant C > 0
such that for any 0 ≤ s < t ≤ T and ε ∈ ]0, s[,

sup
x,y∈K

0≤s<t≤T

{
E
(∫ s

s−ε
dr ‖[G(t− r, x− ∗)−G(s− r, y − ∗)]Z(r, ∗)‖2

H

)p}

≤ C
[
εp(1−β)−1β∈]0,1[ + εp(2−β)−1β∈[1,2[

]
.

Proof. By taking the values of the parameters α, ᾱ in Proposition 5.3 and
αi, i = 1, 2, 3 in Proposition 5.6, arbitrarily close to zero, and by bounding
|x−y| and |t−s| by a constant, we obtain the result. Notice that for α3 = 0+

and β ∈ ]0, 1[,

(t− s+ ε)2−(α3+β) − (t− s)2−(α3+β) ≤ Cε(t− s+ ε)1−(α3+β).

This completes the proof. �

In the proof of Theorem 4.2, we give an upper bound for the term

E
((
Ḡ33,ε

)p)
by using Propositions 5.3 and 5.6 (see (4.27)). In that case,

Z(r, x) := σi,j(u(r, x)), ρ := (2−β)−

2
, ε := εθ2 , and it is assumed that

|x− y| ≤ δ0ε
θ, |t− s| ≤ εθ.

Consider first the case k = 1 and thus β ∈ ]0, 1[. By choosing α = ᾱ =
(1− β)−, from Proposition 5.3 we obtain

E
(∫ s

s−εθ2
dr ‖[G(s− r, x− ∗)−G(s− r, y − ∗)]σi,j(u(r, ∗))‖2

H

)p
≤ C

{
εθ(2−β)−+θ2 + εθ(1−β)−+2θ2

}p
. (5.38)
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In the same context, and the choice of parameters α1 = α4 = (1 − β)−,
α3 = 0+, θ ≥ θ2, after tedious checking, Proposition 5.6 yields

E
(∫ s

s−εθ2
dr ‖[G(t− r, x− ∗)−G(s− r, x− ∗)]σi,j(u(r, ∗))‖2

H

)p
≤ C

{
εθ(2−β)−+θ2 + εθ

−+θ2(2−β)− + εθ(1−β)−+2θ2 + ε2θ+θ2(1−β)
}p
. (5.39)

Consequently, from (5.38), (5.39) we obtain

E
(∫ s

s−εθ2
dr ‖[G(t− r, x− ∗)−G(s− r, y − ∗)]σi,j(u(r, ∗))‖2

H

)p
≤ C

{
εθ(2−β)−+θ2 + εθ

−+θ2(2−β) + εθ(1−β)−+2θ2 + ε2θ+θ2(1−β)
}p
, (5.40)

For k ∈ {2, 3}, by choosing ᾱ := (2− β)− and then α := 1− if β ∈ ]0, 1[,
and α := (2− β)− if β ∈ [1, 2[, from Proposition 5.3 we obtain

E
(∫ s

s−εθ2
dr ‖[G(s− r, x− ∗)−G(s− r, y − ∗)]σi,j(u(r, ∗))‖2

H

)p
≤ Cε[θ(2−β)−+θ2]p. (5.41)

In the same context of (4.27), for β ∈ ]0, 1[ and the choice of parameters
α1 := 1−, α3 := 0+, α4 = 1−, θ ≥ θ2, after tedious verification, Proposition
5.6 yields

E
(∫ s

s−εθ2
dr ‖[G(t− r, x− ∗)−G(s− r, x− ∗)]σi,j(u(r, ∗))‖2

H

)p
≤ C

{
εθ(2−β)−+θ2 + ε2θ−+θ2(1−β) + εθ

−+θ2(2−β)−
}p
. (5.42)

Consequently, from (5.41), (5.42) we deduce

E
(∫ s

s−εθ2
dr ‖[G(t− r, x− ∗)−G(s− r, y − ∗)]σi,j(u(r, ∗))‖2

H

)p
≤ C

{
εθ(2−β)−+θ2 + ε2θ−+θ2(1−β) + εθ

−+θ2(2−β)−
}p
, (5.43)

for β ∈ ]0, 1[ and k ∈ {2, 3}.
Still for k ∈ {2, 3}, let us now consider the case β ∈ [1, 2[. By applying

Proposition 5.6 with α1 := (2−β)− and α2 := 2−β
2

, and assuming that θ > θ2,
we obtain

E
(∫ s

s−εθ2
dr ‖[G(t− r, x− ∗)−G(s− r, x− ∗)]σi,j(u(r, ∗))‖2

H

)p
≤ C

{
εθ(2−β)−+θ2 + εθ+θ2(2−β) + εθ

2−β
2

+θ2
4−β

2

}p
. (5.44)
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Along with (5.41), this yields

E
(∫ s

s−εθ2
dr ‖[G(t− r, x− ∗)−G(s− r, y − ∗)]σi,j(u(r, ∗))‖2

H

)p
≤ C

{
εθ(2−β)−+θ2 + εθ+θ2(2−β) + εθ

2−β
2

+θ2
4−β

2

}p
. (5.45)

Lemma 5.11 For any ε > 0 and x ∈ Rk,

inf
s∈[0,T ]

∫ ε

0
dr ‖G(s+ r, x− ∗)‖2

H ≥ Cε3−β.

Proof. Let c be the constant defined in Lemma 5.1. With direct computa-
tions, we obtain∫ ε

0
dr ‖G(s+ r, x− ∗)‖2

H = c

(
(s+ ε)3−β − s3−β

3− β

)

= cε
∫ 1

0
(νε+ s)2−β dν

≥ cε
∫ 1

0
(νε)2−βdν =

c

3− β
ε3−β.

Since the last expression does not depend on s, we obtain the result with the
constant C = c

3−β . �

Lemma 5.12 Let k ∈ {1, 2, 3}. For ε > 0 and 0 < h ≤ ε,

∫ ε

0
dr 〈G(r, y − ∗), G(h+ r, x− ∗)〉H ≤ Cε3−βϕ

(
x− y
ε

,
h

ε

)
,

where
lim
|z|→+∞

ϕ(z, λ) = 0,

uniformly in λ ∈ [0, 1].

Proof. Consider first the case k = 1. In this case β ∈ ]0, 1[. Using (1.8), we
have∫ ε

0
dr 〈G(r, y − ∗), G(h+ r, x− ∗)〉H =

∫ ε

0
dr
∫ y+r

y−r
dξ
∫ x+h+r

x−(h+r)
dη

1

|ξ − η|β
.

Consider the change of variables r 7→ r
ε
, ξ 7→ ξ−y

ε
, η 7→ η−x

ε
to see that this

is equal to

ε3
∫ 1

0
dr
∫ r

−r
du
∫ h

ε
+r

−h
ε
−r
dv

1

|y − x− ε(u− v)|β
,
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or even to

ε3−β
∫ 1

0
dr
∫ r

−r
du
∫ h

ε
+r

−h
ε
−r
dv

1

|y−x
ε
− (u− v)|β

.

Set

ϕ(z, λ) =
∫ 1

0
dr
∫ r

−r
du
∫ λ+r

−λ−r
dv

1

|z + u− v|β
.

We notice that for λ ∈ [0, 1],

ϕ(z, λ) ≤
∫ 1

−1
du
∫ 2

−2
dv

1

|z + u− v|β
,

which clearly tends to zero as |z| → +∞.
Next, we consider the case k ∈ {2, 3}. By the definition of the inner

product on H,

I :=
∫ ε

0
dr 〈G(r, y − ∗), G(h+ r, x− ∗)〉H

=
∫ ε

0
dr
∫

Rk

dξ

|ξ|k−β+2
ei〈ξ,x−y〉 sin(r|ξ|) sin((h+ r)|ξ|).

Use the trigonometric identity sin a sin b = 1
2

[cos(a− b)− cos(a+ b)] and
integrate the obtained expression with respect to dr. This gives

I =
1

2

∫
Rk

dξ

|ξ|k−β+2
ei〈ξ,x−y〉

×
[
ε cos(h|ξ|)−

(
sin((h+ 2ε)|ξ|)

2|ξ|
− sin(h|ξ|)

2|ξ|

)]
.

Next, we make use of the identity sin a − sin b = 2 sin
(
a−b

2

)
cos

(
a+b

2

)
and

apply the change of variable ξ → εξ, to write

I =
1

2

∫
Rk

dξ

|ξ|k−β+2
ei〈ξ,x−y〉

× ε
[
cos(h|ξ|)− sin(ε|ξ|) cos((h+ ε)|ξ|)

ε|ξ|

]

=
ε3−β

2

∫
Rk

dξ

|ξ|k−β+2
ei〈ξ,

x−y
ε
〉

×

cos

(
h

ε
|ξ|
)
−

sin(|ξ|) cos
((

h
ε

+ 1
)
|ξ|
)

|ξ|


=
ε3−β

2
ϕ

(
x− y
ε

,
h

ε

)
,
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where

ϕ(z, λ) =
∫

Rk

dξ

|ξ|k−β+2
ei〈ξ,z〉

×
[
cos(λ|ξ|)− sin(|ξ|) cos((λ+ 1)|ξ|)

|ξ|

]
.

Let

f0(r) = rβ−k−2

[
cos(λr)− sin(r) cos((λ+ 1)r)

r

]
,

r ∈ R, and f(ξ) = f0(|ξ|). According to [14, p.429],

ϕ(z, λ) = Ff(z) =
2π

|z| k−2
2

∫ ∞
0

f0(r)J k
2
−1(2πr|z|)r

k
2 dr,

where J k
2
−1 denotes the the Bessel function of order k

2
− 1 (see for instance

[14, p.425]).
Using the trigonometric formula cos(a + b) = cos a cos b − sin a sin b, one

can easily obtain∣∣∣∣∣cos(λr)− sin(r) cos((λ+ 1)r)

r

∣∣∣∣∣ ≤ C(r2 ∧ 1),

where C does not depend on λ ∈ [0, 1].
Consequently,

Ff(z) ≤ C

|z| k−2
2

∫ ∞
0

rβ−
k
2
−2(r2 ∧ 1)

∣∣∣J k
2
−1(2πr|z|)

∣∣∣ dr
= C|z|2−β

∫ ∞
0

uβ−
k
2
−2

(
u2

|z|2
∧ 1

) ∣∣∣J k
2
−1(2πu)

∣∣∣ du,
where we have applied the change of variable r → r|z|. Set

I(z) := |z|2−β
∫ ∞

0
uβ−

k
2
−2

(
u2

|z|2
∧ 1

) ∣∣∣J k
2
−1(2πu)

∣∣∣ du.
We want to study the limit as |z| → ∞ of I(z). For this, we write

I(z) = I1(z) + I2(z), with

I1(z) = |z|−β
∫ |z|

0
uβ−

k
2

∣∣∣J k
2
−1(2πu)

∣∣∣ du,
I2(z) = |z|2−β

∫ ∞
|z|

uβ−
k
2
−2
∣∣∣J k

2
−1(2πu)

∣∣∣ du.
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We consider two cases.

Case 1. k = 2 and β < 1
2

or k = 3 and β < 1. For small values of u > 0,∣∣∣J k
2
−1(2πu)

∣∣∣ ≤ Cu
k
2
−1,

while for large u,
∣∣∣J k

2
−1(2πu)

∣∣∣ ≤ Cu−
1
2 (see [14] pp. 430–433). Hence, I1(z) <

+∞ for all z ∈ Rk, and with the indicated constraints on k and β, we obtain

lim
|z|→∞

∫ |z|
0

uβ−
k
2

∣∣∣J k
2
−1(2πu)

∣∣∣ du = C <∞.

Therefore,
lim
|z|→∞

I1(z) = 0. (5.46)

Case 2. k = 2 and β ≥ 1
2

or k = 3 and β ≥ 1. Then, using the expression
for Jν(r) given at the beginning of [14, Appendix B.8], we see that

lim
|z|→∞

∫ |z|
0

uβ−
k
2

∣∣∣J k
2
−1(2πu)

∣∣∣ du =∞.

Therefore, (5.46) follows from the Bernoulli-L’Hopital rule.
Using again the Bernoulli-L’Hopital rule, we can also check that for k ∈

{2, 3},
lim
|z|→∞

I2(z) = 0.

The proof of the lemma is now complete. �
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