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Abstract 1 

The quality of riparian soils and their ability to buffer contaminant releases to aquifers and streams are 2 
connected intimately to moisture content and nutrient dynamics, in particular of carbon (C) and nitrogen (N). 3 
A multi-compartment model – named the Riparian Soil Model (RSM) – was developed to help investigate 4 
the influence and importance of environmental parameters, climatic factors and management practices on 5 
soil ecosystem functioning in riparian areas. The model improves existing tools, in particular regarding its 6 
capability to simulate a wide range of temporal scales, from days to centuries, along with its ability to predict 7 
the concentration and vertical distribution of dissolved organic matter (DOM). It was found that DOM 8 
concentration controls the amount of soil organic matter (SOM) stored in the soil as well as the respiration 9 
rate. The moisture content was computed using a detailed water budget approach, assuming that within each 10 
time step all the water above field capacity drains to the layer underneath, until it becomes fully saturated. A 11 
mass balance approach was also used for nutrient transport, whereas the biogeochemical reaction network 12 
was developed as an extension of an existing C and N turnover model. Temperature changes across the soil 13 
profile were simulated analytically, assuming periodic temperature changes in the topsoil. To verify the 14 
consistency of model predictions and to illustrate its capabilities, a synthetic but realistic soil profile in a 15 
deciduous forest was simulated. Model parameters were taken from the literature, and model predictions 16 
were consistent with experimental observations for a similar scenario. Modelling results stressed the 17 
importance of environmental conditions on SOM cycling in soils. The mineral and organic C and N stocks 18 
fluctuate at different time scales in response to oscillations in climatic conditions and vegetation 19 
inputs/uptake.  20 
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 1 

Notation 2 

SYMBOL PARAMETER DESCRIPTION DIMENSIONS 

A Amplitude of the temperature fluctuations [ºC] 

a Maximum litter input rate (seasonal component) [ML-2T-1] 

 a±  Relative mobility of inorganic nitrogen [-] 

ADD Total litter input rate [ML-2T-1] 

b Time at which litter is added at the maximum rate [T] 

BD Biomass decay rate [ML-3T-1] 

BIO Biomass uptake rate of DOM (dissolved organic matter) [ML -3T-1] 

c Width of the added litter Gaussian function [T] 

Cb Soil carbon biomass pool [ML-3] 

Cb
max Soil microbial carrying capacity [ML-3] 

Cd Soil dissolved carbon pool [ML-3] 

Ch Soil carbon humus pool [ML-3] 

Cl Soil carbon litter pool [ML-3] 

2COC  Inorganic carbon pool [ML-3] 

DECh C leaving the humus pool due to microbial decomposition [ML -3T-1] 

DECl C leaving the litter pool due to microbial decomposition [ML -3T-1] 

DENIT Denitrification rate [ML-3T-1] 

E Evapotranspiration rate [LT-1] 

Ew Evapotranspiration rate at the wilting point [LT-1] 

Ep Potential evapotranspiration rate [LT-1] 

fd(s) Activity coefficient accounting for the soil moisture 

effects on decomposition 

[-] 

fdn(s) Dimensionless activity coefficient describing the effect of 

soil moisture on denitrification 

[-] 

fn(s) Dimensionless activity coefficient describing the effect of [-] 
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soil moisture on nitrification 

fp(t) Coefficient describing the seasonal variation of plant 

activity 

[-] 

F Dimensionless parameter [-] 

H(·) Heaviside step function [-] 

HCF Thickness of the capillary fringe [L] 

i Soil compartment index [-] 

I Infiltration rate [LT-1] 

Ib Biomass inhibition factor [-] 

Ic Canopy interception rate [LT-1] 

 IMM ±  Nitrate and ammonium immobilization rate [ML-3T-1] 

IMMDOM Potential immobilization rate of dissolved organic matter [ML-3T-1] 

IMMMAX Maximum total (immobile and dissolved) immobilization 

rate 

[ML -3T-1] 

IMMSOM Potential immobilization rate of immobile organic matter [ML-3T-1] 

kh First-order humus decomposition rate [L3T-1M-1] 

kl First-order litter decomposition rate [L3T-1M-1] 

k+ First-order ammonium immobilization rate [L3T-1M-1] 

k- First-order nitrate immobilization rate [L3T-1M-1] 

km,h First-order rate for humus mobilisation [T-1] 

km,l First-order rate for litter mobilisation [T-1] 

kd First-order microbial death rate [T-1] 

kDC Rate of dissolved carbon returning to the biomass pool [L3M-1T-1] 

kdn First-order denitrification rate [T-1] 

kn Nitrification rate constant [T-1] 

L Leakage rate [LT-1] 

MIN Mineralization rate [ML-3T-1] 

MOBh Dissolution rate of Cb [ML -3T-1] 

MOBl Dissolution rate of Cl [ML -3T-1] 
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n Soil porosity [-] 

N+ Soil ammonium pool [ML-3] 

N- Soil nitrate pool [ML-3] 

NIT Nitrification rate [ML-3T-1] 

Nb Soil nitrogen biomass pool [ML-3] 

Nd Soil nitrogen dissolved pool [ML-3] 

Ng Nitrogen gases (N2 and N2O) resulting from denitrification [ML-3] 

Nh Soil nitrogen humus pool [ML-3] 

Nl Soil nitrogen litter pool [ML-3] 

p Nutrient pool index (litter, humus, biomass) [-] 

P Precipitation rate [LT-1] 

Pc Total rainfall reaching the soil surface after canopy 

interception 

[LT -1] 

qtv Maximum amount of water that can infiltrate to the 

aquifer within one time step 

[L] 

r Rate of litter addition (constant component) [ML-2T-1] 

rh Fraction of decomposed C going into the humus pool [-] 

rr Fraction of decomposed C going into respiration [-] 

RE Root exudates production rate [ML-3T-1] 

REmax Maximum root exudates production rate [ML-3T-1] 

R Runoff rate [LT-1] 

s Water saturation [-] 

s* Soil moisture level of incipient stress [-] 

sCF Soil water content in the capillary fringe [-] 

sfc Soil water content at field capacity [-] 

sh Soil moisture level at the hygroscopic point [-] 

sw Soil moisture level at wilting point [-] 

t Time [T] 

T Temperature [°C] 
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 max
dT  Temperature at which the maximum decomposition rate is 

attained 

[°C] 

U Soil water content above field capacity that can move 

downward by gravity 

[L] 

 UP±  Total nitrate and ammonium plant uptake rate [ML-3T-1] 

 aUP±  Nitrate and ammonium active uptake rate [ML-3T-1] 

 pUP±  Nitrate and ammonium passive uptake rate [ML-3T-1] 

V Soil compartment storage capacity [L] 

 dv  Spread of the temperature-activity function [°C] 

Z Soil compartment thickness [L] 

α Mean rainfall depth [L] 

φ Non-dimensional factor accounting for possible reduction 

of the decomposition rate when SOM is poor in N 

[-] 

γ Non-dimensional inhibition factor to reduce the DOM 

uptake rate when the pore water is poor in N 

[-] 

λ Rainfall frequency [T-1] 

λh Thermal conductivity [WL-1K-1] 

Φ Net N transfer from/to nitrogen mineral pools [ML-3T-1] 

Γ Net N transfer among mineral N pools and DOM [ML-3T-1] 

(C/N)add C:N ratio of added organic matter [-] 

(C/N)b C:N ratio of biomass pool [-] 

(C/N)d C:N ratio of dissolved pool [-] 

(C/N)h C:N ratio of humus pool [-] 

(C/N)l C:N ratio of litter pool [-] 

 1 

2 
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 1 

1. Introduction 2 

Sustainable management of riparian soils is of primary importance to preserve natural ecosystem 3 

functioning. Riparian zones are sources of ecosystem functions and services including biodiversity hotspots, 4 

water quality enhancement, and recreation sites (Brinson et al., 1981; Naiman and Decamps, 1997). 5 

Throughout the world, the ecological condition of natural riparian systems has declined due to a number of 6 

factors, including streamflow regulation, floodplain development, channelization, and the spread of non-7 

native species (Naiman and Decamps, 1997; Naiman et al., 2005). Consequently, restoration of riparian areas 8 

has become a global management priority (Hughes et al., 2005; Hughes and Rood, 2003; Webb and Erskine, 9 

2003). 10 

Soil ecosystem functioning is connected intimately to soil organic matter (SOM) turnover, a set of complex 11 

and intertwined biological processes that recycle biotic residues (such as plant litter, dead organisms, etc.) to 12 

inorganic molecules. Environmental and climatic factors affect decomposition rates, the biological activity of 13 

the soil and ultimately SOM cycling (Laio et al., 2001; Porporato et al., 2003). Soil moisture has a direct 14 

influence on the processes mediated by the soil biota (pedofauna, bacteria, fungi, etc.) because optimal 15 

decomposition rates are achieved only in a narrow saturation range (Bell et al., 2008; Ju et al., 2006; 16 

Porporato et al., 2003; Van Gestel et al., 1992). Owing to the strong dependence of ecological processes on 17 

soil moisture, linear and non-linear interactions and feedbacks exist between hydrological processes and soil 18 

ecosystem functioning (Curiel Yuste et al., 2007; Misson et al., 2005; Scott-Denton et al., 2006; Van Gestel 19 

et al., 1993), with rainfall and temperature fluctuations being the major external forcing factors of the 20 

climate-soil-vegetation system (Davidson and Janssens, 2006; Gu et al., 2004; Porporato and D’Odorico, 21 

2004; Rodriguez-Iturbe et al., 1999). Changes in precipitation characteristics affect the release of soluble OM 22 

components to the pore water (Park and Matzner, 2003; Sanderman et al., 2008), and therefore potentially 23 

modify nutrient cycling, soil functioning and carbon stocks in organic horizons (Fröberg et al., 2008). The 24 

amount, quality and distribution of DOM has an important ecological significance (Kalbitz and Kaiser, 25 

2003), and understanding its dynamics is of critical importance for studying and predicting the functioning of 26 

soil ecosystems, rates of weathering and contaminant release (e.g., Kalbitz et al., 2003; Kalbitz et al., 2000; 27 
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Marschner and Kalbitz, 2003). Variations in the climatic conditions – for example, the future increase of 1 

extreme precipitation events foreseen by many meteorological models (e.g., Trenberth et al., 2003) – will 2 

impact SOM stocks, possibly contributing to increase green-house gases release – i.e., CO2 and N2O – and to 3 

decrease soil fertility. 4 

A second crucial external forcing factor for SOM and soil productivity – related to vegetation rather than to 5 

climate – is the amount and quality of the litter input (Dent et al., 2006; Elliott et al., 1993; Manzoni et al., 6 

2008; Paul et al., 2001; Sørensen, 1974). In particular, the C to N ratio (C/N) of the added litter is a very 7 

sensitive parameter. The importance of freshly deposited litter on soil activity was confirmed in a number of 8 

recent studies measuring CO2 production (Rasmussen et al., 2007; 2008). In a laboratory experiment, Crow 9 

et al. (2009) found that doubling the litter input accelerated soil respiration in an unpredictable manner. It 10 

was proposed that the unexpected increase was related to the additional nutrient availability in the pore 11 

solution. This finding has implications for the long-term soil nutrient balance because it suggests that the 12 

increased plant productivity might deplete soil C stocks rather than contribute to CO2 sequestration. Litter 13 

input rates and their temporal patterns are modified following a change in soil use: As a consequence, the C 14 

and N stocks, soil fertility and DOM dynamics are altered in manner that is difficult to predict (Batlle-15 

Aguilar et al., 2011; Chantigny, 2003; Kalbitz et al., 2000). 16 

To summarize, numerous experimental observations have highlighted the importance of SOM changes at 17 

multiple time scales, from daily to inter-annual. The distribution of the soil C and N immobile stocks in 18 

different horizons and the dissolved organic matter (DOM) dynamics are important for understanding soil 19 

quality and functioning, and to foresee possible variation in nutrient turnover following a change in 20 

ecosystem management. The goal of this work was to develop a numerical tool able to simulate SOM 21 

turnover in riparian soils with natural or semi-natural vegetation (grassland or forest). The developed model 22 

can be used to improve and facilitate the design of restoration schemes. 23 

2. Model development 24 

The model is based on the assumptions that the soil profile being studied can be sub-divided in a number of 25 

functional units – named layers or compartments – and that within each layer the soil is homogeneous. The 26 

number of layers used in the existing simulators is variable, from batch (one compartment) to more 27 
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complicated multi-layer models ranging from 2 to 6 compartments (Botter et al., 2006; Daly et al., 2008; 1 

Garnier et al., 2001; Hansen et al., 1991; Jenkinson and Coleman, 2008; Porporato et al., 2003) and to finely 2 

discretized meshes (e.g., PASTIS model, Lafolie, 1991). Previous works have shown that, depending on the 3 

complexity of the soil, the optimal number of compartments is between 4 and 10, such as in the RothC 4 

(Jenkinson and Coleman, 2008; Jenkinson and Rayner, 1977), CENTURY (Kirschbaum and Paul, 2002; 5 

Parton et al., 1987) and IBIS (Kucharik et al., 2000) models. The soil nutrient dynamics simulator presented 6 

in the following, named the Riparian Soil Model (RSM), is one-dimensional and multi-compartment. The 7 

mathematical description of nutrient turnover is an extended version of the biogeochemical reaction network 8 

used in many existing simulators, such as the CENTURY and RothC models (Jenkinson et al., 1990; 9 

Jenkinson and Coleman, 2008; Parton et al., 1987). To introduce the RSM, the same terminology and 10 

notation used recently by Porporato et al. (2003) is adopted. The main features of the simulator are depicted 11 

in Fig. 1 and can be summarized as follows: 12 

• Soil profile discretisation. The RSM considers a soil profile composed of four different functional units 13 

found in riparian soils. The units represent (i) the topsoil, a shallow layer rich in freshly deposited SOM, 14 

(ii) the root zone, where most of the biological transformations take place and nutrients and water are 15 

available for plants, (iii) the parent material (or bedrock), the deep mineral horizon scarcely modified by 16 

pedogenetic processes, and (iv) the aquifer, the lowermost layer that remains permanently water-saturated 17 

and where oxygen availability is diffusion-limited. For each compartment, the physical properties 18 

(porosity, thickness, water holding capacity, etc.) and the biological transformation rates can be assigned 19 

independently. Evapotranspiration and plant nutrient uptake were limited to the two shallower 20 

compartments where roots are present. 21 

• Water and solute transport. The moisture content of each compartment was computed using a water-22 

budget approach, described in detail in Par. 2.1. The moisture dynamics are controlled by climate – 23 

precipitation, evapotranspiration – and by the physical properties of the soil substrate, e.g., water holding 24 

capacity and aquifer dynamics. The soluble SOM fraction and the inorganic dissolved N are transported 25 

with water from one compartment to its neighbour. It was assumed that each compartment is well mixed 26 

and that the concentrations are uniform. 27 
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• Temperature. Heat flux and soil temperature changes along the profile were modelled assuming a periodic 1 

temperature forcing function for the topsoil. The average temperature in each compartment was computed 2 

using the analytical solution for a semi-infinite profile, presented in Par. 2.2. 3 

• Nutrient pools. Eight nutrient pools were considered: Four SOM fractions, three of which are immobile – 4 

litter, humus, biomass – and one mobile (organic matter dissolved in the pore solution, DOM), two 5 

mineral N species, nitrate and ammonia. Furthermore, inorganic C (i.e., CO2) and N gases (N2 and N2O) 6 

were accounted for as additional state variables (or nutrient pools), owing to the fact that gas efflux is 7 

frequently measured (e.g. Bell et al., 2008; Crow et al., 2009) during studies of soil biogeochemistry to 8 

estimate soil respiration and denitrification rates. 9 

• Vegetation. Vegetation exerts a large influence on soil water budget, is a major source of soil C and N 10 

through litterfall, affects DOM dynamics via root exudates, varies temporally over seasonal or intra-11 

annual periods, and modifies inorganic nitrogen availability. The model considers these feedbacks on 12 

nutrient dynamics. 13 

• Biochemical transformations. The biological reaction network includes microbial respiration of the 14 

mobile and immobile pools, mobilization and immobilization of DOM, root release of labile OM and 15 

microbiological uptake from the pore solution. In addition, the N cycle involves mineralization of organic 16 

N, nitrification and denitrification processes. Details and mathematical description of the reaction 17 

network are given in Par. 2.3. 18 

The model was implemented using Matlab (http://www.mathworks.com/). The total simulation time was 19 

divided into discrete time steps. The length of each step should be selected based on the typical time scale at 20 

which hydrological processes happen in the simulated system. For example, the typical time scale for flow in 21 

sandy-loamy soils is 1 d (Hefting et al., 2005; Kirschbaum, 1999). This value was used in the simulations 22 

reported here, while for a coarser material (e.g., sandy gravel) a smaller time step would be required, as 23 

coarse materials drain faster. During each time step, the water balance equation for the four compartments is 24 

solved and the saturation level of each compartment at the end of the step and the net water fluxes are 25 

computed. Within each time step, the ordinary differential equations describing solute transport and reactions 26 

(presented in Par. 2.2) are numerically integrated using a 4th-5th order Runge-Kutta scheme with adaptive 27 

time stepping. To compute the biological coefficients that depend on soil moisture content, it was assumed 28 
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that water saturation varies linearly within each time step, with the initial and final saturation computed from 1 

the water flow sub-module. Note that the word ‘pool’ is used in this manuscript to represent the soil C and N 2 

groups with similar characteristics within the nutrient turnover and transport sub-model, while the word 3 

‘compartment’ is used to denote the soil layer. 4 

2.1 Moisture dynamics 5 

Soil compartments fill and drain in response to hydrologic processes. Richards’ (and Darcy’s) equation is 6 

often used to describe water transport in variably saturated soil profiles (Garnier et al., 2001; Hansen et al., 7 

1991; Liu et al., 2005; Maggi and Porporato, 2007). However, while Richards’ equation is suitable to model 8 

unsaturated flow in laboratory-scale soil columns with limited heterogeneity, its applicability to field-scale 9 

studies, where local scale variability is significant, has been debated (Dekker and Ritsema, 1994; Flury et al., 10 

1994; Ritsema, 1999; Steenhuis et al., 1996). At the field scale, unsaturated flow is often governed by the 11 

heterogeneous distribution of the hydraulic properties, soil water repellence, instability and preferential flow 12 

paths (Lennartz et al., 2008; Morales et al., 2010; Ritsema and Dekker, 2000). Preferential flow paths are 13 

created in a number of intertwined factors related to climate, pedofauna, vegetation and soil management 14 

practices, including soil cracks during wetting/drying cycles, dead roots and earthworm channels (Angers 15 

and Caron, 1998), and result in rapid penetration of water from the topsoil to deeper horizons. An alternative 16 

approach to model moisture changes in the soil profile is the water budget approach, accounting for 17 

infiltration and evapotranspiration, leakage to the aquifer and run-off (Barry et al., 1983; Parton et al., 1987; 18 

Porporato et al., 2003; Rose et al., 1982). Neighbouring compartments are hydraulically connected, and 19 

water transport is driven by gravity. The water budget approach, although simplified, if properly tuned is a 20 

suitable practical means to represent the soil moisture dynamics of the upper part of the soil profile rather 21 

than computationally intensive numerical schemes based on solutions of Richards’ equation (Kim et al., 22 

1996; Struthers et al., 2006). 23 

The model is made up of four compartments: the three shallower are variably saturated, while the deeper 24 

compartment represents an unconfined aquifer (i.e., it is permanently water-filled), with constant water 25 

elevation controlled by the regional hydraulic gradient (Fig. 1). Near riverbanks, the water saturation of the 26 

entire soil profile can be influenced by groundwater dynamics triggered by fluctuations of the river elevation. 27 
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In the model, piezometric data can be used to define the saturation of each compartment. At each time step, 1 

each layer is checked to determine whether its centre is within the saturated zone or the capillary fringe 2 

(defined by a user-specified thickness cfH  [m]). In this case, the water saturation of the compartment is set 3 

to unity (for the saturated zone) or to the user-defined saturation of the capillary fringe (cfs  [-]). The 4 

properties of the capillary fringe can be estimated from the characteristic retention curve of the soil. 5 

Following Rose et al. (1982), Barry et al. (1983) and Parton et al. (1987), it was assumed that within one 6 

time step the excess of water above field capacity drains to the compartment underneath, if it has enough 7 

storage capacity. The water balance of compartment i (with i = 1, 2, 3) is given by 8 

( ) ( ), ( , )  ,
,i i i

i
i i

I s t E s t L s t
s t

n Z

− −
∆ = ∆  (1)  

where si(t) [-] is water saturation (0 ≤ si(t) ≤ 1), ni is porosity [-], Zi is the compartment thickness [L], and I i(s, 9 

t), Ei(s, t), Li(s, t) are, respectively, the infiltration, evapotranspiration and leakage rates [L T-1]. 10 

Infiltration in compartments 2 and 3 is equivalent to the leakage from the compartment above (i.e., 11 

( ) ( )1, , , 2, 3i iI s t L s t i−= = ). Instead, for the topsoil, the infiltration rate was computed from rainfall intensity 12 

and the amount of rainfall that can infiltrate within one time step as limited by the storage capacity. 13 

In the simulations presented in this work, synthetic time series of precipitation were randomly generated 14 

employing the methodology presented in Laio et al. (2001). Rainfall occurrence is described by a Poisson 15 

process with frequency λ [T-1], while rainfall depths follow an exponential distribution with mean α [L]. 16 

Measured precipitation sequences could also be used, or alternative approaches (which, for example, 17 

consider lagged correlation) could be implemented to produce precipitation time series. The rainfall reaching 18 

the soil surface, Pc, is equal to the rainfall depth reduced by the canopy interception, max(0, )c CP P I= − . 19 

Rainfall interception by plant canopies is defined using an exponential relationship, ( )γ 1 exp δCI P = − −  , 20 

where γ [L] and δ [L -1] are empirical parameters, which depend on the vegetation characteristics and climate 21 

(Calder, 1993). 22 
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Evapotranspiration, E(s,t), represents the combined losses by plant transpiration and soil evaporation and 1 

occurs only in shallow horizons where roots are present. In the model, it was assumed that roots develop 2 

only in the first and second compartments, that is, the topsoil and the root zone. The actual 3 

evapotranspiration is a function of the soil saturation, and was computed as (Laio et al., 2001): 4 

( ) *

( )  
,

 

( )  
( , )      ,

 

,

h
w

w h

w
w p w

w

p

s t s
E

s s

s t s
E s t E E E

s s

E

−
 −

 −= + − −




 

 ,( )h ws s t s< ≤  

 ( ) * ,ws s t s< ≤  

 ( )* 1,s s t< ≤  

(2)  

where sw [-] is the wilting point (saturation level at which plant transpiration halts due to very low levels of 5 

soil moisture), sh [-] is the hygroscopic point (water molecules are strongly bound to the soil matrix and they 6 

are not available for plants), s* [-] is the soil moisture of incipient stress (level below which plants start 7 

reducing transpiration by closing their stomata to prevent internal water losses), Ep and Ew [L T -1] are, 8 

respectively, the potential evapotranspiration rate and the rate at wilting point. Potential evapotranspiration is 9 

dependent on temperature, 10 

( ) H( ) l
p T TE gT=  (3)  

where H(·) is the Heaviside step function (Abramowitz and Stegun, 1972),  g [L T-1 C-1] and l [-] two 11 

empirical parameters that depend on vegetation, soil and climate characteristics (Xu and Singh, 2001).   12 

Actual evapotranspiration is equal to the maximum value, Ep, when soil saturation is close to unity, then 13 

E(s,t) decreases linearly until the wilting point. For moisture contents below sw, only evaporation is active, 14 

and the water loss rate reduces linearly from Ew to zero at the point of hygroscopic water, sh. 15 

Leakage losses are driven by gravity. For each compartment, within a time step, all the water above field 16 

capacity (U, [L]) can move downward, unless the storage capacity of the compartment underneath, V [L], is 17 

exceeded: 18 
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( )
( ) 1

1
min , , ,

2
, ,

∆

i i

i

U s t V s t

L s t
t

+
  +  

  =  
(4)  

( ) ( ) ,i i fc i fc i iU H s t s s t s n Z   = − −     (5)  

( ) 1
, 1 ,

2i i i iV s t s t n Z
  = − +  

  
 (6)  

where sfc is the soil field capacity, and s(t + 1/2) indicates the water saturation after the losses due to leakage 1 

and evapotranspiration. In practice, evapotranspiration and potential leakage rates are first computed for 2 

compartments 1 to 3 using the initial saturation. Next, the potential leakage is reduced in case the receiving 3 

compartment becomes fully saturated, and the excess water increases the local soil water content. When the 4 

topsoil becomes fully saturated, additional water cannot infiltrate and precipitation is converted to runoff. 5 

The runoff rate, R(t) [L T -1] is given by: 6 

( )
( ) ( )1 1

1 1
, ,

2 2
.

∆

c cH P t t V s t P t t V s t

R t
t

      ∆ − + ∆ − +      
      =  

(7)  

Some care is required to compute the effective leakage from compartment 3 to the aquifer. The model uses a 7 

threshold value, qtv, to define the maximum amount of water that can infiltrate into the aquifer within one 8 

time step, and therefore Eq. (3) for compartment 3 becomes ( )3 ,L s t  = ( )3min , , ∆ /∆tvU s t q t t   . Note 9 

that qtv controls the average soil water content of the profile. The dimensionless parameter F can be used to 10 

define whether leakage or infiltration dominate the soil moisture dynamics, 11 

,
tv

P E
F

q

−
=  (8)  

where  indicates the average daily precipitation and evapotranspiration. Three regimes can be identified, 12 

as illustrated in Fig. 2. Panel (a) shows the average monthly rainfall used in this example, with two wet 13 
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(spring and fall) and two dry (summer and winter) seasons. Panels (b), (c) and (d) instead report the moisture 1 

content during one year in the top soil, root zone and parent material for three conditions. When F ≫ 1, net 2 

infiltration is larger than the leakage rate and the soil profile is permanently water-saturated. This often 3 

occurs because the geological layer below the soil is poorly permeable, and leads to the formation of wet 4 

regions were SOM accumulates (e.g., bogs, peatlands). In the second extreme case, F ≪ 1, the soil profile 5 

drains quickly and water saturation is seldom above field capacity. This situation is typical of immature 6 

sandy soils and recently deposited sediments poor in organic matter (Bharati et al., 2002; Radke and Berry, 7 

1993). In the third, intermediate, case, F ≈ 1, the soil moisture is sensitive to the climatic conditions, and 8 

shows inter-annual variability depending on the actual precipitation rate. 9 

2.2 Temperature dynamics 10 

Heat transport along a soil profile is proportional to the temperature gradient, while convective heat transport 11 

resulting from water movement can in most cases be neglected (Jury and Horton, 2004; Roth, 2007). This 12 

approximation is valid in particular for soils that remain always partially wet, as is the case for riparian areas. 13 

In most situations, the temperature of the soil surface (soil/air interface) can be represented as a linear 14 

combination of periodic signals: 15 

( ) 0
1

0, sin( ),
n

i i
i

T t T A tω
=

= +∑  (9) 

with 1 3n≤ ≤  (for example, seasonal and daily fluctuations). Using Eq. 9 as the boundary condition, the 16 

heat transport equation can be solved analytically, and the temperature at an arbitrary depth z can be 17 

computed for a semi-infinite profile as (Jury and Horton, 2004; Roth, 2007): 18 

( ) ( )0
1

, sin( )exp ,
n

i i i i
i

T z t T A t k z k zω
=

= + − −∑  (10) 

where / 2i i hk Dω=  [L -1] is the wave number, /h h hD Cλ=  [L2 T-1] is the effective thermal diffusivity, 19 

hλ  and hC  the effective thermal conductivity and thermal capacity of the soil. Eq. (10) is used in the model 20 

to compute the soil temperature in each layer (at the centre of the compartment) at each time step, with the 21 
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bulk thermal capacity computed as ( ) ( )1 1h g fc a fc wC C s C s Cφ φ φ= − + − + , where , ,  w g aC C C are the 1 

thermal capacities of water, solid grains and air, respectively. An example of temperature changes along a 2 

hypothetical soil profile is shown in Fig. 3. The topsoil temperature (black line) oscillates at two scales 3 

( 2 n = in Eq. 9), daily and seasonal. At increasing depths – 50 and 100 cm, root zone and parent material 4 

(red and blue lines) – the high frequency fluctuations quickly disappear, the seasonal oscillations are 5 

progressively damped and the phase shift increases. 6 

2.3 Solute transport and nutrient turnover 7 

The SOM reaction network is an extended version of the soil C and N turnover model of Porporato et al. 8 

(2003), coupled with mass-balance for solute transport. Eight pools are considered in the RSM model: four 9 

for SOM (immobile litter, humus and microbial biomass and dissolved organic matter, DOM), inorganic C 10 

(i.e., CO2) and three for inorganic N (ammonium, nitrate and N gas, i.e., denitrification products, N2 and 11 

N2O). In terms of processes, abiotic mobilization (dissolution) of SOM, biomass consumption of DOM and 12 

denitrification were consequently added to the transformation network. Following Porporato et al. (2003), all 13 

the biological reactions were modelled using a first-order kinetic rate, which represents an average 14 

transformation rate. This approach, although approximate, has been used often to study nutrient cycles in soil 15 

systems (Paul and Clark, 1996) because it reduces the number of parameters and facilitates model 16 

calibration. DOM (both C and N), ammonium and nitrate are the mobile components. Their transport within 17 

the soil profile follows the water infiltration and leakage among neighbouring compartments. Within each 18 

soil compartment, full mixing was assumed. Upward movement (for example due to ploughing, bioturbation 19 

or capillary raise) was ignored. To facilitate the comparison with experimental data, the model was designed 20 

so that the soil content of immobile components was computed using units of mass per unit volume of soil, 21 

while units of mass per unit volume of pore solution (i.e., concentration in the pore fluid) were used for the 22 

mobile components (DOM and mineral N pools). 23 

2.3.1 Soil carbon 24 

The model assumes that fresh litter is deposited in the first and second compartments, although with a 25 

different rate (typically, the rate of addition is larger in the topsoil). Sources of fresh litter are vegetation 26 

residues (leaves, branches, stems, roots, etc.) and dead pedofauna. Dead organic C pools – fresh litter and 27 
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partially decomposed humus – are oxidized and dissolve in the pore water.  Fig. 4 depicts the overall C 1 

turnover network. Note that notation consistent with that of Porporato et al. (2003) is used in the following 2 

equations. For the same reason, nutrient fluxes among compartments are defined in terms of mass per unit 3 

time per unit volume. The transformation rates of the three immobile organic C fractions for each 4 

compartment (subscript i) are given by: 5 

,
, , ,l i i

i l i l i
i

dC ADD
BD DEC MOB

dt Z
= + − −  (11)  

,
, , ,   , h i

h l i h i h i

dC
r DEC DEC MOB

dt
= − −  (12)  

( ) ( ) ( ),
, ,1   1  ,b i

h r l i r h i i i

dC
r r DEC r DEC BIO BD

dt
= − − + − + −  (13)  

where Cl, Ch and Cb are the C concentrations in the litter, humus and biomass pools, respectively [M L-3], 6 

ADD is the litter input rate [M L-2 T-1], BD is the biomass decay rate [M L-3 T-1], DECl and DECh are, 7 

respectively, the C fluxes leaving the litter and humus pools due to microbial decomposition [M L-3 T-1], 8 

MOBl, MOBh are, respectively, the dissolution rates of litter and humus pools [M L-3 T-1], and BIO is the 9 

biomass uptake rate of DOM [M L-3 T-1]. Finally, rh and rr are non-dimensional coefficients representing the 10 

transformation efficiency, i.e., the fractions of decomposed C that goes into the humus pool and to 11 

respiration, respectively. Note that the litter input rate ADD was always set to zero in the deep compartments, 12 

parent material and aquifer. Following Porporato et al. (2003), SOM microbial decomposition rates are 13 

modelled using first-order kinetics: 14 

( ) ( )φ s T
p d d p B b pDEC f s f T k I C C= , (14)  

where the subscript p indicates the corresponding pool (p = l, h for litter or humus, respectively), the 15 

coefficient φ  [-] is a non-dimensional factor that accounts for a possible reduction of the decomposition rate 16 

when the SOM is poor in N and the N immobilization is not sufficient to integrate the N required by the 17 

bacteria (see Par. 2.2.4 for details), kp [L
3 T-1 M-1] is the first-order decomposition rate, computed as a 18 
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weighted average of the rates of the different organic molecules that form the pool and ( )s
df s  and ( )T

df T  1 

[-] are two activity coefficients accounting for the soil moisture and temperature effects on decomposition 2 

(Benbi and Richter, 2002; Davidson et al., 1998; Porporato et al., 2003): 3 

( )
,,   
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 (16)  

The shape of the two relationships is illustrated in Fig. 6. Panel (a) shows the influence of moisture content 4 

while (b) that of temperature. The temperature dependency of the microbial reactions (Eq. 15) is expressed 5 

using a Gaussian curve, a typical response for reactions controlled by enzymatic activity:  max
dT is the 6 

temperature at which the largest decomposition rate is attained, and  dv is the spread of the function. A 7 

typical value for  max
dT is around 25 ºC, whereas dv  is a measure of the sensitivity to temperature changes: 8 

respiration of different C pools exhibits different sensitivity (Davidson and Janssens, 2006; Gu et al., 2004). 9 

The term Ib [-] is an inhibition factor that was introduced to define the largest biomass population that the 10 

soil can sustain. This parameter is often named carrying capacity (Odum and Barrett, 2005), and it is defined 11 

as (e.g., Barry et al., 2002; Brovelli et al., 2009): 12 

 ,
max
b b

b max
b

C C
I

C

−=  (17)  

where max
bC  [M L -3] is the maximum permitted biomass concentration. The inhibition factor defined by Eq. 13 

(13) accounts for all the possible mechanisms that limit biomass growth not explicitly included in the model, 14 

such as the scarcity of nutrients other than N (e.g., P, S, etc.) or their reduced availability within the bio-15 

phase as their transport becomes limited by diffusion. The carrying capacity of the ecosystem was not 16 
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considered in the original formulation of Porporato et al. (2003) but it is crucial to obtain realistic modelling 1 

results in environments rich in nutrients where water is also abundant.  2 

The biomass decay rate BD is computed as in Porporato et al. (2003), BD = d bk C , where kd is the first-order 3 

rate of microbial lysis [T-1]. A first-order rate was also used to model abiotic SOM dissolution (MOBl and 4 

MOBh) and biomass uptake rates: 5 

, ,l m l l lMOB k m C=  (18)  

, ,h m h h hMOB k m C=  (19)  

( ) ( )γ ,w T
d d DC B d bBIO f s f T k I C C=  (20) 

where kc,l and kc,h [T
-1] are first-order rates of litter and humus mobilization, kDC [M L -3 T-1] is the rate of 6 

dissolved C returning to the biomass pool, and γ [-] is a non-dimensional inhibition factor to reduce the 7 

DOM uptake rate when the pore water is poor in N (see Par. 2.2.4). The dissolution of SOM is a kinetically 8 

controlled process, and only a fraction of the available litter and humus is soluble in water at ambient 9 

temperature (Gregorich et al., 2003; Kalbitz et al., 2000; Marschner and Kalbitz, 2003). Two parameters, ml 10 

and mh [-], were therefore introduced to specify the fraction of litter and humus that can dissolve within the 11 

time scale considered in the simulations. The mobilization rate instead should be computed as the average of 12 

the slow and fast SOM pools weighted by their relative abundance. It has been reported that microbial 13 

enzymes can foster SOM dissolution rates (Kalbitz et al., 2000; Marschner and Kalbitz, 2003): This process 14 

was not explicitly included in the model, but can be accounted for by increasing the mobilization rates. In 15 

addition to litter and humus dissolution and mobilization, root exudates also contribute to labile DOM 16 

content of soils. Organic compounds released from roots play a number of extremely important roles for 17 

plant physiology, such as protection from environmental stresses (drought, parasites, toxic compounds, e.g., 18 

metals), or plant-plant and plant-microbe communication (Rovira, 1969; Walker et al., 2003).The rates of 19 

root exudates production are extremely variable and depend on environmental and climatic factors. In 20 

experiments, it has been found that typically a fraction in the range 5-20% of the total photosynthesized C is 21 

released to the rhyzosphere as exudates (Walker et al., 2003; Yano et al., 2000). Owing to the important 22 
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ecological role of root exudates, their temporal dynamics are tightly linked to plant physiology and health 1 

and, more specifically, plants produce abundant root exudates when photosynthetic processes are active 2 

(Curiel Yuste et al., 2007; Rovira, 1969). Following (Gu et al., 2003; 2008), a plant activity function 3 

( ) ( ), 0 1p pf t f t≤ ≤  was defined: 4 

( ) ( ) ( )1 1 2 2

1 1
,

1 exp / 1 exp /pf t
t d b t d b

= −
   + − − + − −   

 (21) 

with empirical coefficients 1 2 1 2, , , b b d d  [T] that mimic the seasonal patterns of canopy photosynthetic 5 

activity. The actual rate of plant-derived DOC was modelled as: 6 

( ) ( ) ,max
i i pRE t RE f t=  (22) 

where max
iRE  [M L -3 T-1] is the maximum root exudation rate, a function of vegetation type and density. The 7 

influence of moisture content on the production of exudates is instead neglected. This is motivated by 8 

previous findings (Rovira, 1969; Walker et al., 2003) that have shown that exudate production reduces only 9 

when the moisture content falls below the wilting point, a condition that is observed rarely in riparian areas. 10 

On the other hand, in waterlogged soils or during flood events plant physiology can be influenced negatively. 11 

The effect on root exudates production is, however, unclear and is certainly limited in flood-tolerant species 12 

that are commonly found along riverbanks (Rovira, 1969; Walker et al., 2003). 13 

The total dissolved C of each soil compartment was computed combining all the above-mentioned processes,  14 

( ), , 1 , 1 ,,
  

.l i h i i i i i d i i d id i

i i i

MOB MOB RE BIO Z L C LCdC

dt s n Z
− −+ + − + −

=  (23)  

DOC in rainwater is normally very low relative to soil porewaters, and therefore negligible concentrations 15 

are present in infiltrating rainwater in the first compartment (Cd,0 = 0). In other conditions, however, for 16 

example during a flood, the water infiltrating into the soil profile can be rich in DOM, as accounted for in the 17 

model. 18 
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During OM degradation and decomposition, CO2 is generated. Since respiration is frequently measured in 1 

soil field studies, the model was designed to compute inorganic C production from each compartment, 2 

( )2,CO

, , .i

r l i h i i

dC
r DEC DEC BIO

dt
= + +  (24)  

2.3.2 Soil organic nitrogen 3 

The turnover of organic N in the mobile and immobile OM pools corresponds to the C balance equations 4 

scaled by the appropriate C/N ratio (Fig. 5), and is computed as: 5 

( ) ( ) ( ) ( )
, , ,

, , , ,

,
/ / / /

l i l i l ii i

i add i b i l i l i

dN DEC MOBADD BD

dt Z C N C N C N C N
= + − −  (25)  

( ) ( ) ( )
, , , ,

, , ,

,
/ / /

h i l i h i h i
h

h i h i h i
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r

dt C N C N C N
= − −  (26)  
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( / ) ( / ) ( / ) ( / )

,

l i h i i
i i d i i d i

l i h i r b id i

i i i

MOB MOB RE BIO
Z L N L N

C N C N C N C NdN

dt s n Z

− −

 
+ + − + − 

 =  
(28)  

where Nl, Nh and Nb [M L -3] are, respectively, the N concentrations in the litter, humus and biomass pools, 6 

(C/N)add, (C/N)l, (C/N)h, (C/N)b, (C/N)d and (C/N)r [-] are, respectively, the C:N ratios of added organic 7 

matter, litter, humus, biomass, dissolved organic pools and root exudates, Φ and Γ are N sources/sinks from 8 

the mineral pools (nitrate and ammonia) and are relevant to the immobile SOM and to the DOM, 9 

respectively. The physical meaning of the terms Φ and Γ is discussed in detail in Par. 2.2.4. 10 

2.3.3 Soil inorganic nitrogen 11 

Inorganic N (ammonium, N+ and nitrate, N-, [M L -3]) concentrations result from the balance between 12 

transport, mineralization and immobilization. Immobilization occurs when the OM (immobile and/or 13 
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dissolved) is poor in N, ( ) ( )/  /
bio OM

C N C N> , while mineralization takes place if there is an N surplus, 1 

( ) ( )/  /
bio OM

C N C N< (Porporato et al., 2003). For each compartment, the inorganic N pools and N gases 2 

(N2 and N2O), Ng, were computed as: 3 

1 1 ,(
,

)i i i i i i i i d i ii

i i i

L a N L a N MIN UP NIT IMM IMM ZdN

dt s n Z

+ + + + + + ++
− − − − − −

=
+ −

 (29)  

1 1 ,( )
,i i i i i i i d i i i ii

i i i

L a N L a N NIT UP IMM IMM MIN DENITdN

dt s n Z

Z− − − − − − −−
− − − + − − − + −

=  (30)  

, ,g i
i

dN
DENIT

dt
=  (31)  

where UP± are the plant N uptake rates [M L-3 T-1], MIN is the mineralization rate [M L-3 T-1], IMM± are the 4 

immobilization rates [M L-3 T-1], NIT and DENIT [M L -3 T-1] are the nitrification and denitrification rates, 5 

respectively. The dimensionless coefficients a± (0 1a±≤ ≤ ) are the mobile fractions of ammonium and 6 

nitrate: Since ammonium is strongly adsorbed onto the soil clays, it is assumed that nitrate is mobile (a- = 1) 7 

while ammonium is not (a+ 
≈ 0.1) (Porporato et al., 2003). Consequently, only a small fraction of ammonia 8 

can reach the deep horizons, while nitrate easily reaches the watertable (unless it is removed by 9 

denitrification). 10 

Plant N uptake is a complex process, and not understood completely. A similar approach to that of Porporato 11 

et al. (2003) was adopted, which is outlined briefly. The approach assumed that the total uptake rate UP±  is 12 

a linear combination of two processes, passive ( ) pUP± and active ( ) pUP± uptake. Passive uptake is a function 13 

of plant transpiration, and reduces as the soil dries. Active uptake is closely related to the plant metabolic 14 

processes: The plant compensates for the N deficit by pumping the N available from the pore solution to the 15 

roots. Active uptake is a function of both soil moisture content and availability of inorganic N near the roots. 16 

If N is not available (or has already been taken up), the process halts. The total plant uptake is computed as 17 

the sum of the passive and active terms, this latter scaled by the plant seasonal activity coefficient (Eq. 21), 18 
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( ) p p aUP UP f t UP± ± ±= + . The scaling parameter fp is introduced to account for the reduction in nutrient 1 

uptake in periods where the vegetation metabolic activity is reduced. 2 

In riparian zones, the primary mechanisms of nitrate removal are denitrification (conversion to gaseous 3 

forms of N) and plant uptake (Hill et al., 2000), whereas NH4
+ typically undergoes oxidation to NO3 and 4 

plant uptake (Lorah et al., 2009). Nitrification and denitrification rates are modelled as first-order processes 5 

(Heinen, 2006; Porporato et al., 2003), but unlike the model presented by Porporato et al. (2003), the 6 

dependence on carbon biomass is neglected: 7 

( ) ( ) ,s T
n n nNIT k f s f T N+=  (32)  

( ) ( ) ,s T
dn dn dnDENIT k f s f T N−=  (33)  

where kn [T
-1] is the nitrification rate, ( )s

nf s  and ( ) T
nf T are dimensionless activity coefficients describing 8 

the effect of soil moisture and temperature on ammonium transformation, kdn [T
-1], ( )s

dnf s  and ( ) T
dnf T are 9 

the first-order rate, soil saturation and temperature activity coefficients for denitrification. Discarding the 10 

dependence of nitrification and denitrification rates from biomass is equivalent to assuming that (i) the 11 

transformations involving inorganic N pools only are performed by microbial consortia different from the 12 

heterotrophs and (ii) that the rates are only weakly sensitive to changes in biomass density compared to other 13 

sources of variability. This second assumption is valid because the moisture content (and, ultimately, oxygen 14 

availability) is the key environmental controlling factor (Arah and Vinten, 1995; Heinen, 2006; Paul and 15 

Clark, 1996). The first assumption is justified for nitrification because nitrifying bacteria are 16 

chemoautotrophs and use CO2 as a carbon source (Paul and Clark, 1996). Instead, microorganisms using 17 

nitrate as an electron acceptor are mainly heterotrophic, but only a (relatively small) fraction of the total soil 18 

biomass population is able to reduce nitrates (Paul and Clark, 1996). It is therefore reasonable to neglect the 19 

correlation between nitrification rate and carbon biomass. 20 

Temperature variations of nitrification and denitrification rates were modelled using the same function 21 

applied to decomposition Eq. (15), although coefficients can be different. Moisture dependency of 22 

nitrification was instead modelled as: 23 
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While nitrification reaches an optimal value near field capacity, and decreases as the water content increases 1 

to saturation (Fig. 6a), denitrification shows contrasting behaviour. In fact, nitrification consumes the oxygen 2 

dissolved in the pore solution, and so oxygen availability becomes diffusion-limited as saturation increases. 3 

Denitrification instead occurs in anoxic (reducing) conditions and therefore the denitrification rate 4 

approaches a maximum as the soil profile becomes fully saturated. Oxygen diffusion coefficients are non-5 

linear in relation to the air-filled pore space, so a steep non-linear relationship is used for the water content 6 

reduction function (Grundmann and Rolston, 1987; Heinen, 2006), as shown in Fig. 6a: 7 

( ) ( )
3
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1  
fc

dn fc
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s s
f s H s s

s

 −
= −   − 

 (35)  

2.3.4 N mineralization and immobilization 8 

In the model of Porporato et al. (2003), N availability and dynamics control the SOM turnover rate. In 9 

particular, the model is designed so that the biomass C/N value remains constant, a necessary condition for 10 

life. Therefore, biomass can only grow (i.e., decompose the SOM) if enough N is available to preserve the 11 

target C/N. This condition can only be achieved in two cases: (i) the C/N value of the decomposable SOM is 12 

equal or larger than that of the biomass, or (ii) mineral N is available and biomass can convert it into organic 13 

forms via immobilization. Mineral N pools are formed when the C/N of the SOM is larger than that of the 14 

biomass, and therefore N is available in excess. Organic forms of N (for example amino acids, peptides, 15 

proteins, etc.) are converted to nitrate and ammonium via mineralization. Therefore, not only the amount of 16 

litter added to the soil is an important factor controlling the turnover rate, but also its quality. This will be 17 

examined in detail in the next section. Porporato et al. (2003) defined two interrelated variables to reduce the 18 

SOM decomposition rate when N is the limiting factor. The first variable, Φ, is the net N flux from/to the 19 

mineral pools, i.e., mineralization (MIN) or immobilization (IMM), ( ) Φ ΦMIN H=  and IMM  = 20 
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( )Φ ΦH− − . Note that in the following the subscripts SOM and DOM indicate to which OM pool the 1 

immobilization process is relevant. Following Porporato et al. (2003), the Φ parameter is computed to 2 

maintain the biomass C/N constant: 3 

( ) ( )/
/ 0.b b b

b

d C N dC dN
C N

dt dt dt
= − =  (36)  

Eq. (36) is easily solved after combining the biomass C and N balance equations, and leads to an expression 4 

that can be used to compute Φ (Porporato et al., 2003). A second variable, φ, is used to reduce the SOM 5 

decomposition rate when immobilization is not sufficient to cover the N deficit. N immobilization is a 6 

kinetically controlled process, and its rate is defined by mineral N availability, biomass concentration and 7 

activity: 8 

( ) ( ) ( ) ,s T
max d d bIMM k N k N f s f T C+ + − −= +  (37)  

where k+  and  k− [L 3 T-1 M-1] are first-order ammonium and nitrate immobilization rates. When the 9 

potential immobilization is larger than the maximum ( SOM maxIMM IMM> ), φ 1<  and the decomposition 10 

rate is reduced (see Porporato et al., 2003 for details on how this condition is implemented). The original 11 

formulation of the model, however, only considers decomposition of the immobile SOM (litter and humus). 12 

The model was therefore updated to consider a similar reduction of the biomass uptake from the dissolved 13 

organic matter. The net flux among mineral N pools and DOM, Γ , is given by: 14 

( ) ( ) ( ) ( )
11

Γ  .
/ /

s T r
d d DC b d

DC b

r
f s f T k C C

C N C N

 −= − 
  

 (38)  

Mineralization again takes place if the net N flux is positive, ( ) Γ ΓDOMMIN H= , while immobilization 15 

occurs if there is a deficit of N, ( ) Γ ΓDOMIMM H= − − . When the dissolved organic pool is deficient in N, 16 

( ) ( )/ /
d b

C N C N< , soil biomass can uptake N from the mineral pools, unless the total immobilization rate 17 

exceeds the maximum, SOM DOM maxIMM IMM IMM+ ≤ . In this case, it is assumed that biomass consumes 18 
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preferentially the DOM, since it is more bio-available. A parameter, γ, is used to reduce the biomass uptake 1 

of DOM in case the N immobilization is larger than maxIMM , i.e., DOM maxIMM IMM> . In this case, the 2 

DOM decomposition reduction factor is computed as: 3 

( ) ( )
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(39)  

while SOM decomposition is halted, i.e., φ 0= . 4 

As for the SOM pools, immobilization to meet DOM requirements is a linear combination of the nitrate and 5 

ammonia mobilization rates,   DOM DOM DOMIMM IMM IMM+ −= + : 6 
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k N
IMM IMM

k N k N

+ +
+

+ + − −=
+

 (40)  
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(41)  

3. Influence of litter inputs characteristics on soil quality 7 

In this section, a simplified but realistic scenario is presented to illustrate model functioning, to verify its 8 

correct implementation, and to ascertain whether modelling assumptions are valid and result in realistic 9 

estimates of the soil properties. For this purpose, a base case was set up using parameters taken from the 10 

literature and predictions at steady state were compared with the ranges reported in the literature for soils in 11 

similar environmental conditions (climate and vegetation characteristics). 12 

3.1 Base case description 13 

All the simulations presented in the following are relevant to a riparian soil in a deciduous forest in a 14 

temperate climate (topsoil temperature varied between -5 and 25°C). Rainfall followed a seasonal behaviour, 15 

with two wet seasons (spring and fall) and two relatively dry periods (winter and summer), with an average 16 

daily rate in the range of 2.25 - 3.75 mm d-1, as shown in Fig. 7. Owing to the high total amount of 17 
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precipitation (about 1 m y-1 on average), the relatively slow drainage rate (1 < F < 2 depending on the 1 

season) and the presence of a shallow aquifer (regional watertable at a depth of 1.1 m), soil moisture was 2 

seldom a limiting factor for soil biota. The base case was designed to be representative of a structured soil in 3 

natural conditions in a riparian zone. Table 1 lists the physical properties of the soil, with the biogeochemical 4 

model parameters reported in Table 2, together with the corresponding literature range. Average values were 5 

used, except for the first-order SOM dissolution rate. For this parameter, a value close to the lower bound 6 

was used to prevent exceedingly high concentrations of dissolved OM in the pore solution. 7 

According to Bell (1978) and Futter et al. (2007), the litter input rates in the topsoil and root zone can be 8 

approximated as a combination of two components, a value constant through the year (due, e.g., to macro-9 

fauna, dead roots, etc.) and a seasonal component (i.e., fallen leaves) with a Gaussian density function 10 

having its maximum in autumn (around mid-October for the northern hemisphere). The litter inputs in the 11 

shallower compartments were therefore computed as: 12 

( )2

2
( ) exp , 1 365,

2  i i i

t b
ADD t r a t

c

 −
= + − ≤ ≤ 

  
 (42)  

where t is the day of the year, r i [gC m-2 d-1] is the constant input rate, ai [gC m-2 d-1] is the maximum litter 13 

input rate due to fallen leaves, b [d] is the time at which the maximum rate occurs and c [d] the characteristic 14 

width of the Gaussian function, which controls the length of the period with significant litter input in the soil 15 

from fallen leaves. The litter input rate for the base case is plotted in Fig. 7, and the parameters used in the 16 

different scenarios are reported in Table 3. In all the simulations it was assumed that the seasonal component 17 

contributed to the topsoil only (i.e., 2 0a = ), with input from September to end of November and the 18 

maximum around mid-October (b = 285 d and c = 21.6 d), as illustrated in Fig. 7. 19 

3.2 Model predictions for the base case 20 

The model was run to simulate a period of 500 y. Model predictions at steady state were compared with 21 

literature values for a comparable soil (similar climate and vegetation). To identify the length scale required 22 

for the soil profile to reach steady state conditions, the simulated time series of the soil immobile pools 23 

where smoothed using a moving average filter (window of 5 y) and compared with the average values in the 24 
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last 50 y. The results are shown in Fig. 8 for the topsoil (panel a, left) and root zone (panel b, right). For the 1 

topsoil (Fig. 8a), steady state concentrations are only obtained after about 100 y, whereas in the root zone 2 

(Fig. 8a) even after 200 y the litter pool shows large fluctuations, although the mean value remains 3 

approximately constant. While the exact value depends on the parameters and initial conditions used, this 4 

result suggests that soils reach equilibrium slowly and that if the environmental conditions (for example, 5 

climate) change, the effects on soil functioning and nutrient stocks will become evident with a large delay. 6 

Model predictions at steady state (average value ±1 standard deviation) are reported in Table 4. The 7 

comparison shows that model results fall within the literature ranges for a deciduous forest soil. Since the 8 

ranges are rather broad, the satisfactory comparison only indicates that the model captures correctly key 9 

processes governing the SOM dynamics in the different compartments. Further comparison with more 10 

detailed data was conducted to validate better the fast (i.e., at the daily/monthly time scale) dynamics of OM 11 

and was presented elsewhere (Batlle-Aguilar et al., 2012). The main discrepancy between measurements and 12 

model predictions concerns the DOM in the root zone, in that the model over-predicts the expected value by 13 

a factor of about 2.5. In order to correct this value, the dissolution rate was reduced, and a value close to the 14 

lower limit of the range found in the literature was used (Table 2). Indeed, other works (Chantigny, 2003; 15 

Kalbitz et al., 2000; Zsolnay, 1996) report values as high as 400 mgC l-1 for the average DOC concentration 16 

in the upper part of forest soils (organic horizons and root zone), and therefore the model estimate could be 17 

regarded as being acceptable. This mismatch however confirms the incomplete knowledge of the 18 

mechanisms controlling DOM dynamics and the large uncertainties regarding the dissolution and turnover 19 

parameters (Kalbitz et al., 2000; 2003). 20 

The dynamics of the organic and inorganic pools depends on a combination of processes occurring at 21 

different time scales, from daily (precipitation occurrence), seasonal (amount of rainfall) to annual (litter 22 

input). To understand how the different pools respond to the periodic fluctuations, and to identify the main 23 

environmental forcing factors for each pool, the frequency distribution of the simulated time series of 24 

concentrations were computed. Spectral analysis of the model results was carried out (MATLAB’s FFT 25 

function was applied) and the resulting power was normalized using the largest value of each spectrum, so 26 

that it was possible to compare the dominant frequencies of each pool and each compartment. Results are 27 

reported in Fig. 9 for the topsoil (top panels) and root zone (bottom panels). The left column displays the 28 
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power spectra of the immobile C pools, while the column on the right shows the corresponding plot for 1 

DOM, CO2 and denitrification products. The spectra in the Fig. 9 plots reveal that all the pools in all 2 

compartments respond at the three dominant frequencies. The processes more sensitive to the seasonal 3 

component (ω = 0.5 y-1) are those that depend on the excess of water in the soil and temperature variations, 4 

OM dissolution and denitrification in all the soil layers, followed by respiration in the root zone and parent 5 

material. This indicates that during the wet periods, soil becomes waterlogged and consequently respiration 6 

slows down while denitrification increases. Immobile C pools and respiration in the topsoil respond strongly 7 

at the 1 y-1 frequency, i.e., to litter addition in fall. In the deeper horizons, however, only DOM, C biomass 8 

and respiration fluctuate at the same time scale, since leaf litter is deposited on the topsoil only. Due to the 9 

availability of water (the maximum litter input occurs in a period with high rainfall intensity, see Fig. 7), 10 

fresh litter dissolves and is transported to the deeper horizon, where it is consumed by biomass. The soil 11 

system also shows fluctuations at much longer time scales, with a period (of the dominant component) of 12 

about 100 y for the topsoil, and 60 y for the root zone. Numerical experiments conducted to clarify which 13 

process was responsible for these low frequency oscillations showed that they disappear when the litter and 14 

humus dissolution rates were decreased to 2 × 10-5 d-1, while they were poorly sensitive to increasing 15 

decomposition and lysis rates. In other words, as SOM dissolution became negligible compared to biological 16 

decomposition the long wavelength oscillations disappeared. The balance between dissolution and 17 

decomposition triggers the long period oscillations. Abiotic dissolution is proportional to the amount of litter 18 

and humus in the soil, but also controls the amount of these stocks in two ways: (i) directly, the larger the 19 

dissolution the faster immobile SOM pools are reduced, and (ii) indirectly, the decomposition rate is 20 

proportional to the concentration of biomass, which – owing to the larger bio-availability of dissolved OM 21 

compared to that of litter and humus – is in turn very sensitive to OM concentration in the pore water.  22 

4. Summary and conclusions 23 

Sophisticated numerical models are useful tools to understand the functioning and OM turnover in soils, and 24 

ultimately to predict possible changes in soil quality and fertility. Their application, however, requires that 25 

values of the key environmental forcing variables – such as precipitation time series and litter input – are 26 

reliable. A crucial but very difficult aspect of the application of models to soils is their validation with 27 

experimental data. The simulator presented in this work made predictions that agreed well with the ranges 28 
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expected from the literature, without calibrating any model parameters. It was however found that the 1 

processes governing the dynamics of DOM are still to be clarified in detail, and measurements reported in 2 

the literature were not always consistent. This indicates the need to conduct further research on these aspects. 3 

The predictions presented here however only indicate that the RSM is able to reproduce long-term variations 4 

of the SOM stocks. A more detailed comparison was conducted and is reported by Batlle-Aguilar et al. 5 

(2012). 6 

Modelling results stressed the importance of environmental conditions on SOM cycling in soils. The mineral 7 

and organic C and N stocks fluctuate at different time scales in response to oscillations in precipitation, 8 

temperature and litter input rates, a condition also observed in the field (e.g., Haddad et al., 2002). Most of 9 

dominant frequencies in the power spectra of the model predictions were related to climate or vegetation. 10 

Low frequency fluctuations with a period of 10-100 y associated with dissolution and decomposition 11 

processes were also observed. A sensitivity analysis indicated that these oscillations are controlled by the 12 

balance between biological (decomposition) and abiotic (dissolution) processes acting on the immobile SOM 13 

stocks. Due to the large number of variables, parameter identification is difficult and small errors in the 14 

choice of the more sensitive parameters (primarily the first-order degradation rates) can have a large effect of 15 

model results and also affect the time scales associated with the model response (fluctuations of the nutrient 16 

pools and time needed to reach steady state). The long time needed to reach steady state raises the question 17 

of what is the more suitable initial condition in real applications. In general, this is dictated by the field 18 

condition. For a mature, well-developed soil in a stable environment, it is appropriate to use the results 19 

obtained after running the model to steady state. On young, undeveloped soils, such as in the case of a 20 

gravel/sand bar recently deposited and poorly colonized by vegetation, it would perhaps be more correct to 21 

define the initial condition assuming a relatively low OM, mineral N and biomass content. 22 
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 264 

Tables 265 

Table 1. Physical and hydraulic parameters of each compartment. The tortuosity index was taken from the 266 

literature (Porporato et al., 2003). 267 

Parameter Units Topsoil Root zone Parent material Aquifer 

Thickness (Z) m 0.1 0.5 0.5 1.0 

Porosity (n) - 0.45 0.39 0.3 0.25 

Field capacity (sfc) - 0.4 0.3 0.25 0.25 

Capillary fringe saturation (sCF) - 0.85 0.85 0.85 0.85 

Tortuosity index (d) - 1.5 1.5 1.5 1.5 

268 
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 269 

Table 2. Parameters of the biogeochemical model and their typical ranges. A soil bulk density of 1500 kg 270 

m-3 was assumed to convert units when appropriate. 271 

Parameter Units Value Typical range Sources 

kl m3 d-1 gC-1 2.5 × 10-5 2 × 10-4 – 5 × 10-6 Paul and Clark (1996), Sumner 

(2000), D’Odorico et al. (2003), 

Hefting et al. (2005) 

kh m3 d-1 gC-1 2.5 × 10-5 2 × 10-4 – 5 × 10-6 

kd d-1 6.5 × 10-3 10-1 – 10-3 

Bmax gC m-3 4000 5 × 102 – 5 × 103 Paul and Clark (1996) 

km,l d-1 10-3 5 × 10-1 – 10-4 Gödde et al. (1996), Chantigny 

(2003), Gregorich et al. (2003), 

Bengtson and Bengtsson (2007) 

km,h d-1 10-3 5 × 10-1 – 10-4 

kDC m3 d-1 gC-1 5 × 10-4 10-2 – 10-6 

C/Nbio - 11.5 4 – 15 Paul and Clark (1996), D’Odorico 

et al. (2003) rr - 0.5 0.1 – 0.6 

rh - 0.25 0.1 – 0.4 Jenkinson et al. (1990), D’Odorico 

et al. (2003), Nesme et al. (2005) 

kn d-1 0.6 0.45 – 7.5 Sumner (2000), D’Odorico et al. 

(2003) 

kdn d-1 0.1 10-3 – 1 Sumner (2000), Heinen (2006) 

272 
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 273 

Table 3. Litter input quality and quantity for the scenarios considered. The input rates and C/N ratios are 274 

typical for a deciduous forest soil in a temperate climate, with vegetation composed of, for example, oak, 275 

maple, beach and elms (Lovett et al., 2002; McClaugherty et al., 1985; Tietema et al., 1998). 276 

Case 
Litter input rate (g m-2) C/Nadd 

a1 r1 r2 Topsoil Root zone 

Base case 15 1.5 1.5 20 20 

A 15 3.0 3.0 20 20 

B 15 3.0 3.0 15 30 

C 25 2.5 2.5 15 30 

D* 15 1.5 1.5 20 20 

E 15 3.0 3.0 25 35 

V1 2.5 1.0 1.0 20 20 

V2 2.5 1.0 1.0 25 35 

* Same litter parameters of case A. The initial concentrations of the mineral N pools were different.277 
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 278 

Table 4. Model results (base case) and typical values in a temperate climate. 279 

Property Model 

predictions 

Typical range Units Sources 

Bacteria, topsoil 2886.1 ± 10.7 500 – 3000 * gC m-3 Paul and Clark (1996) 

Bacteria, root zone 572.4 ± 10.7 50 – 1000 * gC m-3 Paul and Clark (1996) 

C 1.34 ± 0.03  1 – 9 × 104 g m-3 Paul and Clark (1996) 

C/N 18.81 ± 0.03 18 – 25 - Paul and Clark (1996) 

CO2 efflux 5.24 ± 0.53 0.5 – 5 g m-2 d-1 Borken et al. (1999) 

DOC, topsoil 293.3 ± 141.9 50 – 300 mgC l-1 Borken et al. (1999), Kalbitz et al. 

(2000), Fröberg et al. (2003), 

Glatzel et al. (2003), Yano et al. 

(2004) 

DOC, root zone 97.0 ± 18.8 5 – 70 mgC l-1 

NH4-N 2.7± 0.14 0.1 – 7.3 gNH4-N m-2 d-1 Breuer et al. (2002) 

NH4-N 33.4 ± 1.2 27.5 ± 12.9 % of total N Paul and Clark (1996)  

N gaseous loss 2.5 ± 0.3 0 – 30 % of total N Paul and Clark (1996) 

* Converted from cell gsoil
-1 to gC msoil

-3 assuming 0.2 × 10-12 gC cell-1 (Bratbak and Dundas 1984; Norland et 280 

al., 1987) and a soil bulk density of 1500 kg m-3281 
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Figure captions 282 

Fig. 1. Conceptual representation of the soil profile used in the model. The soil was subdivided into four 283 

functional units (compartments), each considered to be homogeneous. A mass-balance approach is used for 284 

the water and solute exchange among the compartments. 285 

Fig. 2. Change in moisture content in different soil compartments as a function of F and the illustrated 286 

precipitation. The dimensionless parameter F indicates whether infiltration or leakage dominates the soil 287 

moisture dynamics. Panel (a) shows the precipitation regime considered, while panels (b) to (d) report the 288 

moisture content in the three shallower compartments. Depending on F, the soil is permanently saturated (F 289 

≫ 1), drained (F ≪ 1) or the moisture content fluctuates following the amount of precipitation (F ≈ 1). 290 

Fig. 3. Simulated temperature changes in the three variably saturated compartments. High frequency 291 

fluctuations are damped in the deep layers, and a phase shift appears. The signal propagation from the topsoil 292 

is controlled by heat diffusivity, which in turn depends on soil porosity and moisture content. 293 

Fig. 4. Overview of the C turnover model. Arrows show the direction of C transfer, solid lines are transfers 294 

within the soil profile, and dashed lines show import and export from the given compartment. The same 295 

reaction network is used for each compartment. 296 

Fig. 5. Soil N turnover model for compartment i. Arrows show the direction of N transfer, solid lines are 297 

transfers within the soil profile, and dashed lines show import and export from the given compartment. The 298 

thick dashed line divides the organic and inorganic N pools. 299 

Fig. 6. Activity of different soil biomass consortia as a function of water saturation (Panel a): heterotrophs 300 

(fd), nitrifiers (fn) and denitrifiers (fdn). These functions were used in Eqs. 11, 16, 26 and 27. The right panel 301 

(b) shows the function used to account for the influence of temperature on microbial transformations. 302 

Fig. 7. Litter input rate in the topsoil from a temperate deciduous forest (dashed blue line) and mean daily 303 

rainfall for the period considered (solid line, green). The litter input rate is relevant to the base case (Table 304 

3). The average precipitation rate was smoothed using a moving average with a window size of 20 d. 305 
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Fig. 8. Time required to reach the steady-state concentration of litter, humus and biomass content in the 306 

topsoil (a) and root zone (b). The concentration time series are smoothed using a moving average with a 307 

window of 5 y, and divided by the average concentration at steady state (after 500 y) to compute the relative 308 

distance from steady state. This is reached after about 80-100 y. Only results at the steady state (t > 100 y) 309 

were considered for the following plots. 310 

Fig. 9. Normalised power spectra for selected C and N pools in the first compartment (top panels) and root 311 

zone (bottom panels). In the topsoil, litter input (ω = 1 y-1) and precipitation (season behaviour, ω = 0.5 y-1) 312 

dominate the spectra of all pools. On the contrary, seasonal and annual fluctuations dominate in the root 313 

zone, and the low frequency fluctuations (the maximum power occurs with a period of about 60 y) are 314 

observed for all the immobile C pools. While in the topsoil the dynamics of litter is dominated by litter fall, 315 

in the root zone the same pool is more sensitive to dissolution and decomposition, the two processes 316 

responsible for the low frequency oscillations.317 
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