Metadata, citation and similar papers at core.ac.uk

Provided by Infoscience - Ecole polytechnique fédérale de Lausanne

3 Analysisof carbon and nitrogen dynamicsin riparian soils. M oddl

4 development

6 A.Brovelli ', J. Batlle-Aguilar, D.A. Barry

9 Ecological Engineering Laboratory, Institute of Enanmental Engineering, Faculté de 'Environnement
10  Naturel, Architectural et Construit (ENAC), Ecolelftechnique Fédérale de Lausanne (EPFL), Statjon 2

11 1015 Lausanne, Switzerlafalessandro.brovelli@epfl.ciindrew.barry@epfl.ch

12 *Now at National Centre for Groundwater Research @raining (NCGRT), School of the Environment, Firsl

13  University, GPO Box 2100, Adelaide, South Austral@1, Australia. Emailjordi.batlleaguilar@flinders.edu.au

14

15

16

17 Accepted for publication iGcience of the Total Environment
18 9 April 2012

19

20

21

22  * Corresponding author, ph.: +41 (0) 21 693 59f49; +41 (0) 21 693 80 35


https://core.ac.uk/display/147975591?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1

NRPRRRRPRRRRERE
COWONOUURWNRFRPOOONOUIAWN

21
22
23

24
25

Abstract

The quality of riparian soils and their abilitylaffer contaminant releases to aquifers and streaens
connected intimately to moisture content and notréynamics, in particular of carbon (C) and nigndN).
A multi-compartment model — named the Riparian Stwtlel (RSM) — was developed to help investigate
the influence and importance of environmental patans, climatic factors and management practices on
soil ecosystem functioning in riparian areas. Thglehimproves existing tools, in particular regaglits
capability to simulate a wide range of temporales@rom days to centuries, along with its abitiypredict
the concentration and vertical distribution of diged organic matter (DOM). It was found that DOM
concentration controls the amount of soil organatter (SOM) stored in the soil as well as the megjon
rate. The moisture content was computed usingailéétwater budget approach, assuming that withatne
time step all the water above field capacity drainghe layer underneath, until it becomes fulljussted. A
mass balance approach was also used for nutréargport, whereas the biogeochemical reaction nktwor
was developed as an extension of an existing Q\atodnover model. Temperature changes across the so
profile were simulated analytically, assuming pditcdemperature changes in the topsoil. To veligy t
consistency of model predictions and to illustitgecapabilities, a synthetic but realistic soibfile in a
deciduous forest was simulated. Model parameters ta&en from the literature, and model predictions
were consistent with experimental observationafsimilar scenario. Modelling results stressed the
importance of environmental conditions on SOM gwglin soils. The mineral and organic C and N stocks
fluctuate at different time scales in responsestliations in climatic conditions and vegetation
inputs/uptake.

Keywords

Ecohydrology, nutrient dynamics, soil restoratisoi] organic matter, RECORD project, numerical
modeling, water budget
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1. I ntroduction

Sustainable management of riparian soils is of @rynimportance to preserve natural ecosystem
functioning. Riparian zones are sources of ecosyfi@ctions and services including biodiversitydpaits,
water quality enhancement, and recreation siteagBn et al., 1981; Naiman and Decamps, 1997).
Throughout the world, the ecological condition afural riparian systems has declined due to a nuofbe
factors, including streamflow regulation, floodplalevelopment, channelization, and the spread f no
native species (Naiman and Decamps, 1997; Naimah, &005). Consequently, restoration of ripaaasas
has become a global management priority (Hughak,&005; Hughes and Rood, 2003; Webb and Erskine,

2003).

Soil ecosystem functioning is connected intimatelgoil organic matter (SOM) turnover, a set of ptew
and intertwined biological processes that recyaéidresidues (such as plant litter, dead orgasjstt.) to
inorganic molecules. Environmental and climatiddes affect decomposition rates, the biologicaivégtof
the soil and ultimately SOM cycling (Laio et alg®; Porporato et al., 2003). Soil moisture hasectd
influence on the processes mediated by the sd# lfpedofauna, bacteria, fungi, etc.) because aptim
decomposition rates are achieved only in a naradwration range (Bell et al., 2008; Ju et al., 2006
Porporato et al., 2003; Van Gestel et al., 1998)in@ to the strong dependence of ecological praess
soil moisture, linear and non-linear interactiond éeedbacks exist between hydrological processeésail
ecosystem functioning (Curiel Yuste et al., 2007s9dn et al., 2005; Scott-Denton et al., 2006; Gastel
et al., 1993), with rainfall and temperature flattans being the major external forcing factorshef
climate-soil-vegetation system (Davidson and Jarsss#)06; Gu et al., 2004; Porporato and D’Odorico,
2004; Rodriguez-lturbe et al., 1999). Changes étipitation characteristics affect the releaseohilde OM
components to the pore water (Park and Matznei3;28@nderman et al., 2008), and therefore poténtial
modify nutrient cycling, soil functioning and carbstocks in organic horizons (Froberg et al., 2008
amount, quality and distribution of DOM has an impat ecological significance (Kalbitz and Kaiser,
2003), and understanding its dynamics is of ciliiitgportance for studying and predicting the fuaotng of

soil ecosystems, rates of weathering and contarmmiefgase (e.g., Kalbitz et al., 2003; Kalbitz let 2000;
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Marschner and Kalbitz, 2003). Variations in thenatic conditions — for example, the future increafse
extreme precipitation events foreseen by many melegical models (e.g., Trenberth et al., 2003)il- w
impact SOM stocks, possibly contributing to inceegeeen-house gases release — i.e,, a0 NO — and to

decrease soil fertility.

A second crucial external forcing factor for SOMlail productivity — related to vegetation rathean to
climate — is the amount and quality of the litigout (Dent et al., 2006; Elliott et al., 1993; Manket al.,
2008; Paul et al., 2001; Sgrensen, 1974). In pdaticthe C to N ratio (C/N) of the added littemisery
sensitive parameter. The importance of freshly diépa litter on soil activity was confirmed in amber of
recent studies measuring €@oduction (Rasmussen et al., 2007; 2008). Imarktory experiment, Crow
et al. (2009) found that doubling the litter inpgtcelerated soil respiration in an unpredictablanmea It
was proposed that the unexpected increase wasddétathe additional nutrient availability in therp
solution. This finding has implications for the ésterm soil nutrient balance because it suggeatsiiie
increased plant productivity might deplete soilt@cks rather than contribute to €&equestration. Litter
input rates and their temporal patterns are matiiflowing a change in soil use: As a consequetiheeC
and N stocks, soil fertility and DOM dynamics alered in manner that is difficult to predict (Batl

Aguilar et al., 2011; Chantigny, 2003; Kalbitz & 2000).

To summarize, numerous experimental observations highlighted the importance of SOM changes at
multiple time scales, from daily to inter-annuaheTdistribution of the soil C and N immobile stodks
different horizons and the dissolved organic ma&M) dynamics are important for understandingd soi
guality and functioning, and to foresee possiblgati@mn in nutrient turnover following a change in
ecosystem management. The goal of this work wdstelop a numerical tool able to simulate SOM
turnover in riparian soils with natural or semiuna vegetation (grassland or forest). The devalapedel

can be used to improve and facilitate the desigestbration schemes.

2. M odel development

The model is based on the assumptions that th@sdile being studied can be sub-divided in a nendf
functional units — named layers or compartmentsd-that within each layer the soil is homogenedhe.

number of layers used in the existing simulatosgaisable, from batch (one compartment) to more
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complicated multi-layer models ranging from 2 todnpartments (Botter et al., 2006; Daly et al.,&00
Garnier et al., 2001; Hansen et al., 1991; Jenkiasal Coleman, 2008; Porporato et al., 2003) affid éty
discretized meshes (e.g., PASTIS model, Lafoli®1)9Previous works have shown that, dependindnen t
complexity of the soil, the optimal number of comtp@ents is between 4 and 10, such as in the RothC
(Jenkinson and Coleman, 2008; Jenkinson and Ray®ér,), CENTURY (Kirschbaum and Paul, 2002;
Parton et al., 1987) and IBIS (Kucharik et al., @0®odels. The soil nutrient dynamics simulatorspreaed
in the following, named the Riparian Soil Model (5 is one-dimensional and multi-compartment. The
mathematical description of nutrient turnover iseatended version of the biogeochemical reactidwaork
used in many existing simulators, such as the CEBRY @nd RothC models (Jenkinson et al., 1990;
Jenkinson and Coleman, 2008; Parton et al., 19®7ntroduce the RSM, the same terminology and
notation used recently by Porporato et al. (2093)dopted. The main features of the simulator epected

in Fig. 1 and can be summarized as follows:

» Soil profile discretisationThe RSM considers a soil profile composed of fitferent functional units

found in riparian soils. The units represent (8 thpsoil, a shallow layer rich in freshly depogdiOM,

(i) the root zone, where most of the biologicalnsformations take place and nutrients and wager ar
available for plants, (iii) the parent material f@drock), the deep mineral horizon scarcely medifiy
pedogenetic processes, and (iv) the aquifer, therlmost layer that remains permanently water-stadra
and where oxygen availability is diffusion-limitefdor each compartment, the physical properties
(porosity, thickness, water holding capacity, eandl the biological transformation rates can beayaed
independently. Evapotranspiration and plant nutnigmake were limited to the two shallower

compartments where roots are present.

* Water and solute transpofithe moisture content of each compartment was otgdpusing a water-
budget approach, described in detail in Par. Zh&. Moisture dynamics are controlled by climate —
precipitation, evapotranspiration — and by the patgproperties of the soil substrate, e.g., whtdding
capacity and aquifer dynamics. The soluble SOMtivacand the inorganic dissolved N are transported
with water from one compartment to its neighbouwds assumed that each compartment is well mixed

and that the concentrations are uniform.
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» TemperatureHeat flux and soil temperature changes alongtbBle were modelled assuming a periodic
temperature forcing function for the topsoil. Therge temperature in each compartment was computed
using the analytical solution for a semi-infinitefile, presented in Par. 2.2.

» Nutrient pools Eight nutrient pools were considered: Four SOattions, three of which are immobile —
litter, humus, biomass — and one mobile (organittenaissolved in the pore solution, DOM), two
mineral N species, nitrate and ammonia. Furtherpinoeganic C (i.e., C@ and N gases (NandN,0)
were accounted for as additional state variablesitrient pools), owing to the fact that gas effisi
frequently measured (e.g. Bell et al., 2008; Crowal ¢ 2009) during studies of soil biogeochemistry
estimate soil respiration and denitrification rates

» Vegetation Vegetation exerts a large influence on soil whtetget, is a major source of soil C and N
through litterfall, affects DOM dynamics via rootuglates, varies temporally over seasonal or intra-
annual periods, and modifies inorganic nitrogenlaldity. The model considers these feedbacks on
nutrient dynamics.

» Biochemical transformation3he biological reaction network includes micrdl&spiration of the

mobile and immobile pools, mobilization and immdatztion of DOM, root release of labile OM and
microbiological uptake from the pore solution. tidéion, the N cycle involves mineralization of argc
N, nitrification and denitrification processes. Bitt and mathematical description of the reaction

network are given in Par. 2.3.

The model was implemented using Matlabig://www.mathworks.con)/ The total simulation time was

divided into discrete time steps. The length ohestep should be selected based on the typicaldimie at
which hydrological processes happen in the simdlaystem. For example, the typical time scalelfow n
sandy-loamy soils is 1 d (Hefting et al., 2005;9€¢lbaum, 1999). This value was used in the sinouati
reported here, while for a coarser material (sandy gravel) a smaller time step would be requied
coarse materials drain faster. During each timg, $ke water balance equation for the four compamtsis
solved and the saturation level of each compartm@etite end of the step and the net water fluxes ar
computed. Within each time step, the ordinary déiftial equations describing solute transport @adtions
(presented in Par. 2.2) are numerically integratdg a 4-5" order Runge-Kutta scheme with adaptive

time stepping. To compute the biological coeffitgetihat depend on soil moisture content, it wasrassl

10
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that water saturation varies linearly within eaidet step, with the initial and final saturation qmuited from
the water flow sub-module. Note that the word ‘paolsed in this manuscript to represent the Gand N
groups with similar characteristics within the fent turnover and transport sub-model, while thedvo

‘compartment’ is used to denote the soil layer.

2.1 Moisturedynamics

Soil compartments fill and drain in response torblabic processes. Richards’ (and Darcy’s) equaton
often used to describe water transport in varigblyrated soil profiles (Garnier et al., 2001; Hamnst al.,
1991, Liu et al., 2005; Maggi and Porporato, 208iQwever, while Richards’ equation is suitable todal
unsaturated flow in laboratory-scale soil columrithwmited heterogeneity, its applicability to liiescale
studies, where local scale variability is significehas been debated (Dekker and Ritsema, 1994, &lal.,
1994; Ritsema, 1999; Steenhuis et al., 1996). &fitdd scale, unsaturated flow is often governgthie
heterogeneous distribution of the hydraulic prapertsoil water repellence, instability and preiféiad flow
paths (Lennartz et al., 2008; Morales et al., 2&Riema and Dekker, 2000). Preferential flow paites
created in a number of intertwined factors reldatedimate, pedofauna, vegetation and soil manageme
practices, including soil cracks during wettingidgy/cycles, dead roots and earthworm channels (&Bnge
and Caron, 1998), and result in rapid penetratfomater from the topsoil to deeper horizons. Ar@lative
approach to model moisture changes in the soillpnsfthe water budget approach, accounting for
infiltration and evapotranspiration, leakage todlgeifer and run-off (Barry et al., 1983; Partoralet 1987;
Porporato et al., 2003; Rose et al., 1982). Neighihg compartments are hydraulically connected, and
water transport is driven by gravity. The water ¢petohpproach, although simplified, if properly tdne a
suitable practical means to represent the soil ton@slynamics of the upper part of the soil praofdther
than computationally intensive numerical schemegta@n solutions of Richards’ equation (Kim et al.,

1996; Struthers et al., 2006).

The model is made up of four compartments: theetsrallower are variably saturated, while the deepe
compartment represents an unconfined aquifer iiis.permanently water-filled), with constant eat
elevation controlled by the regional hydraulic desd (Fig. 1). Near riverbanks, the water saturatibthe

entire soil profile can be influenced by groundwatgnamics triggered by fluctuations of the rivevation.

11



10

11

12

13

14

15

16

17

18

19

20

21

22

In the model, piezometric data can be used to defia saturation of each compartment. At each sitme,

each layer is checked to determine whether itseésntvithin the saturated zone or the capillanyge

(defined by a user-specified thicknddls, [m]). In this case, the water saturation of thepartment is set

to unity (for the saturated zone) or to the usdimee saturation of the capillary frings( [-]). The

properties of the capillary fringe can be estimdteth the characteristic retention curve of thd.soi
Following Rose et al. (1982), Barry et al. (19883 #arton et al. (1987), it was assumed that withia
time step the excess of water above field capacdins to the compartment underneath, if it hasigho

storage capacity. The water balance of compartm@vithi = 1, 2, 3) is given by

pe <L B)-EGSY- (s

) 1
nZ W

wheres(t) [-] is water saturation (8 s(t) < 1), n; is porosity [-],Z is the compartment thickness [L], aii@,
t), Ei(s, 9, Li(s, § are, respectively, the infiltration, evapotramapion and leakage rates [I']T

Infiltration in compartments 2 and 3 is equivalanthe leakage from the compartment above (i.e.,

I (s,t) =L (s 1),i= 2,3). Instead, for the topsoil, the infiltration ratas computed from rainfall intensity

and the amount of rainfall that can infiltrate \iftlone time step as limited by the storage capacity

In the simulations presented in this work, synthgine series of precipitation were randomly getesta
employing the methodology presented in Laio ef28101). Rainfall occurrence is described by a Pwiss
process with frequency[T™], while rainfall depths follow an exponential dibution with mearu [L].
Measured precipitation sequences could also be osatternative approaches (which, for example,
consider lagged correlation) could be implementegrbduce precipitation time series. The rainfadlahing

the soil surfacep, is equal to the rainfall depth reduced by theopgrinterception,P, = max(0,P- I ).
Rainfall interception by plant canopies is definsthg an exponential relationshil, =y[l— exp(—SP)]

wherey [L] and & [L '] are empirical parameters, which depend on thetatign characteristics and climate

(Calder, 1993).

12
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Evapotranspiratiorg(s,t), represents the combined losses by plant traatigirand soil evaporation and
occurs only in shallow horizons where roots ares@né In the model, it was assumed that roots dpvel
only in the first and second compartments, thahis topsoil and the root zone. The actual

evapotranspiration is a function of the soil satara and was computed as (Laio et al., 2001):

s(h) - s, s <9<y,
= S S
E(s )= ﬁﬁ(Ep—FW)S?%s” , s <s()< s, (2)
E,,
' s <s(f<1,

wheres, [-] is the wilting point (saturation level at whiglant transpiration halts due to very low lewals
soil moisture) s, [-] is the hygroscopic point (water molecules strengly bound to the soil matrix and they
are not available for plantsy, [-] is the soil moisture of incipient stress (lelselow which plants start
reducing transpiration by closing their stomatarevent internal water losseg), andE, [L T are,
respectively, the potential evapotranspiration aaie the rate at wilting point. Potential evapasgration is

dependent on temperature,

E,(T)=H(T)gT ©)

where H(-) is the Heaviside step function (Abranmewind Stegun, 1972)[L T-1 C-1] and /[-] two
empirical parameters that depend on vegetatiohasdiclimate characteristics (Xu and Singh, 2001).
Actual evapotranspiration is equal to the maximatue,E,, when soil saturation is close to unity, then
E(s,? decreases linearly until the wilting point. Fooisture contents belogy, only evaporation is active,

and the water loss rate reduces linearly fEgmo zero at the point of hygroscopic water, s

Leakage losses are driven by gravity. For each eorment, within a time step, all the water aboeddfi
capacity U, [L]) can move downward, unless the storage capatithe compartment underneath[L], is

exceeded:

13
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) min{Ui (s.t) A{H( S t+ ;H (4)

At

U=H[s()-s]s()- 8] nz (5)

V(s 1) {1- :{ t+%ﬂ nz, (6)

wheres. is the soil field capacity, argft + 1/2) indicates the water saturation after thedsdue to leakage
and evapotranspiration. In practice, evapotrangpirand potential leakage rates are first compftaed
compartments 1 to 3 using the initial saturatioextNthe potential leakage is reduced in casedbteiving
compartment becomes fully saturated, and the exeates increases the local soil water content. When
topsoil becomes fully saturated, additional waternot infiltrate and precipitation is converteduooff.

The runoff rateR(t) [L T™] is given by:

rOay[s e rary sed)] o

R(1)= At

Some care is required to compute the effectivealgakrom compartment 3 to the aquifer. The modes as

threshold valueg,, to define the maximum amount of water that cdittriate into the aquifer within one
time step, and therefore Eq. (3) for compartmemt@mesL, (s, t) = min[US(s,t) ,g,A t]/At. Note

thatq, controls the average soil water content of thédilptor he dimensionless parametecan be used to

define whether leakage or infiltration dominate $sloé moisture dynamics,

— (8)

where< > indicates the average daily precipitation and etrapspiration. Three regimes can be identified,

as illustrated in Fig. 2. Panel (a) shows the ayeraonthly rainfall used in this example, with twet

14
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(spring and fall) and two dry (summer and wintesons. Panels (b), (c) and (d) instead reporhtiisture
content during one year in the top soil, root zand parent material for three conditions. Wken 1, net
infiltration is larger than the leakage rate arel $bil profile is permanently water-saturated. Tdiien
occurs because the geological layer below thespiborly permeable, and leads to the formatiowetf
regions were SOM accumulates (e.g., bogs, pea)lamdbie second extreme cabexk 1, the soil profile
drains quickly and water saturation is seldom aldtld capacity. This situation is typical of imroae
sandy soils and recently deposited sediments poangianic matter (Bharati et al., 2002; Radke aar\B
1993). In the third, intermediate, cabes 1, the soil moisture is sensitive to the climataditions, and

shows inter-annual variability depending on theialcprecipitation rate.

2.2 Temperaturedynamics

Heat transport along a soil profile is proportiottathe temperature gradient, while convective breaisport
resulting from water movement can in most caseseigéected (Jury and Horton, 2004; Roth, 2007). This
approximation is valid in particular for soils thamain always partially wet, as is the case foanian areas.
In most situations, the temperature of the soilesr (soil/air interface) can be represented asear

combination of periodic signals:
T(0,t)=T,+> Asin@t), (9)
i=1

with 1< n < 3 (for example, seasonal and daily fluctuations)ng€q. 9 as the boundary condition, the
heat transport equation can be solved analyticatig,the temperature at an arbitrary degthn be

computed for a semi-infinite profile as (Jury anortdn, 2004; Roth, 2007):
T(z8)=T+) Asin@t- kJexr(- k¥ (10)
i=1

wherek, =,/cg /2D, [L™]is the wave numbeD, = A, /C, [L® T"]is the effective thermal diffusivity,

A, andC, the effective thermal conductivity and thermalaeity of the soil. Eq. (10) is used in the model

to compute the soil temperature in each layeth@tcentre of the compartment) at each time steh, thve

15
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bulk thermal capacity computed & = (1—¢) G, +¢7(1— sfc) Gtos. G, whereC,,,C,,C, are the

thermal capacities of water, solid grains andraspectively. An example of temperature changasgado
hypothetical soil profile is shown in Fig. 3. Tlapsoil temperature (black line) oscillates at twalss
(n=2in Eqg. 9), daily and seasonal. At increasing deptB® and 100 cm, root zone and parent material
(red and blue lines) — the high frequency fluctadi quickly disappear, the seasonal oscillatioas ar

progressively damped and the phase shift increases.

2.3 Solutetransport and nutrient turnover

The SOM reaction network is an extended versiah®soil C and N turnover model of Porporato et al.
(2003), coupled with mass-balance for solute trarisgight pools are considered in the RSM modailr f
for SOM (immobile litter, humus and microbial biogsaand dissolved organic matter, DOM), inorganic C
(i.e., CQ) and three for inorganic N (ammonium, nitrate ahgdas, i.e., denitrification products, Bnd

N,O). In terms of processes, abiotic mobilizatiorsg¢diution) of SOM, biomass consumption of DOM and
denitrification were consequently added to thegfamation network. Following Porporato et al. (3pll
the biological reactions were modelled using a-firgler kinetic rate, which represents an average
transformation rate. This approach, although apgprate, has been used often to study nutrient cyclssil
systems (Paul and Clark, 1996) because it redheasumber of parameters and facilitates model
calibration. DOM (both C and N), ammonium and nérare the mobile components. Their transport withi
the solil profile follows the water infiltration adelakage among neighbouring compartments. Withoh ea
soil compartment, full mixing was assumed. Upwaalement (for example due to ploughing, bioturbation
or capillary raise) was ignored. To facilitate teenmparison with experimental data, the model wasyded
so that the soil content of immobile components @maputed using units of mass per unit volume of so
while units of mass per unit volume of pore solat{oe., concentration in the pore fluid) were ugmdhe

mobile components (DOM and mineral N pools).

2.3.1 Soil carbon

The model assumes that fresh litter is depositéddriirst and second compartments, although with a
different rate (typically, the rate of additionl@sger in the topsoil). Sources of fresh litter aegetation

residues (leaves, branches, stems, roots, etcdeaipedofauna. Dead organic C pools — fresh dittd
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partially decomposed humus — are oxidized and bisso the pore water. Fig. 4 depicts the ovetall
turnover network. Note that notation consistenhwiitat of Porporato et al. (2003) is used in thiefang
equations. For the same reason, nutrient fluxesxgraompartments are defined in terms of mass ger un
time per unit volume. The transformation rateshefthree immobile organic C fractions for each

compartment (subscrigt are given by:

4G, _ADD, ,gp - DEG, - MOB,, (11)
dt z

j“' =r,DEC,; - DEG,, - MOR;, 12)
dC‘" =(1-r,-r,)DEC,; +(1-1,)(DEG,, +BIQ)-BD, (13)

whereC,, C, andC, are the C concentrations in the litter, humuskzinthass pools, respectively [M?],

ADD is the litter input rate [M B T, BD is the biomass decay rate [Mf '], DEC andDEG, are,
respectively, the C fluxes leaving the litter anginus pools due to microbial decomposition [MT7],

MOB, MOB, are, respectively, the dissolution rates of litted humus pools [MET7], andBIO is the

biomass uptake rate of DOM [M3T™. Finally, r, andr, are non-dimensional coefficients representing the
transformation efficiency, i.e., the fractions efcdmposed C that goes into the humus pool and to
respiration, respectively. Note that the litterihpate42D was always set to zero in the deep compartments,
parent material and aquifer. Following Porporatale{2003), SOM microbial decomposition rates are

modelled using first-order kinetics:

DEC, =of; () f (T) k 5GCy (14)

where the subscrigiindicates the corresponding popl I, h for litter or humus, respectively), the

coefficient ¢ [-] is a non-dimensional factor that accounts f@oasible reduction of the decomposition rate

when the SOM is poor in N and the N immobilizatismot sufficient to integrate the N required bg th

bacteria (see Par. 2.2.4 for detail@)[,L3 T* MY is the first-order decomposition rate, computeda
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weighted average of the rates of the different migymolecules that form the pool arff (s) and f, (T)

[-] are two activity coefficients accounting foretlsoil moisture and temperature effects on decoitipos

(Benbi and Richter, 2002; Davidson et al., 1998pPmato et al., 2003):

s
—,8= Sfc,
fo(s)=1 " (15)
Ste
S 'S> S,
2
T — T max
fy (T)=exp —% (16)

The shape of the two relationships is illustrate&ig. 6. Panel (a) shows the influence of moistartent

while (b) that of temperature. The temperature ddpecy of the microbial reactions (Eq. 15) is egpesl

using a Gaussian curve, a typical response foticgsccontrolled by enzymatic activityfy"** is the

temperature at which the largest decompositionisaaétained, and, is the spread of the function. A

typical value forT" is around 25 °C, whereag is a measure of the sensitivity to temperaturegbs:

respiration of different C pools exhibits differesgnsitivity (Davidson and Janssens, 2006; Gu e2@0D4).
The terml, [-] is an inhibition factor that was introduceddefine the largest biomass population that the
soil can sustain. This parameter is often namewicgrcapacity (Odum and Barrett, 2005), and dé$ined
as (e.g., Barry et al., 2002; Brovelli et al., 2D09

Cbmax _ Cb

S B 17

Iy

whereC,"™ [M L] is the maximum permitted biomass concentratidre ihhibition factor defined by Eq.

(13) accounts for all the possible mechanismslimit biomass growth not explicitly included in tineodel,
such as the scarcity of nutrients other than N ,(.gS, etc.) or their reduced availability withlie bio-

phase as their transport becomes limited by diffusihe carrying capacity of the ecosystem was not
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considered in the original formulation of Porporatal. (2003) but it is crucial to obtain realisthodelling
results in environments rich in nutrients whereew# also abundant.
The biomass decay raf#D is computed as in Porporato et al. (208 = k,C,, wherek; is the first-order

rate of microbial lysis [T]. A first-order rate was also used to model abi&DM dissolution§IOB, and

MOB,) and biomass uptake rates:

MOB =k, m G, (18)
MOB, =k, ,m,C, (19)
BIO =yf,"(s) £ (T) kc 1:C, G, (20)

wherek., andk., [T”] are first-order rates of litter and humus mokitian, koc [M L™ T7] is the rate of
dissolved C returning to the biomass pool, afid is a non-dimensional inhibition factor to remuthe
DOM uptake rate when the pore water is poor inéé¢ (Bar. 2.2.4). The dissolution of SOM is a kiratiyc
controlled process, and only a fraction of the ladé litter and humus is soluble in water at ambie
temperature (Gregorich et al., 2003; Kalbitz et2000; Marschner and Kalbitz, 2003). Two paransgtar
andm, [-], were therefore introduced to specify the fiaa of litter and humus that can dissolve withie t
time scale considered in the simulations. The neaiibn rate instead should be computed as theageeof
the slow and fast SOM pools weighted by their redabundance. It has been reported that microbial
enzymes can foster SOM dissolution rates (Kallitd.e 2000; Marschner and Kalbitz, 2003): Thisqarss
was not explicitly included in the model, but candrcounted for by increasing the mobilizationgake
addition to litter and humus dissolution and mdaition, root exudates also contribute to labile DOM
content of soils. Organic compounds released fimotsrplay a number of extremely important roles for
plant physiology, such as protection from environtakstresses (drought, parasites, toxic compouangs,
metals), or plant-plant and plant-microbe commuiace(Rovira, 1969; Walker et al., 2003).The ratés
root exudates production are extremely variabledepnd on environmental and climatic factors. In
experiments, it has been found that typically atfom in the range 5-20% of the total photosyntresiC is

released to the rhyzosphere as exudates (Walkér 2003; Yano et al., 2000). Owing to the impotta

19



Iy

w

10

11

12

13

14

15

16

17

18

ecological role of root exudates, their temporalaiyics are tightly linked to plant physiology arehlth
and, more specifically, plants produce abundaritegodates when photosynthetic processes are active

(Curiel Yuste et al., 2007; Rovira, 1969). FollogifGu et al., 2003; 2008), a plant activity funotio

f (t),0< f_(t) <1 was defined:

f (t) = 1 - 1 ) (21)
PV lvexd -(t-dy) y] = exp—(t-d,) k]
with empirical coefficientdy,b,,d,, d, [T] that mimic the seasonal patterns of canopyt@hmthetic

activity. The actual rate of plant-derived DOC waadelled as:
RE ()= RE™ { (9, (22)

where RE™ [M L T7 is the maximum root exudation rate, a functiovegetation type and density. The

influence of moisture content on the productioexiidates is instead neglected. This is motivated by

previous findings (Rovira, 1969; Walker et al., 3pthat have shown that exudate production redoclss
when the moisture content falls below the wiltirain, a condition that is observed rarely in riparareas.
On the other hand, in waterlogged soils or durlagd events plant physiology can be influenced tieglg.
The effect on root exudates production is, howewec|ear and is certainly limited in flood-tolerapecies

that are commonly found along riverbanks (Rovi@gd; Walker et al., 2003).

The total dissolved C of each soil compartment ezasputed combining all the above-mentioned prosgsse

dc,, _(MOB, +MOR, + RE- BIQ) Z+ L, & ,- L&
dt §nZ |

(23)

DOC in rainwater is normally very low relative toilsporewaters, and therefore negligible conceiunat
are present in infiltrating rainwater in the ficetmpartment €0 = 0). In other conditions, however, for
example during a flood, the water infiltrating iritee soil profile can be rich in DOM, as accourfigdin the

model.

20



1 During OM degradation and decomposition, G€generated. Since respiration is frequently mneskin

2  soil field studies, the model was designed to cammorganic C production from each compartment,

CC O;;

dt

=r, (DEG, + DEG,, + BIQ). (24)

3  2.3.2 Soil organic nitrogen

4  The turnover of organic N in the mobile and immelfilM pools corresponds to the C balance equations

5 scaled by the appropriate C/N ratio (Fig. 5), andamputed as:

dN, _ ADD ., BQ _ DEG, = MOB

dt  Z(C/N),, (SN, (gN, (aN, (25)

dN, _ DEG, _ DEG, _ MO

dt "(C/N),, (C/N),, (<N, (26)

dn, |, (C/N), | DEG, . DEG ~ BO _ BD __ _

F{l ““(C/mh,](c:/ N, (o, (o, ey, T @n
MOB; , MOR,; RE _ BIO _

aN, _[(C/N).,f(c:/ N, (O N, (@, 7T 8

dt §nZ |

6  whereN,, N, andN, [M L'3] are, respectively, the N concentrations in ttterlj humus and biomass pools,
7 (CIN)aga, (C/N);, (C/N), (C/N)p, (C/IN)g and C/N), [-] are, respectively, the C:N ratios of addedamig

8 matter, litter, humus, biomass, dissolved organm$and root exudate®,andl” are N sources/sinks from
9 the mineral pools (nitrate and ammonia) and aevegit to the immobile SOM and to the DOM,

10 respectively. The physical meaning of the tefresndI is discussed in detail in Par. 2.2.4.

11  2.3.3 Soil inorganic nitrogen

12  Inorganic N (ammoniumi* and nitrateN’, [M L™]) concentrations result from the balance between

13 transport, mineralization and immobilization. Imnilation occurs when the OM (immobile and/or
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dissolved) is poor in N(C/ N)__>(C/ N)_,, , while mineralization takes place if there is asuMplus,

(C/ N)bio <(C/ N)OM (Porporato et al., 2003). For each compartmentnibrganic N pools and N gases

(N2 and NO), Ny, were computed as:

dN' _ Lja'N - La N +(MIN - UP - NIT- IMN' = MM ) Z

dt §n4 -
ANT _ L@ N = Ll +(NIT- UP = IMNE - IMM, + MIN - DENIT)Z 30
dt §n4 | >
dN,
i = DENIT, &)
dt

whereUP* are the plant N uptake rates [Mf ['], MINis the mineralization rate [M1.T?], /MMt are the

immobilization rates [M [’ T, N/Tand DENIT[M L T are the nitrification and denitrification rates,

respectively. The dimensionless coefficiesit§0< a* <1) are the mobile fractions of ammonium and
nitrate: Since ammonium is strongly adsorbed dmosbil clays, it is assumed that nitrate is mofaile= 1)
while ammonium is notal = 0.1) (Porporato et al., 2003). Consequently, angynall fraction of ammonia
can reach the deep horizons, while nitrate easdghes the watertable (unless it is removed by

denitrification).

Plant N uptake is a complex process, and not utatetsompletely. A similar approach to that of Rwgto
et al. (2003) was adopted, which is outlined byieflhe approach assumed that the total uptakedBe is
a linear combination of two processes, paséwl?;) and active(UPp*) uptake. Passive uptake is a function

of plant transpiration, and reduces as the saisdi\ctive uptake is closely related to the plaatahbolic
processes: The plant compensates for the N dbfiggumping the N available from the pore solutiorhe
roots. Active uptake is a function of both soil stare content and availability of inorganic N ntas roots.
If N is not available (or has already been takehn tne process halts. The total plant uptake isprased as

the sum of the passive and active terms, thisrlatti@led by the plant seasonal activity coeffic{&u. 21),
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UP* = UPpi + 1 (t) UP; . The scaling parametéyis introduced to account for the reduction in it

uptake in periods where the vegetation metabotigifcis reduced.

In riparian zones, the primary mechanisms of rétratnoval are denitrification (conversion to gaseou
forms of N) and plant uptake (Hill et al., 2000} aveas NI typically undergoes oxidation to N@nd
plant uptake (Lorah et al., 2009). Nitrificationdagkenitrification rates are modelled as first-ordeycesses
(Heinen, 2006; Porporato et al., 2003), but unfiileemodel presented by Porporato et al. (2003), the

dependence on carbon biomass is neglected:

NIT =k, f*(s) £7(T) N, (32)

DENIT =k, £2,(9 (T N, (33)

wherek, [T is the nitrification ratef > (s) and f, (T) are dimensionless activity coefficients describing

the effect of soil moisture and temperature on anim transformatiorks, [T, s, (s) and f, (T) are

the first-order rate, soil saturation and tempeeaaictivity coefficients for denitrification. Disading the
dependence of nitrification and denitrificationesfrom biomass is equivalent to assuming thahé)
transformations involving inorganic N pools onlggrerformed by microbial consortia different frame t
heterotrophs and (ii) that the rates are only wes&hsitive to changes in biomass density comparether
sources of variability. This second assumptioraighvbecause the moisture content (and, ultimatx{ygen
availability) is the key environmental controllifector (Arah and Vinten, 1995; Heinen, 2006; Paud a
Clark, 1996). The first assumption is justified foirification because nitrifying bacteria are
chemoautotrophs and use £43 a carbon source (Paul and Clark, 1996). Insteimgoorganisms using
nitrate as an electron acceptor are mainly hetgpbic, but only a (relatively small) fraction ofethotal soll
biomass population is able to reduce nitrates (RadlIClark, 1996). It is therefore reasonable giaw the

correlation between nitrification rate and carb@nizass.

Temperature variations of nitrification and defiitation rates were modelled using the same functio
applied to decomposition Eq. (15), although coddfits can be different. Moisture dependency of

nitrification was instead modelled as:
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—, if s<s,
Sfc
f.(s)= 1-s (34)
, ifs>s._ .
1-s,

While nitrification reaches an optimal value neald capacity, and decreases as the water comengases
to saturation (Fig. 6a), denitrification shows easting behaviour. In fact, nitrification consuntlee oxygen
dissolved in the pore solution, and so oxygen abdity becomes diffusion-limited as saturationrgases.
Denitrification instead occurs in anoxic (reduciegnhditions and therefore the denitrification rate
approaches a maximum as the soil profile beconmissaturated. Oxygen diffusion coefficients arenno
linear in relation to the air-filled pore space assteep non-linear relationship is used for theemeontent

reduction function (Grundmann and Rolston, 1987nkte 2006), as shown in Fig. 6a:

f(s)= H(s- sc)(ﬁf (35)

2.3.4 N mineralization and immobilization

In the model of Porporato et al. (2003), N avallgband dynamics control the SOM turnover rate. In
particular, the model is designed so that the bgsn@N value remains constant, a necessary comdio
life. Therefore, biomass can only grow (i.e., depose the SOM) if enough N is available to presémee
target C/N. This condition can only be achievetiia cases: (i) the C/N value of the decomposablis! 80
equal or larger than that of the biomass, or (ideral N is available and biomass can convertti organic
forms via immobilization. Mineral N pools are forcherhen the C/N of the SOM is larger than that ef th
biomass, and therefore N is available in excesgafc forms of N (for example amino acids, peptides
proteins, etc.) are converted to nitrate and amumnmniia mineralization. Therefore, not only the amoof
litter added to the soil is an important factor tcoling the turnover rate, but also its qualityig will be
examined in detail in the next section. Porporai@.g2003) defined two interrelated variableseduce the

SOM decomposition rate when N is the limiting facithe first variable, is the net N flux from/to the

mineral pools, i.e., mineralizatioM(N) or immobilization (MM), MIN =H (db)db and IMM =
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-H (—@)@ . Note that in the following the subscripts SOM &1dM indicate to which OM pool the

immobilization process is relevant. Following Pagio et al. (2003), thé parameter is computed to

maintain the biomass C/N constant:

d(C/N), :dc"—dN"(C/N) =0. (36)
dt dt  dt b

Eq. (36) is easily solved after combining the biem& and N balance equations, and leads to anssxpne
that can be used to computgPorporato et al., 2003). A second variahieis used to reduce the SOM
decomposition rate when immobilization is not stiént to cover the N deficit. N immobilization is a
kinetically controlled process, and its rate isimed by mineral N availability, biomass concentratand

activity:
IMM ., =(k*N*+k N} f5(9 £ (T) G, (37)

wherek™ andk™ [L® T M™] are first-order ammonium and nitrate immobilipatrates. When the

potential immobilization is larger than the maximghvIM g, > IMM ), ¢ <1 and the decomposition

max
rate is reduced (see Porporatal., 2003 for details on how this conditionmgplemented). The original
formulation of the model, however, only consideesamposition of the immobile SOM (litter and humus)
The model was therefore updated to consider aaimeduction of the biomass uptake from the digsblv

organic matter. The net flux among mineral N pawld DOM, I, is given by:
1 1-r

I'= fds(s) de(T) KachC{(C/ N)DC _(C/ ILI)J (38)

Mineralization again takes place if the net N fisypositive, MIN ., =H (F)F , While immobilization
occurs if there is a deficit of NMM ., =—H (—F)F. When the dissolved organic pool is deficient in N

(C/ N)d < (C/ N)b, soil biomass can uptake N from the mineral pagtéess the total immobilization rate

exceeds the maximunMM g, +IMM 5, <IMM __. In this case, it is assumed that biomass consumes
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1 preferentially the DOM, since it is more bio-avalka A parameter, is used to reduce the biomass uptake

2 of DOM in case the N immobilization is larger thtdM IMM ;o > IMM . In this case, the

maxr 1-€4,

3  DOM decomposition reduction factor is computed as:

kK'N"+ Kk N
1 1-r | (39)
k — r
DCC{(C/ N)o. (CI N)J

y=-

4 while SOM decomposition is halted, i.ex,= 0.

5 As for the SOM pools, immobilization to meet DOMjuirements is a linear combination of the nitratd a

6 ammonia mobilization rate$MM ,, =IMM [\, +IMM g, :

kK*N”

IMM,,, ==—————IMM , 40
DOM k+ N+ + k— N— DOM ( )
_ k"N~ (42)
IMM = |IMM .
DOM k+ N+ + k— N— DOM
7 3 Influence of litter inputs characteristics on soil quality

8 In this section, a simplified but realistic scepds presented to illustrate model functioningyeoify its

9 correct implementation, and to ascertain whethatetimg assumptions are valid and result in realist
10 estimates of the soil properties. For this purpadegse case was set up using parameters takemhgom
11 literature and predictions at steady state werepeoed with the ranges reported in the literatureséas in

12  similar environmental conditions (climate and vagjenh characteristics).

13 3.1 Basecasedescription

14  All the simulations presented in the following ae¢éevant to a riparian soil in a deciduous forasd i
15 temperate climate (topsoil temperature varied betw® and 25°C). Rainfall followed a seasonal b&hay
16  with two wet seasons (spring and fall) and twotietdy dry periods (winter and summer), with an rage

17  daily rate in the range of 2.25 - 3.75 mih ds shown in Fig. 7. Owing to the high total antaafn
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precipitation (about 1 m¥on average), the relatively slow drainage rate Fl< 2 depending on the
season) and the presence of a shallow aquifeofrapwatertable at a depth of 1.1 m), soil moistuas
seldom a limiting factor for soil biota. The basese was designed to be representative of a steacsail in
natural conditions in a riparian zone. Table Xslisie physical properties of the soil, with thegaiochemical
model parameters reported in Table 2, together thigtcorresponding literature range. Average vales
used, except for the first-order SOM dissolutio r&or this parameter, a value close to the Idwend

was used to prevent exceedingly high concentratbdissolved OM in the pore solution.

According to Bell (1978) and Futter et al. (20QRE litter input rates in the topsoil and root zcae be
approximated as a combination of two componenigje constant through the year (due, e.g., to oracr
fauna, dead roots, etc.) and a seasonal compdrenfdllen leaves) with a Gaussian density fuorcti
having its maximum in autumn (around mid-Octobertf@ northern hemisphere). The litter inputs i th

shallower compartments were therefore computed as:

t-b)’

ADD (t)=r +qexp[—( > 2) } , Ist< 365 (42)
C

wheret is the day of the year, [gC m? d'] is the constant input rata, [gC m? d] is the maximum litter

input rate due to fallen leavds[d] is the time at which the maximum rate occurd @[d] the characteristic

width of the Gaussian function, which controls lgregth of the period with significant litter input the soil

from fallen leaves. The litter input rate for theesk case is plotted in Fig. 7, and the parameserd in the

different scenarios are reported in Table 3. Inha@lsimulations it was assumed that the seasongy@nent
contributed to the topsoil only (i.ea, = 0), with input from September to end of November trel

maximum around mid-Octobel € 285 d anct = 21.6 d), as illustrated in Fig. 7.

3.2 Model predictionsfor the base case

The model was run to simulate a period of 500 yd®M@redictions at steady state were compared with
literature values for a comparable soil (similamelte and vegetation). To identify the length scatpiired
for the soil profile to reach steady state condiiahe simulated time series of the soil immopdels

where smoothed using a moving average filter (wimdb5 y) and compared with the average valuehen t
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last 50 y. The results are shown in Fig. 8 forttpesoil (panel a, left) and root zone (panel thtjigFor the
topsoil (Fig. 8a), steady state concentrationahg obtained after about 100 y, whereas in th¢ zooe
(Fig. 8a) even after 200 y the litter pool showsgdafluctuations, although the mean value remains
approximately constant. While the exact value ddpam the parameters and initial conditions udes, t
result suggests that soils reach equilibrium slaavigl that if the environmental conditions (for exdan
climate) change, the effects on soil functioning antrient stocks will become evident with a ladgday.
Model predictions at steady state (average valugtaiidard deviation) are reported in Table 4. The
comparison shows that model results fall withinlittezature ranges for a deciduous forest soilcSitne
ranges are rather broad, the satisfactory compaasly indicates that the model captures corrdatly
processes governing the SOM dynamics in the diffesempartments. Further comparison with more
detailed data was conducted to validate bettefaistg(i.e., at the daily/monthly time scale) dynesnmof OM
and was presented elsewhere (Batlle-Aguilar eR@ll?). The main discrepancy between measuremedts a
model predictions concerns the DOM in the root zim¢hat the model over-predicts the expectedevaly

a factor of about 2.5. In order to correct thisuealthe dissolution rate was reduced, and a vdhse ¢o the
lower limit of the range found in the literature suased (Table 2). Indeed, other works (Chantig032
Kalbitz et al., 2000; Zsolnay, 1996) report valasshigh as 400 mgC for the average DOC concentration
in the upper part of forest soils (organic horizansd root zone), and therefore the model estinaide
regarded as being acceptable. This mismatch howewdirms the incomplete knowledge of the
mechanisms controlling DOM dynamics and the lamgeeuainties regarding the dissolution and turnover

parameters (Kalbitz et al., 2000; 2003).

The dynamics of the organic and inorganic poolseeddp on a combination of processes occurring at
different time scales, from daily (precipitationcacrence), seasonal (amount of rainfall) to anilitgr
input). To understand how the different pools resptm the periodic fluctuations, and to identifg thmain
environmental forcing factors for each pool, thegjfrency distribution of the simulated time series o
concentrations were computed. Spectral analydiseofnodel results was carried out (MATLAB'’s FFT
function was applied) and the resulting power warsnalized using the largest value of each spectsam,
that it was possible to compare the dominant fraqges of each pool and each compartment. Reselts ar

reported in Fig. 9 for the topsoil (top panels) amot zone (bottom panels). The left column displdne
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power spectra of the immobile C pools, while thimem on the right shows the corresponding plot for
DOM, CG;, and denitrification products. The spectra in tige 8 plots reveal that all the pools in all
compartments respond at the three dominant freiggerithe processes more sensitive to the seasonal
component®= 0.5 y*) are those that depend on the excess of watheiadil and temperature variations,
OM dissolution and denitrification in all the s@lers, followed by respiration in the root zone @arent
material. This indicates that during the wet pesiabil becomes waterlogged and consequently edipir
slows down while denitrification increases. Immeb@ pools and respiration in the topsoil resporehsly
at the 1 ¥ frequency, i.e., to litter addition in fall. Ingldeeper horizons, however, only DOM, C biomass
and respiration fluctuate at the same time scaleedeaf litter is deposited on the topsoil oribyie to the
availability of water (the maximum litter input ags in a period with high rainfall intensity, seig.F7),
fresh litter dissolves and is transported to thepee horizon, where it is consumed by biomass.sbile
system also shows fluctuations at much longer Soaes, with a period (of the dominant component) o
about 100 y for the topsoil, and 60 y for the romte. Numerical experiments conducted to clarifycivh
process was responsible for these low frequendllaigans showed that they disappear when ther lated
humus dissolution rates were decreased to 2>d10while they were poorly sensitive to increasing
decomposition and lysis rates. In other words,@sl $lissolution became negligible compared to bialg
decomposition the long wavelength oscillations piered. The balance between dissolution and
decomposition triggers the long period oscillatioisiotic dissolution is proportional to the amowfiitter
and humus in the soil, but also controls the amotititese stocks in two ways: (i) directly, thegler the
dissolution the faster immobile SOM pools are redij@and (ii) indirectly, the decomposition rate is
proportional to the concentration of biomass, whiatwing to the larger bio-availability of dissot/®M

compared to that of litter and humus — is in tuennsensitive to OM concentration in the pore water

4, Summary and conclusions

Sophisticated numerical models are useful toolswtierstand the functioning and OM turnover in saitsd
ultimately to predict possible changes in soil guand fertility. Their application, however, regs that
values of the key environmental forcing variablesieh as precipitation time series and litter inpate
reliable. A crucial but very difficult aspect ofetfapplication of models to soils is their validatisith

experimental data. The simulator presented inviloik made predictions that agreed well with thegesn
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expected from the literature, without calibratimy anodel parameters. It was however found that the
processes governing the dynamics of DOM are setltle clarified in detail, and measurements reparted
the literature were not always consistent. Thisciatgs the need to conduct further research o thigsects.
The predictions presented here however only indit@t the RSM is able to reproduce long-term tiana
of the SOM stocks. A more detailed comparison vaeslacted and is reported by Batlle-Aguilar et al.

(2012).

Modelling results stressed the importance of emvirtental conditions on SOM cycling in soils. The erad
and organic C and N stocks fluctuate at differémetscales in response to oscillations in predipita
temperature and litter input rates, a conditiow alsserved in the field (e.g., Haddad et al., 200®)st of

dominant frequencies in the power spectra of theehpredictions were related to climate or vegetati

Low frequency fluctuations with a period of 10-1§0associated with dissolution and decomposition

processes were also observed. A sensitivity arslysiicated that these oscillations are controbigdhe
balance between biological (decomposition) andteb{dissolution) processes acting on the immo8iVi
stocks. Due to the large number of variables, patamidentification is difficult and small errors the
choice of the more sensitive parameters (primahigyfirst-order degradation rates) can have a lafiget of
model results and also affect the time scales &gsdcwith the model response (fluctuations ofrib&ient
pools and time needed to reach steady state).ofgetime needed to reach steady state raises dstigu
of what is the more suitable initial condition ieat applications. In general, this is dictated bg field
condition. For a mature, well-developed soil intabe environment, it is appropriate to use thailtes
obtained after running the model to steady state.y@ung, undeveloped soils, such as in the case of
gravel/sand bar recently deposited and poorly ¢pémhby vegetation, it would perhaps be more conec

define the initial condition assuming a relativedyy OM, mineral N and biomass content.
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265 Tables

266 Tablel. Physical and hydraulic parameters of each commganrt. The tortuosity index was taken from the

267 literature (Porporato et al., 2003).

Parameter Units Topsoil Root zone Parent material  quifar
Thickness Z) m 0.1 0.5 0.5 1.0
Porosity @) - 0.45 0.39 0.3 0.25
Field capacity %) - 0.4 0.3 0.25 0.25
Capillary fringe saturatiors§) - 0.85 0.85 0.85 0.85
Tortuosity index @) - 1.5 1.5 15 15
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272

Table 2. Parameters of the biogeochemical model and theicdl ranges. A soil bulk density of 1500 kg

m® was assumed to convert units when appropriate.

Parameter Units Value Typical range Sources

ki m® d*gC* 25x 10 2x10°-5x%x10° Paul and Clark (1996), Sumner

K m* dlgC? 25 % 10 2 x 10°~ 5 x 10°  (2000), D'Odorico et al. (2003),

" 4 6.5 x 1 168 167 Hefting et al. (2005)

Brmax gC m?® 4000 5x10-5x 16  Paul and Clark (1996)

Ko, d* 10° 5 x 10 - 10* Godde et al. (1996), Chantigny

Kn ot 103 5 x 10t — 10 (2003), Gregorich et al. (2003),

o P G & x 10° 167— 10° Bengtson and Bengtsson (2007)

C/Nyio - 11.5 4-15 Paul and Clark (1996), D’Odorico

r - 0.5 0.1-0.6 et al. (2003)

rn - 0.25 0.1-04 Jenkinson et al. (1990), D’Odorico
et al. (2003), Nesme et al. (2005)

Kn d* 0.6 045-75 Sumner (2000), D’Odorico et al.
(2003)

Kan d* 0.1 10°-1 Sumner (2000), Heinen (2006)
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273
274  Table3. Litter input quality and quantity for the scenarimonsidered. The input rates and C/N ratios are
275 typical for a deciduous forest soil in a tempeditmate, with vegetation composed of, for examph,

276 maple, beach and elms (Lovett et al., 2002; McCiauy et al., 1985; Tietema et al., 1998).

Litter input rate (g i) C/Nagg
Case
a r ro Topsoil Root zone
Base case 15 15 15 20 20
A 15 3.0 3.0 20 20
B 15 3.0 3.0 15 30
C 25 2.5 25 15 30
D’ 15 1.5 1.5 20 20
E 15 3.0 3.0 25 35
V1 25 1.0 1.0 20 20
V2 25 1.0 1.0 25 35

277 ~ Same litter parameters of case A. The initial emi@tions of the mineral N pools were different.
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281

Table 4. Model results (base case) and typical valuest@mgperate climate.

Property Model Typical range Units Sources
predictions

Bacteria, topsoil 2886.1 +10.7 500-3000 gCm® Paul and Clark (1996)

Bacteria, root zone  572.4+10.7 50-1000 gCm?® Paul and Clark (1996)

C 1.34 +0.03 1-9 x f@ m? Paul and Clark (1996)

CI/N 18.81 £ 0.03 18 -25 - Paul and Clark (1996)

CO; efflux 5.24 +0.53 05-5 gfd? Borken et al. (1999)

DOC, topsaoll 293.3+1419 50-300 mgt | Borken et al. (1999), Kalbitz et al.

DOC, root zone 97.0+188  5-70 mgc | (2000), Froberg et al. (2003),
Glatzel et al. (2003), Yano et al.
(2004)

NH-N 2.7+0.14 01-73 gNf-N m?d*  Breuer et al. (2002)

NH4-N 334+£1.2 275+129 % of total N Paul andrkig.996)

N gaseous loss 25+£0.3 0-30 % of total N Padl@lark (1996)

" Converted from cell g™ to gC m,;° assuming 0.2 x 18 gC cell* (Bratbak and Dundas 1984; Norland et

al., 1987) and a soil bulk density of 1500 kg m
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282  Figurecaptions

283 Fig. 1. Conceptual representation of the soil profile usetthe model. The soil was subdivided into four
284  functional units (compartments), each considerdzetbomogeneous. A mass-balance approach is used fo

285 the water and solute exchange among the compagment

286  Fig. 2. Change in moisture content in different soil conip@nts as a function &f and the illustrated

287  precipitation. The dimensionless paramé&téndicates whether infiltration or leakage domisattee soil
288 moisture dynamicd?anel (a) shows the precipitation regime considexbde panels (b) to (d) report the
289 moisture content in the three shallower compartm@&w@pending o, the soil is permanently saturatéd (

290 >» 1), drainedF « 1) or the moisture content fluctuates following #mount of precipitationH~ 1).

291 Fig. 3. Simulated temperature changes in the three varssilyrated compartments. High frequency
292 fluctuations are damped in the deep layers, arfthagoshift appears. The signal propagation fronabsoil

293 is controlled by heat diffusivity, which in turn jgends on soil porosity and moisture content.

294  Fig. 4. Overview of the C turnover model. Arrows show tlrection of C transfer, solid lines are transfers
295  within the soil profile, and dashed lines show imi@nd export from the given compartment. The same

296 reaction network is used for each compartment.

297  Fig. 5. Soil N turnover model for compartmeanfrrows show the direction of N transfer, solidds are
298 transfers within the soil profile, and dashed liskew import and export from the given compartmé&he

299 thick dashed line divides the organic and inorg&hfmols.

300 Fig. 6. Activity of different soil biomass consortia asuaction of water saturation (Panel a): heterdigop
301 (fy), nitrifiers (,) and denitrifiersf(,). These functions were used in Egs. 11, 16, 2&&and he right panel

302 (b) shows the function used to account for theugriice of temperature on microbial transformations.

303 Fig. 7. Litter input rate in the topsoil from a temperagziduous forest (dashed blue line) and mean daily
304 rainfall for the period considered (solid line, gng. The litter input rate is relevant to the bease (Table

305 3). The average precipitation rate was smoothatjusimoving average with a window size of 20 d.
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314

315

316

317

Fig. 8. Time required to reach the steady-state conceotrafilitter, humus and biomass content in the
topsoil (a) and root zone (b). The concentratioretseries are smoothed using a moving averageawith
window of 5y, and divided by the average conceiaineat steady state (after 500 y) to compute ¢hative
distance from steady state. This is reached afi@ute80-100 y. Only results at the steady stiatel(00 y)

were considered for the following plots.

Fig. 9. Normalised power spectra for selected C and Nspioathe first compartment (top panels) and root
zone (bottom panels). In the topsoil, litter infwt= 1 y*) and precipitation (season behaviaur 0.5 y*)
dominate the spectra of all pools. On the contrsegsonal and annual fluctuations dominate indbe r
zone, and the low frequency fluctuations (the maximpower occurs with a period of about 60 y) are
observed for all the immobile C pools. While in thesoil the dynamics of litter is dominated byelitfall,

in the root zone the same pool is more sensitiviiggolution and decomposition, the two processes

responsible for the low frequency oscillations.
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