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Abstract—Heat removal and power density distribution delivery
have become two major reliability concerns in 3D stacked
technology. In this paper, we propose a thermal-driven 3D floor-
planner. Our contributions include: (1) a novel multi-objective
formulation to consider the thermal and performance constraints
in the optimization approach; (2) an efficient Mixed Integer Linear
Programming (MILP) representation of the floorplanning model;
and (3) a smooth integration of the MILP model with an accurate
thermal modelling of the architecture. The experimental work is
conducted for two realistic many-core single-chip architectures:
an homogeneous system resembling Intel’s SCC, and an improved
heterogeneous setup. The results show promising improvements
of the mean, peak temperature and the thermal gradient, with
a reduced overhead in the wire length of the system.

I. INTRODUCTION

Current computer architectures have reached a performance
barrier. Patterson has formulated the problem as follows: The
power wall 4+ the memory wall 4 the ILP wall = a brick wall
for serial performance. This can be understood like the limit in
materials and architectures to provide increasing throughput.
Therefore, computer architects have been forced to turn to
parallel architectures to continue to make progress. Parallelism
can be exploited by using the additional transistors (forecasted
by Moores law) to add more independent CPUs, data-parallel
execution units, additional registers sets for hardware threads,
bigger caches, and more independent memory controllers to
increase memory bandwidth.

The emergence of heterogeneous many core architectures
presents a unique opportunity for delivering order of magni-
tude performance increases to high performance applications
by matching certain classes of algorithms to specif cally tai-
lored architectures. Specifc HPC applications like N-Body
Simulations, Molecular Dynamics, and Terrain Rendering [1]
can experience order of magnitude or greater speedups when
paired with architectures that are specif cally tailored to their
needs. Similar examples from the HPC community include the
Los Alamos National Labs Roadrunner system.

This trend on executing the target applications in many parallel
cores is not only one of the characteristics of the current data-
centers, but also multi-processor systems-on-chip (MPSoCs)
have reached the category of many-core systems. Intel Labs
has created an experimental Single-chip Cloud Computer,
(SCC) a research microprocessor containing the most Intel
Architecture cores ever integrated on a silicon CPU chip 48
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cores. [2] It incorporates technologies intended to scale multi-
core processors to 100 cores and beyond, such as an on-
chip network, advanced power management technologies and
support for message-passing.

The exponentially increasing power densities that have been
reached in current technologies, the values of leakage cur-
rents, the cooling costs and the recent reliability constraints
in microprocessor-based systems have motivated the cooling
down of the chip temperature to be one of the main concerns
in system design. The operating temperature has a signif cant
impact on microprocessor design. At higher temperatures,
transistors work slower due to the degradation of the carrier
mobility. The resistivity of the metal interconnects also in-
creases, causing longer delays and performance degradation.
Reliability is also strongly related to temperature, and increas-
ing the temperature exponentially decreases the chip lifetime.
In fact, time to failure is a function of e~ £/*T where Fa is
the activation energy of the failure mechanism and accelerated
by temperature increase, k is the Boltzmann’s constant, and T
is the absolute temperature. When the operating temperature
exceeds a threshold, the effect on reliability can be permanent
and seriously impact lifetime. Each 10 degrees rise reduces
the life of the component by a 50%. Hence, lower operating
temperatures of components maximize reliability.

In order to maintain the chip temperature under a certain
limit, the power density of the hardware modules can be
decremented by increasing the chip area. However, this is not
admissible in terms of cost, and the problem of meeting all
the geometric constraints should be solved.

Orthogonal to the power density of the functional blocks, an-
other important factor that affects the temperature distribution
of the chip is the lateral spreading of heat in silicon. This
depends on the placement of the units and their proximity to
the chip border and other units that behave as thermal sinks or
thermal sources. Thermal-aware f oorplanning algorithms are
able to even out the temperature of the hardware modules
through spreading of the heat dissipation. This aspect of
foorplanning is particularly attractive in comparison with
static external cooling, that reduces the temperature of the chip
surface by a constant factor (it does not reduce the temperature
gradient across the chip).

Three-dimensional (3D) multi-processor chips have been pro-
posed as an effective mechanism to signif cantly improve
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system performance by reducing interconnect delays and in-
creasing the density of the integrated logic, turning the “many-
core single-chip” into a reality. It also allows the integration of
multiple and disparate technologies, such as radio frequency
and mixed signal components.

A major concern in the adoption of 3D architectures is the
increased power densities that can result from placing one
computational block over another in the multi-layered 3D
stack. Also, the thermal conductivity of the dielectric layers
inserted between device layers for insulation is very low
compared to silicon and metal. Since power densities are
already a major concern in 2D architectures, the move to
3D architectures will accentuate the thermal problem. Con-
sequently, it is mandatory to devise eff cient 3D f oorplanning
mechanisms that optimize the thermal prof le of these complex
3D multi-processor architectures.

This work continues the initiated in [3] that proposes a set
of design rules for the generation of thermal-aware f oorplans
for the 3D Niagara architecture. This previous work obtained
improvements of the thermal metrics with respect to the base-
line architecture and compared to traditional thermal-aware
foorplanner. The work presented in this paper outperforms
this results with a MILP formulation and an eff cient solver
that manages multiple objectives in the minimization problem,
as well as considering a many-core heterogeneous single-chip
for experimental purposes.

This paper specif cally makes the following contributions:

1) it provides a novel multi-objective formulation of the
foorplanning problem in 3D multi-processor architec-
tures with thermal constraints.

2) it performs an effcient resolution of the optimization
problem by the use of a Mixed Integer Linear Program-
ming (MILP) framework.

3) it shows good response in terms of the main thermal
metrics (mean temperature, peak temperature and thermal
gradient) for a many-core homogeneous and heteroge-
neous single-chip architecture that resembles the Intel’s
SCC.

II. RELATED WORK

The impact of the f oorplanning on the thermal distribution of
real microprocessor-based systems is analyzed in [4], where
the placement of components for Alpha and Pentium Pro is
evaluated. Some initial works on thermal aware foorplan-
ning [5] propose a combinatorial optimization problem to
model our problem. However, the simplif cation of the consid-
ered foorplan and the lack of a real experimental framework
motivated the further research on the area. Thermal placement
for standard cell ASICs is a well researched area in the VLSI
CAD community, where we can fnd works as [6].

In the area of f oorplanning for microprocessor-based systems,
some authors consider the problem at the microarchitectural
level [7], where it is shown that signif cant peak temperature
reduction can be achieved by managing lateral heat spreading
through f oorplanning. Other works [8] use genetic algorithms
to demonstrate how to decrease the peak temperature while

generating foorplans with area comparable to that achieved
by traditional techniques. [9] uses a simulated annealing
algorithm and an interconnect model to achieve thermal op-
timization. These works have a major restriction since they
do not consider multiple objective factors in the optimization
problem, as opposed to our work. Our proposed foorplanner
optimizes jointly both thermal metrics (mean temperature,
peak temperature and gradient) with a strong impact on the
reliability of the system, and the performance of the system
(through the minimization of the wire length delay). Moreover,
the thermal models used in these studies do not refect the
complex diffusion processes that exist in current technologies.
More recent works [10] have tackled the problem of thermal-
aware foorplanning with geometric programming but, in this
case, the area of the chip is not considered constant.

Thermal-aware foorplanning for 3D stacked systems has
also been investigated. Cong et al. [11] proposed a thermal-
driven f oorplanning algorithm for 3D ICs, which is a natural
extension of his previous work on 2D. In [12], Healy et al.
implemented a multi-objective f oorplanning algorithm for 2D
and 3D ICs, combining linear programming and simulated
annealing.

Our work presents more similarities with the reference [13]
by Hung, where they propose a thermal-aware foorplanner
for 3D architectures. However, this preliminary work does
not consider the multi-objective approach proposed in our
work, and does not consider the minimization of those thermal
variables with a strong impact on the reliability of the system.

Thus, an eff cient model of the optimization problem and an
effective solver are required to achieve good trade-offs be-
tween thermal optimization and performance constrains. In the
case of 3D IC design, incremental optimization is a promising
way to handle multi-objective optimization with complicated
constraints and facilitate the design reuse technology. Several
works concerned with incremental foorplanning for 2D IC
design [14], [15] have been proposed, but none has taken
thermal-aware 3D IC design into consideration. [16] has
recently proposed an incremental MILP algorithm. However
the design process could take several iterations, whereas our
methodology perform the thermal-aware and total wire length
optimization in two steps.

In this paper, we propose a novel algorithm to optimize the
3D layout in order to eliminate the hotspots, reduce the peak
temperature and decrease the reliability risks. Given a 3D
packing and a chip area, we formulate the thermal-aware
and total wire length optimization into two MILP problems.
The former is defned in terms of power density, moving
hottest blocks until they are as far away as possible from each
other. Then, with hottest blocks fxed in space, we perform
another optimization trying to move the remaining blocks to
reduce total wire length. Experiments results show that we
can reduce the maximum on-chip temperature in 54 degrees
on average for two realistic homogeneous and heterogeneous
many-core single-chip architectures, outperforming previous
thermal-aware f oorplan designs.
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Fig. 1. Tterative fow of our approach

III. DESIGN FLOW

In order to reduce maximal on-chip temperature as much
as possible, we propose a novel thermal-aware incremental
optimization fow. To this end, we have developed three
algorithms. The frst one performs an accurate analysis of
the thermal behavior in the 3D IC. The second moves all the
blocks until the hottest ones are as far away as possible from
each other. The last one, having fxed the hottest, tries to move
the remaining blocks while total wire length is minimized.
Fig. 1 shows the design fow of our thermal-aware 3D mi-
croarchitectural foorplanner. Such fow can be divided in
two phases. The former is the thermal analysis of an initial
conf guration of the 3D IC (gray shaded block in Fig. 1). Since
we are studying the Niagara system, such initial conf guration
is available in [17]. If not, we can obtain it by running the
second MILP algorithm proposed in this work (last block in
Fig. 1). The second phase is the optimization loop (rest of the
diagram). Next, we describe these two phases in detail.

A. Thermal analysis

As Fig. 1 shows, we frst perform a thermal analysis. To this
end, we have developed an accurate thermal model, which is
briefy described in the following.

3D integration consists on placing different active layers using
silicon dioxide and joining them with a glue material. If inter
layer communication is required, Through Silicon Vias (TSVs)
allow it. Some of the goals on the design of 3D stacks are to
achieve The 3D stack is built over an adiabatic PCB surface
and then, traditional technological dies composed by silicon
dioxide and silicon, are placed one over the others.

The heat fow through the 3D stack is diffusive, hence, it
can be characterized with a 3D RC thermal model as the one
presented in [18].

The thermal modeling of the stack is performed after splitting
the chip into small cubic unitary cells. These cells are modeled
with six thermal resistances and one thermal capacitance as
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Fig. 2. Equivalent RC circuit of a single cell

can be seen in Figure 2. Four of these resistances connect each
cell to its lateral neighbors (those on the same layer), while
the two remaining resistances connect the cell with the upper
and bottom cell, respectively. The capacitance represents the
heat storage inside the cell. The values of the conductances
and the capacitance are calculated using these expressions:

Gopvottom = kun(l-w)/(h/2) (M
Grorth/south = ken(1-w)/(h/2) @
Geast/west = kn(L-w)/(h/2) ©)

Ciop = scin(l-w - h) “4)

where north, south, east and west indicate the direction in
which heat is diffused; k;j, and sc;;, are the thermal conductiv-
ity and specif ¢ heat capacity per volume unit of the material,
respectively.

The model also considers the heat diffusion to the surrounding
environment. The existence of TSVs is considered in the
model, also as a resistance element. The most important
thermal properties of the material used in the model are listed
in Table I.

TABLE I
THERMAL PROPERTIES OF MATERIALS.

Silicon linear thermal conductivity
Silicon quadratic thermal conductivity
Silicon dioxide thermal conductivity
Silicon specif ¢ heat
Silicon dioxide specif ¢ heat

295 W/(mK)
-0.491 W/(mK?2)
1.38 W/(umK)
1.628 x 10° J/m3K
4.180 x 108 Jy/m3K

Once the resistance and capacitance values for every unitary
cell are calculated, a set of equations that describe the RC grid
is created. After that, an iterative method (Forward Euler) is
used to solve it.

The active elements in the 3D stack can be considered as heat
sources or heat sinks. Processors are considered strong heat
sources, they dissipate power in the die, and this heat is then
spread throughout the chip. On the other hand, memories have
a lower power activity and they can be considered almost as
heat sinks. This is an important consideration to be taken into
account since the f oorplanner will try to place both heat sinks
and heat sources as close as possible (provided the routing and
performance constraints) to balance the thermal profle.

Once the previous model has been applied to the 3D IC, we
obtain mean and peak temperatures, as well as the thermal
gradient and power density, which are used later in the
optimization phase.



B. Optimization phase

The proposed approach tries to minimize two conficting
objectives: maximum temperature (J;) and total wire length
(J2). Is this article, instead of minimizing a weighted sum of
both objectives like in previous approaches (see for example
[16]), we perform a multi-objective optimization. Thus, the
frst question is: Which search algorithms should be used? The
foorplanning optimization problem is NP-hard. As a result,
a solver could not fnd the global optimum in a fnite time.
There are several approaches to perform such optimization
eff ciently. Examples are the use of meta-heuristics (like simu-
lated annealing, genetic algorithms, particle swarm optimizers,
etc.), as well as classic methodologies based on MILP. We
used MILP because of two main reasons: (1) MILP solvers
immediately check if a design scenario is or not feasible, and
(2) if the problem is correctly formulated, MILP quickly offers
feasible solutions.

To perform a multi-objective optimization in MILP, we pro-
ceed as follows. In general terms, all the problem objectives,
except one, are introduced into the set of constraints to arbi-
trarily give a value in the right side of each new constraint (one
per objective). Let us suppose that V5, corresponds to the value
of Jy (total wire length) when .J; (maximum temperature) is
minimized. If the constraint J; = V5 is added and the problem
is solved again, it would once again obtain the same solution
for J;. But if the constraint Jy < V5 — € is added where € is a
relatively small positive value, and the problem is solved, it is
possible that the new solution of .J; is superior or equal, but
obviously never inferior, since when adding a new constraint,
the number of feasible solutions is reduced. Therefore, as the
value of J, is decreased and new problem instances are solved,
new solutions for .J; are generated. The process stops when
the right side of the constraint, Vo — €, reaches the optimal
value of Jo. The problem resides in fnding the value of €
adapted to being able to generate the maximum number of
eff cient points in the space of objectives. In our case, since
we are trying to outperform an initial conf guration (i.e., the
input to the thermal model) obtaining better solutions for both
maximum temperature and wire length, the value of € can be
easily obtained without running the MILP algorithms several
times.

To develop a MILP model, we must perform several linear
approximations. The frst one is related to the thermal model,
which includes non-linear and differential equations. The
temperature of an element in an integrated circuit depends
on the power density of the element and the proximity of its
neighbors. The frst factor of the equality refers to the increase
on the thermal energy due to the activity of the element,
while the second factor is related with the diffusion process
of heat [19]. Thus, we use the power density of each block as
an approximation of its temperature in the steady state. The
second approximation is the distance between elements, which
is approximated as the Manhattan distance.

Continuing with the optimization phase (second block of
Fig. 1) and after analyze the temperature contribution from

different blocks, we frst sort the blocks in descending order
according to their power density. Next, we select the frst
N;,© = 1 blocks from the previous list, which will be the
hottest ones. The selection of these /V; blocks is user-def ned.
In our experiments we selected all the cores, because their
positions decide the fnal temperature distribution along the
3D IC. Next, the frst search algorithm (called MILP1 in Fig.
1) allocates all the blocks, trying to maximize the Manhattan
distance (d,,) between the aforementioned N; modules:

2

1IEN <]

maximize J; = A (b, b;) (5)
Next, the optimization can be repeated several times allocating
the following set of NV;,7 = 2 blocks of the remaining sorted
list (having the previous N; blocks fxed in the fnal design).
This procedure can be repeated until the sorted list is empty.
Finally, we move the remaining blocks (considered those with
lowest power density) using a second algorithm (called MILP2
in Fig. 1). In this phase, we do not maximize distance. Instead,
we minimize total wire length, approximated as the Manhattan
distance between connected blocks (C).

> dm(biby)

i,j€C,i<j

minimize Jy = (6)
In the following, we will defne the experimental set-up,
showing the foorplans that will be thermally analyzed and
compared with the results obtained by our f oorplanner.

IV. EXPERIMENTAL SET-UP

The 3D multiprocessor systems studied in our experimental
work are based on the Intel’s SCC architecture but their
processing units are SPARC cores, like those in the Niagara
architecture, fabricated in 90nm technology (these cores are
much more powerful than the Power cores found in SCC and
can also easily exhibit higher thermal issues). This architecture
has been modifed to include an increased number of cores,
placed in several layers of the 3D stack. Since our f oorplanner
can place a variable number of cores in every layer, the area
and power consumption of the crossbar is scaled accordingly
to the number of cores found in every layer and their required
bandwidth. The inter-layer communication is resolved with a
set of TSVs that route the communication signals.

The foorplanner will place the functional units that compose
the 3D multi-processor architecture targeting both temperature
and wire length optimization. The thermally-optimized f oor-
plans proposed by the f oorplanner will be compared with the
original conf guration presented in Figure 3. The 64 cores (C)
are disposed in 5 layers, where also the L2 memories (L2),
the shared memories (L2B) and the crossbar (Cross) can be
seen.

The experimental work will analyze the thermal optimization
achieved by the foorplanner in two different scenarios. The
frst scenario resembles the SCC architecture with a system
where 64 SPARC cores are integrated in the 3D stack.

The second scenario models an heterogeneous system where
the 64 cores are composed of 48 SPARC and 16 Power6. The



Power cores are placed instead of cores C2,7 and 12 in the case
of inner layers, and C2,7,11 and 12 for the top layer. This setup
will show the optimized thermal profle that can be expected
when multiple core architectures are considered, as well as the
extra optimization opportunities that the f oorplanner will fnd.
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Fig. 3. Original foorplan.

V. RESULTS

This section frstly presents the thermal profle of the two
scenarios described in Section IV estimated by the thermal
model.

The metrics considered for the analysis of the experimental
results are the wire length, mean and maximum temperature
of the layer, and the maximum thermal gradient. These metrics
are usually found in all the thermal-related analysis.

Then, these results will be compared with the thermal prof les
exhibited by the outputs of the foorplanner.

The worst case of power consumption in the Niagara2 (84W
at 1.1V and 1.4GHz [17]) is considered to extract the power
densities of every SPARC unit. Also, the area of the layers has
been scaled according to the number of cores and the number
of layers has bem increased. The power of the Power6 cores
is 2.6 W, as found in [20].

A. Scenario 1

Figure 4 shows the thermal maps for the simulation of the
homogeneous system. The previously def ned thermal metrics,
the mean temperature, thermal gradient and maximum temper-
ature for every layer of the conf guration, have been calculated.
The comparison with the baseline homogeneous system shows
that the foorplanner is capable of optimizing the maximum
temperature in 55 degrees, the mean temperature in 24 and
the thermal gradient is decreased in 70.

This can be explained because our f oorplanner separates heat
sources (cores) as much as possible, trying to place them at
the border of the chip, helping on the cooling down of the
cores. The foorplanner also takes into account vertical heat
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Fig. 4. Thermal maps of the optimized homogeneous system.
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Fig. 5. Thermal maps of the optimized heterogeneous system.

spread, and each layer will have a different layout, avoiding
placing heat sources one over the other.

TABLE II
THERMAL DEVIATION (K)

Scenario Layer 1 | Layer 2 | Layer 3 | Layer4 | Layer 5
S.10riginal 33.74 33.34 32.55 31.37 29.79
S.1Floorplanner 17.75 17.46 16.90 16.51 15.89
S.20riginal 28.65 28.31 27.62 26.60 25.21
S.2Floorplanner 14.61 14.32 13.89 13.67 13.31

Also, as shown in Table II, the reduced deviation of tempera-
tures across the layers (or spatial thermal gradients) determines
a more homogeneous thermal distribution, which is translated
into a reduced reliability risk and diminished leakage currents.

B. Scenario 2

Figure 5 shows the thermal maps for the simulation of the
heterogeneous system. Similarly to the previous setup, the
mean temperature, thermal gradient and maximum temperature
for every layer of the conf guration have been calculated. The
comparison with the baseline heterogencous system shows
that the foorplanner is capable of optimizing the maximum
temperature in 52 degrees, the mean temperature in 23 and the



thermal gradient is decreased in 78. Also, the heterogeneous
architecture outperforms the results of the homogeneous sys-
tem in 13 degrees for the maximum temperature, 7 for the
mean temperature and 10 for the thermal gradient.

In this case, our foorplanner will try again to maximize the
distance between the heat sources. However, the Power cores
will not be considered as hotspot by the optimizer since their
temperature is much lower than the SPARC’s temperature.
Therefore, the foorplanner will place the warm Power cores
between actual hotspots, achieving a better thermal prof le.
Also, as shown in Table II, the reduced deviation of tempera-
tures across the layers determines a more homogeneous ther-
mal distribution, which is translated into a reduced reliability
risk and diminished leakage currents.

Table I1I shows the wirelength associated with the 3D system.
As can be seen, the overhead incurred by the foorplanner
has been a 24% when compared to the original distribution
for Scenario 1 and 31% for Scenario 2. This overhead in
the wiring is not directly translated into an increase of the
communication delay because core-to-core communication is
regulated by the crossbar. As the crossbar is the module that
limits the bandwidth and speed of the link, this overhead is
seen minimized. On the other hand, the big savings reached
in the mean temperature (35% and 41%for the Scenario 1 and
2, respectively) justify the overhead in wiring.

TABLE III
WIRE LENGTH

Number Floorplan Wire Length (um) Mean
of Layers Temperature (K)
Original 3742 366
Scenariol | Floorplanner 4644 343
Original 3742 356
Scenario2 | Floorplanner 4918 333

C. Comparison of results

The results obtained by our algorithm have been compared
with those extracted by traditional placement algorithms. For
these comparison purposes, a Genetic Algorithm (GA) with
reverse polish notation that performs the placement of units has
been selected, as seen in previously published works. Table IV
shows the results obtained by our algorithm and the GA for
two chip conf gurations with 16 and 64 cores, respectively.

TABLE IV
COMPARISON OF RESULTS
# cores | Mean T MILP | Wire MILP | Mean T GA Wire GA
16 325 595 329 738
64 333 4644 NA NA

As can be seen, our algorithm not only achieves better results
in terms of mean temperature and wiring length, but also it is
able to target more complex systems. The GA was not able
to converge to a solution in the case of a chip with 64 cores
after 6 days of running.

VI. CONCLUSIONS

This paper has proposed a novel MILP formulation to cope
with the problem of thermal-aware f oorplanning in 3D many-
core sigle-chips. Also, the eff cient solver that provides the
optimization of the f oorplan, interfaces with an accurate ther-
mal model, providing promising results in the minimization
of the main thermal- and reliability-related metrics (peak and
mean temperature, thermal gradients) with low performance
overhead. The experimental results have been obtained for
two realistic many-core single-chip architectures: an homo-
geneous system resembling Intel’s SCC, and an improved
heterogeneous setup. These results outperform previous results
obtained by traditional thermal-aware f oorplanners.

ACKNOWLEDGMENT

This work is partially supported by the Spanish Government
Research Grant TIN2008-00508. Also, it is partially supported
by the Nano-Tera RTD project CMOSAIC (ref.123618), f-
nanced by the Swiss Confederation and scientif cally evaluated
by SNSF, and the PRO3D EU FP7-ICT-248776 project.

REFERENCES

[1] V. T.B. Minor and G. Fossum, “Terrain Rendering Engine (TRE),” IBM,
Tech. Rep., 2005.

[2] Intel Labs, SCC External Architecture Specification (EAS), May 2010.

[3] D. Cuesta, J. L. Ayala, J. Hidalgo, M. Poncino, A. Acquaviva, and
E. Macii, “Thermal-aware foorplanning exploration for 3D multi-core
architectures,” in GLSVLSI, 2010, pp. 99-102.

[4] I. K. Y. Han and C. Moritz, “Temperature aware foorplanning,” in
Workshop on Temperature-Aware Computer Systems, 2005.

[5] C. C.N. Chu and D. F. Wong, “A matrix synthesis approach to thermal
placement,” in International Symposium on Physical Design, 1997.

[6] G. Chen and S. Sapanetkar, “Partition-driven standard cell thermal
placement,” in International Symposium on Physical Design, p. 2003.

[7]1 K. Sankaranarayanan, S. Velusamy, M. R. Stan, and K. Skadron, “A case
for thermal-aware f oorplanning at the microarchitectural level,” Journal
of Instruction Level Parallelism, vol. 7, pp. 8-16, 2005.

[8] W.-L. Hung, Y. Xie, N. Vijaykrishnan, C. Addo-Quaye, T. Theocharides,
and M. J. Irwin, “Thermal-aware foorplanning using genetic algo-
rithms,” in International Symposium on Quality Electronic Design, 2005.

[9] Y. Han and I. Koren, “Simulated annealing based temperature aware

foorplanning,” Journal of Low Power Electronics, vol. 3, no. 2, pp.

1-15, 2007.

Y.-C. Chen and Y. Li, “Thermal-aware foorplanning via geometric

programming,” Mathematical and Computer Modelling, vol. 51, pp.

927-934, 2010.

J. Cong, J. Wei, and Y. Zhang, “A thermal-driven f oorplanning algorithm

for 3d ics,” in /ICCAD, 2004.

M. Healy et al., “Multiobjective microarchitectural f oorplanning for 2-d

and 3-d ics,” Trans. on CAD, vol. 26, pp. 38-52, 2007.

W.-L. Hung et al., “Interconnect and thermal-aware foorplanning for

3d microprocessors,” in ISQED, 2006, pp. 98—104.

J. Cong and M. Sarrafzadeh, “Incremental physical design,” in ISPD,

2000.

P. B. J. Creshaw, M. Sarrafzadeh and P. Prabhakaran, “An incremental

f oorplanner,” in GLSVLSI, 1999.

Y. M. X. Li and X. Hong, “A novel thermal optimization fow using

incremental foorplanning for 3d ics,” in ASPDAC, 2009, pp. 347-352.

http://www.opensparc.net/pubs/preszo/07/n2issce.pdf.

J. L. Ayala et al., “Through Silicon Via-Based Grid for Thermal Control

in 3D Chips,” in Nano-Net, ser. Lecture Notes in Computer Science,

vol. 1, no. 1. Springer, 2009, pp. 1-7.

L. B. G. Paci, F. Poletti and P. Marchal, “Exploring temperature-aware

design in low-power mpsocs,” IJES International journal of embedded

systems, vol. 3, no. 1, pp. 43-51, 2007.

“IBM Systems Energy Estimator,” http://www.ibm.com/systems/ sup-

port/tools/estimator/energy.

[19]

[20]




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.5
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /JPN <FEFF3053306e8a2d5b9a306f300130d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f00200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e007400730020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d0061002000760069007300750061006c0069007a006100e700e3006f0020006500200069006d0070007200650073007300e3006f00200061006400650071007500610064006100730020007000610072006100200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e00300020006500200070006f00730074006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650072002000650067006e006500640065002000740069006c0020007000e5006c006900640065006c006900670020007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e007400650072006e00650020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e00200064006900650020006700650073006300680069006b00740020007a0069006a006e0020006f006d0020007a0061006b0065006c0069006a006b006500200064006f00630075006d0065006e00740065006e00200062006500740072006f0075007700620061006100720020007700650065007200200074006500200067006500760065006e00200065006e0020006100660020007400650020006400720075006b006b0065006e002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200071007500650020007000650072006d006900740061006e002000760069007300750061006c0069007a006100720020006500200069006d007000720069006d0069007200200063006f007200720065006300740061006d0065006e0074006500200064006f00630075006d0065006e0074006f007300200065006d00700072006500730061007200690061006c00650073002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f006900740020006c0075006f006400610020006a0061002000740075006c006f00730074006100610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e0020006500730069006b0061007400730065006c00750020006e00e400790074007400e400e40020006c0075006f00740065007400740061007600610073007400690020006c006f00700070007500740075006c006f006b00730065006e002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a0061002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e007400690020005000440046002000610064006100740074006900200070006500720020006c00610020007300740061006d00700061002000650020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e006500200064006900200064006f00630075006d0065006e0074006900200061007a00690065006e00640061006c0069002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000700061007300730065007200200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f600720020007000e5006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b0072006900660074002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
    /ENU <FEFF00540068006500730065002000730065007400740069006e00670073002000610072006500200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e003000200061006e00640020006d0061007400630068002000740068006500200022005200650071007500690072006500640022002000730065007400740069006e0067002000660069006c0065007300200066006f00720020005000440046002000730070006500630069006600690063006100740069006f006e002000760065007200730069006f006e00200034002e0030002e>
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


