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ABSTRACT

We present a novel receiver-driven p2p system for delivery of mul-
tiple concurrent time constrained data streams in overlay networks.
We propose an effective combination of rateless coding with intra-
and inter-session network coding to efficiently exploit the path diver-
sity in the streaming overlay. Network nodes can decide to forward
rateless coded packets or to code them in intra- or inter-session mode
before transmission. The transmission strategy is determined based
on the availability of data sources and the demands of the children
nodes. Each network node solves independently a simple flow max-
imization problem in order to determine the optimal coding policy.
The overall system is evaluated for various networks and the results
outline the advantages of the proposed approach over intra-session
network coding based schemes in terms of clients’ satisfaction, in-
novative flow rate and decoding delay.

Index Terms— Inter-session network coding, Raptor codes,
multicast transmission, overlay networks.

1. INTRODUCTION

The last few years we have witnessed an enormous increase in the
demand for novel streaming applications that challenges traditional
streaming architectures. Mesh networks and multicast trees are the
most common approaches for delivering time constrained data in
P2P architectures. Tree-based systems are efficient, however their
maintenance is computationally expensive due to network dynamics.
Mesh networks are more robust to topology changes and permit the
deployment of decentralized maintenance and data distribution algo-
rithms [1, 2]. In mesh networks, the peers exchange messages peri-
odically with their neighbors regarding data availability, i.e., buffer
maps. The children peers can then send specific requests to their par-
ents and ask for subsets of available packets in order to maximize the
video quality. Such an example is Coolstreaming [2] that is an hy-
brid pull-push extension where the streams are split into sub-streams
and each peer may subscribe to different sub-streams from different
neighbors. Network coding [3] can further be used in the overlay
nodes in order to benefit from the path diversity in mesh networks.
For example, R2 [1] uses randomized network coding [4] in over-
lay nodes for transmitting data segments to downstream peers. Such
a system is resilient to packet losses and network dynamics and re-
sults in a small delivery delay, at the price of frequent buffer map
exchanges though.

Coordination of nodes however induces high communication
overhead that is often unacceptable when resources are limited. To
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alleviate this communication cost LT codes [5] are used in [6] where
coordination and packet scheduling becomes unnecessary as only the
number of received packets is important in rateless systems. Thus,
peer nodes upon receiving a decodable set of packets first recover
the data from the received packets and then successively re-encode
the data to generate a new set of packets. This however introduces
extra delay as nodes should wait to decode the data prior to forward-
ing it to children nodes. Rateless codes [7] can also be combined
with network coding where they permit to avoid requests for specific
packets. For example, the need for nodes reconciliation is removed
in [8], where nodes perform network coding with rateless encoded
packets. Encoding rules are defined in order to efficiently cope with
packet losses and bandwidth variations. This system benefits from
network diversity and provides robustness to packet losses in a sys-
tem of peers that all subscribe to the same stream.

In this paper, we propose an effective p2p streaming solution
that is able to serve clients with different capabilities. The video
stream is encoded with a multiple description coding (MDC) strat-
egy, however the scheme is general and can be used with any other
data partitioning strategy, i.e., for video each video frame can be a
data segment. The descriptions formed by MDC encoding are then
rateless encoded in order to flatten out the relative importance of the
different packets in each description and therefore reduce the com-
munication overhead in peer coordination. The multiple descriptions
are transmitted concurrently over the network. The quality observed
by peers depends on the number of descriptions that they are able to
decode. Raptor encoding is applied before transmission in order to
increase packet diversity in the network. We propose to implement
an inter-session network coding strategy for increased throughput
and reduced delivery delays. Inter-session network coding is applied
between packets from different descriptions. Peer nodes can there-
fore choose to transmit rateless coded packets, or to perform intra-
or inter-session network coding before transmission. The transmis-
sion strategy is defined by the children peers that distributively try to
maximize the flow rate based on availability information sent by the
parent nodes. We further devise a simple communication protocol
where peers indicate data availability to their children and request
disjoint sets of packets from their parents. The overall system is
tested for various networks and the results outline the benefits of us-
ing a combination of Raptor codes and intra-, inter-session network
coding strategies. Specifically, the system increases users satisfac-
tion regarding data quality, decreases the delay and enhances packet
innovative rate compared to other baseline p2p streaming strategies.

2. INTER-SESSION RAPTOR NETWORK CODING

Network coding [3] leads to increased throughput, decreased delay
and decentralized control in networks with diversity. Network nodes
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Fig. 1. Data processing at servers. The servers encode the data gen-
erated by a MDC encoder. Each segment contains data from a GOP.

typically combine received packets to generate new packets that are
transmitted to downstream peers. Clients recover data by means of
Gaussian elimination. The network coded packets are augmented
with a header of size equal to the number of source (data) packets.
This describes the coding operations that each packet has incurred.
Many practical issues regarding the application of network coding in
real systems have been addressed in [4] where randomized network
coding (RNC) is used. Decentralized control is possible as network
coding flattens the importance of the packets with only a small per-
formance penalty. Packets are grouped into generations which are
packets sharing similar decoding deadlines, e.g., a GOP for video.
The generation concept is critical in order to prevent delay explo-
sion and to keep reasonable coding overhead.

Despite the advantages of RNC, the decoding is still performed
over a dense equation system as all the source packets are poten-
tially involved in every coded packet. Furthermore, RNC is associ-
ated with an overhead that is significant for packets of small size. To
alleviate these shortcomings, Raptor network coding has been pro-
posed in [8], where linear network coding concepts are combined
with Raptor codes. Specifically, Raptor network codes need a small
overhead as the employed Raptor codes have an overhead of two
bytes known as Encoding Symbol ID (ESI). This overhead aggre-
gates when packets are combined, however, it remains significantly
lower than that of RNC. Furthermore, close to linear decoding times
can be achieved by employing 3GPP Raptor codes [9].

In general, network coding is applied between packets from a
single source (intra-session network coding). However joint con-
sideration of the multiple sources creates more coding opportuni-
ties. This generalization of intra-session network coding is known
as inter-session network coding [10]. It finds application in wireless
networks as network nodes usually have data from different sources,
can overhear others transmissions and interfere with each other.

We propose to explore the design of inter-session network codes
for wired overlay networks. We adopt a strategy similar to Raptor
network coding approach [8] in order to achieve a low coding over-
head and maintain linear decoding and encoding times that are criti-
cal for real-time communication. Moreover, we permit combinations
between packets from different sources or descriptions of the same
video stream. Such combined packets are potentially useful for all
the clients interested in one or multiple streams and thus the through-
put might be augmented by inter-session network coding. From the
perspective of a client that only requests one stream, the combined
packets are seen as polluted by the other sources. Therefore, other
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Fig. 2. Mesh networks with NS sources and NC clients.

composite packets should be received to clean up the polluted pack-
ets.

The selective application of inter-session Raptor network coding
results in sparse Raptor codes generator matrices and hence low-cost
decoding. Packets are combined only to cope with errors and band-
width variations. In contrast to RNC inter-session network coding
based schemes [10], fewer packets are required for decoding since
not all the packets are combined together. When inter-session net-
work coding is applied, the header of the new packet is the con-
catenation of the composite packets headers, and thus it contains all
ESI’s and the source identifiers. Similar to [8] the required network
coding overhead is small due to both the sparse application of net-
work coding and the small overhead added to the source data packets
by Raptor codes. Decoding of inter-session network coding is per-
formed by means of Gaussian elimination. The complete decoding
procedure followed at clients is presented in section 3.2.

3. P2P STREAMING SYSTEM

The proposed system consists of multiple servers that stream corre-
lated data. The streams are descriptions of the same time constrained
data generated by a video multiple description coder. The descrip-
tions (i.e., sessions) are segmented into generations of K packets.
The servers apply non systematic Raptor codes on each generation
to augment packet diversity and flatten the relative importance be-
tween packets. A header containing the ESI, the generation number,
and the description identification number is appended to each packet.
We assume that the servers are aware of the end-to-end network con-
ditions and send enough redundant packets to deal with losses and
bandwidth variations. Since we target on devising a network cod-
ing based data transmission system, we do not deal with the optimal
selection of the Raptor codes source rate and we assume that the
servers can provide enough redundant packets to cope with losses
and bottlenecks. Data processing at servers is depicted in Fig. 1. It
should be noted that our scheme is general and can be extended with
minor modifications for uncorrelated sources.

3.1. Processing in parent nodes

In the examined network topologies all network nodes act both as
clients and forwarding nodes, as illustrated in Fig. 2. The network
nodes collect from their parents original Raptor encoded packets or
network coded packets. When a node collects a full rank system of
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Fig. 3. Innovative packets identification and decoding procedure at clients.

packets, it recovers the data by Gaussian elimination and Raptor en-
codes the corresponding generation. This maintains a high packet
diversity in the network. Finally, at each transmission opportunity, a
node has the following options: (a) forward one of the received pack-
ets unprocessed, (b) perform network coding within packets from
the same description for enhancing robustness to errors, (c) network
code packets from different descriptions to improve the throughput,
and (d) forward one of the re-encoded packets (Raptor coded pack-
ets) generated after Raptor decoding at a node.

3.2. Decoding at clients

Each node decides on the set of packets it requests based on the
data availability at its neighborhood and the node’s capabilities, i.e.,
processing power, display capability etc. The requests are sent to
the parent nodes, which forward the requested streams. Each node
has as many buffers as the number of descriptions that it receives.
In each buffer, only the packets from the corresponding descrip-
tion are stored. Depending on whether a packet is inter- or intra-
session network coded different actions are taken. When a packet
is intra-session network coded, the packet is examined whether it
is innovative with respect to the corresponding buffer. A packet is
characterized as innovative only if it brings novel information to the
buffer. Only, innovative packets are stored, while non-innovative are
rejected.

For inter-session network coded packets a different procedure is
followed. First a packet is examined if it is innovative by search-
ing the descriptions’ buffers. When a packet from a single descrip-
tion can be retrieved, the retrieved packet is stored in the appropri-
ate buffer, if it is innovative. Otherwise, the packet is examined re-
garding its innovation by examining an intermediate buffer called
“inter-session buffer”. This buffer contains only inter-session net-
work coded packets that have innovative data for at least one of the
descriptions. The packets in the intermediate buffer are re-examined
for their innovation (whether all component packets have been re-
covered or an innovative packet for one of the component buffers
has been acquired) each time the description buffers are modified.
The overall procedure is summarized in Fig. 3. It should be noted
that the packets are flushed from the intermediate buffer when they
are redundant for all descriptions’ buffers.

3.3. Communication protocol

The communication between nodes in our system is illustrated in
Fig. 4. A node cj is interested in receiving a set of description Dj ,
while its parent nodes pi desire a set of descriptions Di. The phys-
ical link capacity of the link connecting peers pi and pj is denoted
as rij . Thus, node ci should decide how many packets, which ones
and from whom it should receive. To this aim, parent nodes pi ad-
vertise to cj the description availability. Upon receiving this data,
node cj decides about the optimal number of packets from each de-
scription to be requested from its parents by solving an optimization
problem presented in Section 4. Then, node cj sends a request mes-
sage to nodes pi containing node identity, the requested descriptions
d ∈ Dj , the low index l(i, d) and the high index h(i, d) of the re-
quested set of packets of the dth description, where d ∈ Dj . Ba-
sically, node cj tries to maintain high the innovative rate of packets
from the setDj . This enables decoding of the set of descriptionsDj

before the decoding deadline imposed by the playback delay.
Nodes start sending packets upon receiving requests from

clients. The Raptor coded packets are classified into “common” and
“uncommon” set. Streaming servers generate only “common” pack-
ets. These packets ESI’s are in the range [1, N ] (N > K is the total
number of generated packets at servers per generation). Thus, in the
beginning of the streaming process only packets from “common” set
exist in the network. Packets with larger ESI indices can be gener-
ated at network nodes when they collect a decodable set of packets
and proceed with Raptor decoding and encoding. Since there is no
guarantee that such packets exist in the network, they are called “un-
common”.

To increase the probability that a transmitted packet is innova-
tive for a client, the nodes follow a special policy. When there exists
a transmission opportunity a node first searches whether there is a
packet from the “uncommon” set that has not been sent. If such a
packet is found, it is immediately transmitted. Otherwise, a packet
from the “common set” that has been requested but not forwarded
previously is sent. If the node cannot find such a packet, the sender
transmits packets for error compensation. In this case, an intra-
session network coded packet from one of the requested descriptions
is formed. Whenever the sender cannot generate a network coded
packet (orthogonal packets from the desired descriptions cannot be
found), it sends a packet that belongs to the desired descriptions and
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Fig. 4. Peer node cj desires a set of descriptionsDj , while its parents
pi are interested in possibly other descriptionsDi. The link capacity
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that has not been sent already.
When there is some available bandwidth for sending other de-

scriptions, the sender decides randomly about the forwarded descrip-
tion and packets from the “uncommon” set are transmitted. If such
packets cannot be found, then an inter-session network coded packet
is formed and transmitted. Whenever the sender cannot generate
an inter-session packet (either the sender has a single description or
the sender cannot form a packet that has not been sent), it sends an
intra-session network coded packet from the non requested descrip-
tions. Otherwise, it compensates for errors and bandwidth variations
following the procedure described above for sending intra-session
network coded packets.

4. OPTIMAL PACKET SELECTION

From Section 3, it becomes obvious that nodes should coordinate the
requests to their parents in order to collect a decodable set of pack-
ets prior to the decoding deadline. We propose here an algorithm
that maximizes the requested number of packets from the desired
descriptions. Let us denote as nid the number of packets from de-
scription d that client cj requests from parent node pi. Then, the
flow maximization problem is cast as follows

max
X

pi∈Pj ,d∈Dj

nid (1)

subject to
X

d∈Dj

nid ≤ rij , ∀pi ∈ Pj

X
pi∈Pj

nid ≥ K(1 + ε), ∀d ∈ Dj

X
pi∈Pj

nid ≥ 0, ∀d /∈ Dj

nid ≥ 0, ∀pi ∈ Pj , d ∈ Dj

where ε is the overhead of the code and K is the number of packets
per generation. Since the maximization objective and all constraints
are linear, the flow maximization problem is solved by linear pro-
gramming.

The outcome of the algorithm is a set of nid’s. Therefore, the
peer cj requests the nid packets of the set [l(i, d), h(i, d)] from its

parent pi, where

l(i, d) =

i−1X
k=1

nkd, ∀d ∈ Dj

h(i, d) = l(i, d) + nid, ∀d ∈ Dj

where l(i, d) and h(i, d) are the lower and the upper indices of the
packet set requested from the node pi.

5. EXPERIMENTAL RESULTS

In order to evaluate the performance of the proposed scheme, we
consider the transmission of multiple description coded data consist-
ing of three descriptions. The descriptions are balanced, i.e., every
description offers the same quality. Each server forwards a single de-
scription. In total, each server sends 100 Raptor encoded packets per
generation from which 20 are redundant packets to cope with packet
losses and network bottlenecks. These packets form the common set.
The optimal selection of the number of the redundant packets is an
interesting problem however it is out of the scope of this paper. The
packet size is set to 1000 bytes. We compare the performance of the
proposed inter-session network coding scheme (InterNC) with that
of the Raptor network coding scheme presented in [8] (RaptorNC)
in terms of:

• Dissatisfaction: The difference between the number of de-
scriptions a peer requests and the number of descriptions that
it recovers. It is averaged over all generations and normalized
with respect to the total number of requested descriptions.

• Delay: Time duration needed for a peer to decode a genera-
tion. When a peer cannot meet the decoding deadline (1000
ms), the delay is set to infinite (2000 ms).

• Innovative Flow: The number of received innovative pack-
ets from the requested descriptions per generation normalized
over the delay.

For the sake of comparison two types of networks are con-
sidered: (a) clustered networks and (b) networks from PlanetLab
project [11]. The clustered networks consist of two sub-networks
connected to each other with a few links like in Fig. 5. Each sub-
network is an irregular network generated from a regular by remov-
ing some links and redirecting some others as suggested in [8]. Es-
sentially, the upper sub-network serves as data provider to the lower
sub-network. The servers are connected to the second sub-network
with low capacity links (remedy links) that cannot provide sufficient
bandwidth to the clients in the lower sub-network. These links pro-
vide Raptor coded packets to decode inter-session network coded
packets. All the simulations are performed in NS3 [12]. For all the
networks, we randomly select the number of descriptions (and which
ones) each client aims at receiving.

5.1. Clustered networks

We consider three streaming servers and all other nodes to be clients.
The upper sub-network consists of 9 nodes while the lower of 12
nodes. The irregular networks are the result of removing 10% of the
links and changing the destination for 15% of the links from regular
networks. The regular networks have three nodes per coding stage
and each node in a coding stage is connected with all nodes from
the previous coding stage. The link capacity in each sub-network is
2 Mbps, while the links connecting the servers with the upper sub-
network have capacity 1 Mbps. Finally, the links connecting the
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two sub-networks have capacity 1 Mbps and the remedy links have
capacity 500 kbps.

We first investigate the performance of both schemes under com-
parison in terms of dissatisfaction. The results with respect to the
packet loss rate are presented in Fig. 6 (a). All the links suffer from
the same loss rate which takes values in the range [0, 20]%. We can
see that the average dissatisfaction for the whole network is lower
for InterNC than that of RaptorNC scheme. The performance dif-
ference increases with the loss rate as with InterNC packet combi-
nations from different descriptions can be formed, while RaptorNC
often sends redundant packets when non orthogonal packet combi-
nations cannot be found. Interestingly, from Fig. 6 (a) we note that
the advanced performance of InterNC is driven by the performance
over the lower subnetwork, while for the upper sub-network both
schemes perform equally well. This is attributed to the remedy links
that provide intra-session network coded packets to help decoding of
inter-session network coded packets. Apparently, the bottlenecked
links forward more inter-session network coded packets.

We reach similar conclusions by examining the performance of
InterNC and RaptorNC for the examined clustered networks regard-
ing their innovative flow rate. The results are illustrated in Fig. 6
(b). We can observe that in overall InterNC performs slightly bet-
ter than the RaptorNC scheme and that higher innovative rate is
achieved for InterNC at the lower sub-network, while for the up-
per sub-network the situation is reversed and RaptorNC outperforms
InterNC. The upper sub-network is penalized by the application of
InterNC as there are not enough original Raptor coded packets to de-
code the combined packets. Such packets are provided to the lower
sub-network by the remedy links.

5.2. PlanetLab networks

The results over clustered networks have shown that the proposed
InterNC scheme is interesting for streaming data. Here, we evalu-
ate our scheme for more realistic network topologies captured from
PlanetLab project [11]. The network topology consists of three
servers that stream different descriptions and 27 clients. The ca-
pacities of the links vary from 27 kbps up to 10871 kbps. We place
randomly 6 nodes that are interested in decoding one description, 13
nodes that want two descriptions and 8 that request all three descrip-
tions. All the links experience the same loss rate.

As previously, we test the performance of both schemes in terms
of dissatisfaction. Fig. 7 (a) depicts the performance of nodes re-
questing one, two, or three descriptions. We observe that InterNC
and RaptorNC perform similar for nodes demanding a single de-
scription, while significant gains can be noticed for all other nodes.
This is attributed to the fact that inter-session network coded pack-
ets cannot assist when a node wants to decode one description since
it does not receive enough packets to decode the combined packets.
For nodes that want to decode two descriptions, inter-session net-
work coded packets become useful; however for higher error rates
these nodes cannot receive enough remedy packets. Finally, nodes
that require all descriptions can find more packets to decode inter-
coded packets and thus are more robust to higher loss rates.

For the sake of completeness, we examine also the performance
of InterNC and RaptorNC regarding the decoding delay. From Fig.
7 (b), we can note that the results are in agreement with the conclu-
sions reached for the dissatisfaction performance. Therefore, gains
for InterNC exist for nodes demanding two or three descriptions,
while the advantages of InterNC are diminished when a single de-
scription is requested. Interestingly, the proposed InterNC allows
decoding from a smaller system of packets in comparison to other
RNC based inter-session network coding schemes where the num-
ber of collected packets should be at least equal to the cumulative
number of source packets of the component sources.

6. CONCLUSIONS

We have presented a novel p2p streaming system employing in-
tersession network coding based on rateless codes. The proposed
scheme is appropriate when multiple concurrent streams flow over
the network. The scheme is receiver driven and requires minimal
communication overhead. The network nodes determine the opti-
mal coding policy by solving a flow maximization problem that op-
timizes the bandwidth usage. The overall system is evaluated for
various networks and the results highlight the advantages of the pro-
posed approach over intra-session network coding based schemes in
terms of innovative flow rate, dissatisfaction measure and delay.
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