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## 1. Introduction

The last few years a lot of attention has been paid to the problem of factoring polynomials with rational coefficients. An important result was the discovery of a polynomial-time factoring algorithm [7]. The purpose of this note is to provide an informal description of this new algorithm.

It is well known that a polynomial in $\mathbb{Q}[X]$ can be decomposed into irreducible factors in $\mathbb{Q}[X]$ and that this factorization is unique up to units. Such a factorization is equivalent to the factorization of a primitive polynomial with integral coefficients, where a polynomial is called primitive if the greatest common divisor of its coefficients equals 1 . Throughout this note we will therefore restrict ourselves to primitive integral polynomials.

In Van der Waerden [13] it is shown that the factorization of a polynomial in $\mathbb{Z}[X]$ is effectively computable. The method described there was invented in 1793 by the German astronomer von Schubert, and later re-invented by Kronecker; it is usually referred to as Kronecker's method. For practical purposes this algorithm can hardly be recommended. A better algorithm was published in 1969 by ZASSENHAUS [15]. It is based on a combination of Berlekamp's algorithm for the factorization of polynomials over finite fields [6, Section 4.6.2] and Hensel's lemma [6, Exercise 4.6.2.22], and is therefore called the Berlekamp-Hensel algorithm. Zassenhaus' method performs quite well in practice, and there is some evidence that its expected running time is a polynomial function of the degree of the polynomial to be factored [2]. It has however one important disadvantage: its worst-case running time is an exponential function of the degree. Polynomials that exhibit the exponential behaviour of the Berlekamp-Hensel algorithm can easily be constructed [5].

In 1982 an algorithm was presented whose running time, when applied to
some polynomial $f$ in $\mathbb{Z}[X]$, is always bounded by a fixed polynomial function of the degree and the coefficient-size of $f$ [7]. A simplified and slightly improved version of this algorithm was given in [4] and [12]. This latter version, which we will follow here, is based on the following observation. The irreducible factors in $\mathbb{Z}[X]$ of $f$ can be regarded as the minimal polynomials (in $\mathbb{Z}[X])$ of its roots. Therefore, to find an irreducible factor of $f$, it suffices to determine the minimal polynomial of one of its roots. The minimal polynomial of a root $\alpha$ of $f$ immediately follows from an integral linear combination of minimal degree among the powers of $\alpha$. In Section 2 it is shown that the problem of finding such a relation among the powers of $\alpha$ can be reduced to the problem of finding a relatively short vector in a certain subset of a real vector space. Such a short vector can then be found by means of the basis reduction algorithm, as is explained in Section 3.

## 2. REDUCTION TO FINDING SHORT VECTORS

Let $f$ in $\mathbb{Z}[X]$ be the polynomial to be factored and let $\alpha$ be one of its roots. For simplicity we assume that $\alpha$ is real; the general case easily follows from this. Denote by $h$ in $\mathbb{Z}[X]$ the minimal polynomial of $\alpha$. Obviously, this polynomial $h$ is an irreducible factor of $f$.

Suppose the degree of $h$ equals $m$, for some positive integer $m$. Let $c$ be some fixed positive integer. Below we will show how this integer should be chosen. For an arbitrary polynomial $g \in \mathbb{Z}[X]$ of degree at most $m$ we denote by $\bar{g}$ the $(m+2)$-dimensional vector having the coefficient of $X^{i-1}$ of $g$ as $i$ th coordinate, for $0<i \leqslant m+1$, and with last coordinate $c \cdot g(\alpha)$. By $L_{m}$ we denote the subset of $\mathbb{R}^{m+2}$ consisting of these vectors $\bar{g}$; notice that the ( $m+2$ )-dimensional vector $\bar{h}$ is contained in $L_{m}$. There is a natural correspondence between the vectors $\bar{g}$ and integral linear combinations of degree at most $m$ among the powers of $\alpha$ : the first $m+1$ coordinates of $\bar{g}$ correspond to the coefficients of the integral linear combination, and the last coordinate of $\bar{g}$ is the value of that particular combination, multiplied by $c$. In this Section we show that a relatively short non-zero vector in $L_{m}$ leads to the coefficients of $h$, where we use the ordinary Euclidean norm in $\mathbb{R}^{m+2}$ (denoted $|\mid$ ).

Because $h$ is a factor of $f$, there exists an upper bound on the absolute value of the coefficients of $h$ that depends only on $f[9]$. Combined with $h(\alpha)=0$, we find that there is a bound $B_{f} \geqslant 2$, only depending on $f$ and not on $c$, such that $|\bar{h}| \leqslant B_{f}$. We claim that for any $C>1$ the value for $c$ can be chosen such that $|\bar{g}|>C \cdot B_{f}$ if $\operatorname{gcd}(h, g)=1$. This means that we can choose $c$ in such a way that any non-zero vector $\bar{g}$ that is not much longer than $\bar{h}$, leads to $h$. Namely, if $|\bar{g}| \leqslant C \cdot B_{f}$ then $\operatorname{gcd}(h, g) \neq 1$, so that $g$ is an integral multiple of $h$ because $h$ is irreducible and because the degree of $g$ is at most $m$. Thus $h$ can be found if we can find a vector $\bar{g}$ that is relatively short, i.e., $|\bar{g}| \leqslant C \cdot B_{f}$ for some $C>1$.

To prove our claim, let $C>1$ be a real number, and let $g \in \mathbb{Z}[X]$ of degree
at most $m$ be such that $\operatorname{gcd}(h, g)=1$. We prove that $c$ can be chosen such that $|\bar{g}|>C \cdot B_{f}$. Obviously, if the Euclidean length of the vector $g$ (i.e., the vector consisting of the first $m+1$ coordinates of $\bar{g}$ ) is $>C \cdot B_{f}$; then also $|\bar{g}|>C \cdot B_{f}$. Therefore we may assume that the Euclidean length of the vector $g$ is bounded by $C \cdot B_{f}$; it suffices to prove that $c$ can be chosen such that $|c \cdot g(\alpha)|>C \cdot B_{f}$.

Denote by $n$ the degree of $g$. Define the $(m+n) \times(m+n)$ matrix $M$ as the matrix having $i$ th column $X^{i-1} \cdot h$ for $1 \leqslant i \leqslant n$ and $X^{i-n-1} \cdot g$ for $n+1 \leqslant i \leqslant m+n$, where $X^{i-1} \cdot h$ and $X^{i-n-1} \cdot g$ are regarded as $(m+n)$ dimensional vectors. By $R$ we denote the absolute value of the determinant of $M$, the so-called resultant of $h$ and $g$.

We prove that this resultant $R$ is non-zero. Suppose on the contrary that the determinant of $M$ is zero. This would imply that a linear combination of the columns of $M$ is zero, so that there exist polynomials $a, b \in \mathbb{Z}[X]$ with degree $(a)<n$ and degree $(b)<m$ such that $a \cdot h+b \cdot g=0$. Because $\operatorname{gcd}(h, g)=1$, we have that $h$ divides $b$, so that with degree $(b)<m$, we find $b=0$, and also $a=0$. This proves that the columns of $M$ are linearly independent, so that $R \neq 0$. Because the entries of $M$ are integral we even have $R \geqslant 1$.

We add, for $2 \leqslant i \leqslant m+n$, the $i$ th row of $M$ times $T^{i-1}$ to the first row of $M$, for some indeterminate $T$. The first row of $M$ then becomes $\left(h(T), T \cdot h(T), \ldots, T^{n-1} \cdot h(T), g(T), T \cdot g(T), \ldots, T^{m-1} \cdot g(T)\right)$. Expanding the determinant of $M$ with respect to the first row, we find that

$$
\begin{aligned}
R= & \mid h(T) \cdot\left(a_{0}+a_{1} \cdot T+\ldots+a_{n-1} \cdot T^{n-1}\right) \\
& +g(T) \cdot\left(b_{0}+b_{1} \cdot T+\ldots+b_{m-1} \cdot T^{m-1}\right) \mid,
\end{aligned}
$$

where the $a_{i}$ and $b_{j}$ are determinants of $(m+n-1) \times(m+n-1)$ submatrices of $M$. Evaluating the above identity for $T=\alpha$ yields

$$
R=|g(\alpha)| \cdot\left|b_{0}+b_{1} \cdot \alpha+\ldots+b_{m-1} \cdot \alpha^{m-1}\right|
$$

because $h(\alpha)=0$. From $|\bar{h}| \leqslant B_{f},|g| \leqslant C \cdot B_{f}$, and Hadamard's inequality it follows that $\left|b_{j}\right| \leqslant\left(C \cdot B_{f}\right)^{m+n-I}$. Because $B_{f}$ is also an upper bound for the roots of $f$ we get

$$
R \leqslant|g(\alpha)| \cdot\left(C \cdot B_{f}\right)^{2 m+n-1}
$$

so that, with $R \geqslant 1$, we find

$$
|g(\alpha)| \geqslant\left(C \cdot B_{f}\right)^{-2 m-n+1}
$$

Therefore, in order to get $|c \cdot g(\alpha)|>C \cdot B_{f}$, it suffices to take $c>\left(C \cdot B_{f}\right)^{3 m}$. This proves our claim.

Of course, the degree $m$ of $h$ is not known beforehand. The way in which we apply the above to determine $h$ is as follows.

For some $C>1$, to be specified in the next section, we take $c$ minimal such that $c>\left(C \cdot B_{f}\right)^{3 \cdot \operatorname{degree}(f)}$. Next for $m=1,2, \ldots$, degree $(f)-1$ in succession we
do the following. Consider the set $L_{m}$ of ( $m+2$ )-dimensional vectors $\bar{g}$ as defined above. Because $\left(C \cdot B_{f}\right)^{3 \cdot d e g r e e}(f) \geqslant\left(C \cdot B_{f}\right)^{3 \cdot d e g r e a}(h)$, a non-zero vector $\bar{g}$ in $L_{m}$ satisfying $|\bar{g}| \leqslant C \cdot B_{f}$ leads to a polynomial $g$ that has a non-trivial greatest common divisor with $h$. Therefore, for values of $m$ smaller than the degree of $h$ all non-zero vectors in $L_{m}$ must have length $>C \cdot B_{f}$, and there can only be non-zero vectors $\bar{g}$ in $L_{m}$ satisfying $|\bar{g}| \leqslant C \cdot B_{f}$ if $m$ is at least equal to the degree of $h$, i.e., if $\bar{h}$ is also contained in $L_{m}$. And, as reasoned above, if $m$ equals the degree of $h$, then a reasonably short non-zero vector $\bar{g}$ leads to a polynomial $g$ that is a non-trivial multiple of $h$. This implies that for $m=\operatorname{degree}(h)$ vector $\bar{h}$ is a shortest non-zero vector in the set $L_{m}$, and that $\bar{h}$ can be determined if we can find a non-zero vector in $L_{m}$ that is longer than $\bar{h}$ by at most a factor $C$. In the next section we will see that, for some value of $C>1$, we can always find a non-zero vector in $L_{m}$ that is at most a factor $C$ longer than a shortest non-zero vector in $L_{m}$. Thus the algorithm can be terminated as soon as we succeed in finding a non-zero vector $\bar{g}$ of length at most $C \cdot B_{f}$. If no such vector is found, then all values for $m$ are smaller than degree $(h)$, so that $h=f$.

Remark. If $\alpha$ is irrational, then in practice it is impossible to work with an exact representation of $\alpha$. However, it is not difficult to see that the same arguments as above apply if we use a sufficiently close approximation $\tilde{\alpha}$ to $\alpha$. It appears that it suffices to have $|\alpha-\tilde{\alpha}|<2^{-s}$, where $s$ is bounded by a polynomial function of the degree of $f$ and of $\log |f|$. Such an approximation of a root of $f$ can be found in polynomial time, as is shown in [11].

If $\alpha$ is a non-real complex number, then we modify the definition of $\bar{g}$ as follows: for arbitrary $g \in \mathbf{Z}[X]$ of degree at most $m$ we denote by $\bar{g}$ the $(m+3)$ dimensional vector having the coefficient of $X^{i-1}$ of $g$ as $i$ th coordinate, for $0<i \leqslant m+1$, and with last two coordinates $c \cdot \operatorname{Re}(g(\alpha))$ and $c \cdot \operatorname{Im}(g(\alpha))$.

## 3. How to find the shortest vector

In the previous section we have reduced the problem of factoring polynomials with rational coefficients to the problem of finding a relatively short vector in a certain subset $L_{m}$ of $\mathbb{R}^{m+2}$. Such a subset of a real vector space is usually called a lattice. In this section we will discuss the problem of finding short non-zero vectors in a lattice, and we will see that the shortest vector problem from Section 2 can be solved by means of L. Lovász' basis reduction algorithm.

Let $n$ and $k$ be positive integers, and let $b_{1}, b_{2}, \ldots, b_{k}$ be linearly independent vectors in $\mathbb{R}^{n}$. The lattice of dimension $k$ generated by $b_{1}, b_{2}, \ldots, b_{k}$ is defined as the set

$$
\left\{\sum_{i=1}^{n} r_{i} b_{i}: r_{i} \in \mathbf{Z}\right\}
$$

The lattice is denoted $L=L\left(b_{1}, b_{2}, \ldots, b_{k}\right)$ and $b_{1}, b_{2}, \ldots, b_{k}$ is said to be a
basis for the lattice. Clearly, the set $L_{m}$ from Section 2 is an ( $m+1$ )dimensional lattice generated by $\bar{g}_{0}, \bar{g}_{1}, \ldots, \bar{g}_{m}$ where $g=X^{i}$, for $i=0,1, \ldots, m$.

The shortest vector problem for a lattice $L=L\left(b_{1}, b_{2}, \ldots, b_{k}\right)$ is the problem of finding a shortest non-zero vector in $L$. Of course this problem depends on our choice of norm in $\mathbb{R}^{n}$. It is known that for the $L_{\infty}$-norm (the max-norm) the shortest vector problem is NP-hard (see for instance [14]), which makes it quite unlikely that there is an efficient algorithm to find a shortest vector with respect to that norm. In Section 2 we are interested in the $L_{2}$-norm (the ordinary Euclidean norm). For the $L_{2}$-norm the shortest vector problem is still open, i.e., it is unknown whether the problem is NP-hard or allows a polynomial-time solution (see [3] for an algorithm that runs in polynomial time if the dimension of the lattice is fixed).

In Section 2 we have a weaker version of the shortest vector problem: it suffices to find a non-zero vector that is longer than a shortest vector by at most a factor $C$, for some $C>1$. This problem can be solved as follows. Let $L=L\left(b_{1}, b_{2}, \ldots, b_{k}\right)$ be as above a lattice of dimension $k$ in $\mathbb{R}^{n}$. In 1981 L . Lovísz invented an algorithm, the basis reduction algorithm (see [7, Section ${ }_{\sim}^{1])}$, that transforms the basis $b_{1}, b_{2}, \ldots, b_{k}$ for $L$ into a reduced basis $b_{1}, b_{2}, \ldots, b_{k}$ for $L$. Roughly speaking, a reduced basis is a basis that is nearly orthogonal ; for a precise definition of this concept, and for a description of the basis reduction algorithm, we refer to [7, Section 1].

It is intuitively clear that a basis that is nearly orthogonal contains a vector that is not much longer than a shortest vector in the lattice. For a reduced basis $\tilde{b}_{1}, \tilde{b}_{2}, \ldots, \tilde{b}_{k}$ for $L$ the following can be proved:

$$
\left|\tilde{b}_{1}\right|^{2} \leqslant 2^{k-1} \cdot|x|^{2}
$$

for every non-zero $x$ in $L$. This implies that the first vector $\tilde{b}_{1}$ in the reduced basis is longer than a shortest non-zero vector in $L$ by at most a factor $2^{(k-1) / 2}$. In Section 2 it is therefore sufficient to take $C=2^{m / 2}$.

In [7] it is shown that the running time of the basis reduction algorithm, when applied to a basis $b_{1}, b_{2}, \ldots, b_{k}$ in $\mathbb{Z}^{n}$, is bounded by a polynomial function of $k, n$, and $\max _{i}\left(\log \left|b_{i}\right|\right)$. Combined with a precise analysis of the results from Section 2 it follows that a primitive polynomial $f$ in $\mathbb{Z}[X]$ of degree $n$ can be factored in time polynomial in $n$ and $\log |f|$.

Except for a polynomial-time algorithm for factoring polynomials, there exist many more applications of L. Lovász' basis reduction algorithm. To mention a few: simultaneous diophantine approximation [7], breaking knapsack based cryptosystems [1,8], and the disproof of the Mertens conjecture [10].
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