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We investigate analytically, numerically, and experimentally the modulational instability in a layered, cubi-
cally nonlinear (Kerr) optical medium that consists of alternating layers of glass and air. We model this setting
using a nonlinear Schrddinger (NLS) equation with a piecewise constant nonlinearity coefficient and conduct
a theoretical analysis of its linear stability, obtaining a Kronig-Penney equation whose forbidden bands corre-
spond to the modulationally unstable regimes. We find very good quantitative agreement between the theoret-
ical analysis of the Kronig-Penney equation, numerical simulations of the NLS equation, and the experimental
results for the modulational instability. Because of the periodicity in the evolution variable arising from the
layered medium, we find multiple instability regions rather than just the one that would occur in uniform

media.
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I. INTRODUCTION

The modulational instability (MI) is a destabilization
mechanism for plane waves that results from the interplay
between nonlinear and dispersive effects [1,2]. It leads to
delocalization in momentum space and, in turn, to localiza-
tion in position space and the formation of localized
(solitary-wave) structures. The MI arises in many physical
settings, including fluid dynamics (where it is also called the
“Benjamin-Feir” instability) [3], nonlinear optics [4-6],
plasma physics [7,8], and other areas. Recently, it has also
taken center stage in atomic physics in studies of atomic
Bose-Einstein condensates (BECs) [9-13] (see also [14] for a
review). In all of the above settings, the MI is one of the
principal mechanisms leading to the emergence of localized
“coherent nonlinear structures” and the formation of bright
solitary waves (and trains of solitary waves).

The MI was originally analyzed in uniform media, pre-
dominantly in the framework of the nonlinear Schrodinger
equation (NLS) [15], where a focusing nonlinearity leads to
MI for sufficiently large plane-wave amplitudes (for a given
wave number) or sufficiently small wave numbers (for a
given amplitude) [5]. More recently, several very interesting
experimentally relevant settings with (temporally and/or spa-
tially) nonuniform media have emerged. Research in this di-
rection includes the experimental observation of bright
matter-wave soliton trains in BECs [16], induced by a tem-
poral change of the interatomic interaction from repulsive to
attractive through Feshbach resonances. Subsequent theoret-
ical work demonstrated how this effective change of the non-
linearity from defocusing to focusing leads to the onset of
MI and the formation of soliton trains [11-13]. Such soliton
trains can also be induced in optical settings, as has been
demonstrated, for example, in the context of birefringent dis-
persive media [17,18].

The theme of the present paper is the analysis of the MI in
a setting with periodic nonuniformities. In the context of
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nonlinear science, such studies date back to the Fermi-Pasta-
Ulam problem [2,19] and have continued ubiquitously in nu-
merous disciplines. Periodic nonuniformities arise not only
in the physical sciences (optics, atomic physics, solid-state
physics, etc.) but also in biology in, for example, DNA
double-strand dynamics [20]. In optics, prominent areas in
which periodicity takes center stage include the study of pho-
tonic crystals [21] and optically induced lattices in photore-
fractive crystals [22]. Additionally, there have been recent
experimental observations of the MI in spatially periodic op-
tical media (waveguide arrays) [23]. In solid-state physics,
periodicity has been prevalent in the study of superconduct-
ing Josephson junctions [24], among other topics. Similar
studies have been reported in atomic physics in, for example,
BECs confined in spatially periodic optical potentials (so-
called “optical lattices”) [9,10,25,26]. A key feature in such
settings is that MI can even occur for defocusing nonlineari-
ties for certain wave-number bands, as was originally sug-
gested in Ref. [27].

While the aforementioned results pertain to spatially in-
homogeneous settings, in which the periodicity lies in the
transverse dimensions, we discuss in this paper the theoreti-
cal analysis and the first experimental realization of MI in a
setting that is periodic in the evolution variable. In the opti-
cal setting discussed here, this variable describes the propa-
gation distance (it represents time in the framework of
BECs). Such settings were initially proposed in the context
of optical fiber communications, through so-called “disper-
sion management” techniques (which induce periodic
changes in the group-velocity dispersion) [28-32], and have
since also been studied for “nonlinearity management” (in
which the Kerr nonlinearity is periodic in the propagation
variable) [33-37]. They have also been investigated in BECs
through so-called “Feshbach resonance management” (FRM)
schemes [38—44] (see also the review [45]).

In the present paper, which provides a detailed description
of work we reported in a recent Letter [46], we discuss an
experimental investigation of MI in a layered optical me-
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dium and its quantitative comparison with analytical and nu-
merical results. The medium consists of alternating layers of
glass and air that the optical waves traverse. We model the
dynamics of our experiment using an NLS equation with
piecewise constant nonlinearity coefficient and a dissipation
mechanism that accounts for reflective losses at the glass-air
interfaces. We obtain very good quantitative agreement be-
tween our theoretical analysis, numerical simulations, and
experimental results. The tractability of the theoretical analy-
sis in our setting stems from the piecewise-constant nature of
the material coefficients. In particular, this leads to an ordi-
nary differential equation (ODE) in the linear stability analy-
sis of the plane waves that is reminiscent of the Kronig-
Penney (KP) model of solid-state physics [47]. This model is
a special case of a Hill equation [48], whose coefficients are
periodic in the evolution variable, which leads to a band
structure for its eigenvalues. In the present context, the for-
bidden bands of the KP model correspond to the instability
regimes. This observation allows us to compute the bands of
modulationally unstable wave numbers of perturbation (on
top of the plane-wave solution) semi-analytically and conse-
quently to compare our experimental findings not only with
the numerical simulations of the NLS equation but also with
the theoretical analysis of the KP model. Similar analyses
have been performed, from a theoretical point of view, for
dispersion-managed optical fibers [28,29,31].

The remainder of this paper is organized as follows. First,
we present our theoretical model governing pulse propaga-
tion in layered Kerr media and analyze it mathematically. We
then discuss our numerical procedures and experimental
setup, present our main results, and provide additional dis-
cussion on several technical points. Finally, we present our
conclusions and some future challenges.

II. THEORETICAL ANALYSIS
A. Analytical results

Our theoretical model for the propagation of the optical
beam in the layered nonlinear medium incorporates the
dominant dispersive and Kerr effects for each of the two
media. Accordingly, by employing the slowly varying enve-
lope approximation to the Maxwell equations [49], we derive
the following NLS equation:

17 ~

la_lz = —Viu —|ulPu, 0<¢<I (glass),

u ln(l) n(zz) - ~
i—=———Viu——5uu, 1<i<L (air).
o~ 2n@ ni)

(1)

In Eq. (1), space is rescaled by the wave number k"
=2’7Tl’lgl)/ N (where N\ is the source wavelength); that is,
(&,1,0)=k"W(x,y,z). The complex field u is given by u
:(ngl)/ n(()l))”zE, where E is the electric field envelope. The
superscript (j) denotes the medium, with j=1 for glass and
j=2 for air. As is well known, the linear parts n(’) of the
refractive indices of glass and air take the values ”0 =15
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and ”0 =1, respectlvelgr The nonlinear parts (i.e., the Kerr
coefficients) n2 are n, )=32% 10716 cm?/W and nzz)—3 2
X 107" em?/W [50].

One can also incorporate the transmission losses at each
slide into the system (1). The equation is then written

u

P gD(g)Wu N uPu—inu, 2)

where D({)=1, N({)=1 in glass and D({):n(()l)/nf)z), N(Q)
ngz)/ n(zl) in air. The last term in Eq. (2) describes the trans-

mission losses at each slide. The loss rate y({) is given by

M
W) =ad 8-, (3)
n=1

where M is the number of glass-air interfaces at which losses
occur and ¢, is the location of the nth interface. The prefactor
a is determined by the constraint that the power P after an
interface is a factor r (which for our experiments is typically
0.99) times the power before the interface. Because dP/d{
=-2vyP, the parameter « satisfies the equation exp(-2a)=r.

To examine the onset of MI, we consider plane-wave so-
lutions of Eq. (1), which are uniform in the tranverse spatial
variables (£ and 7). Using the transformation

¢
v:uexp{f 'y({’)dg”}, (4)

we obtain the equation

¢
lfi—g=—N(§)eXP{ J 7(§')d§'}|v|zv, (5)

where we note that the Laplacian term in Eq. (1) is identi-
cally zero. Transforming to polar coordinates, with v=Re”,
we subsequently obtain

M
"Z_I;‘ ;’—ER:—N@exp[—zag H(&—g;)]RB,
dR
d_§ =0, (6)

where H({') is the Heaviside step function. Equation (6) im-
plies R=R(0)=A, and

M
-2aX H(( - 4“,1)} : (7)

n=1

d—a—A N( )
dt oNV()exp

This yields an analytical expression for the plane-wave solu-
tions of Eq. (2),

’ ) 7 ’ 7
1o(8) = Age ™AL GIAGTINEITEAL (8)

where T'(¢") =exp[-2/¢ AD)d).
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To perform a linear stability analysis of these plane
waves, we consider a spatial perturbation of Eq. (8) given by

u=ug(Y[1 +w(Q)cos(kgé)cos(k,m)], )

where w is a small (Fourier-mode) perturbation with wave
vector (k¢ k,). We use the notation w=ew and insert the
expression (9) into Eq. (2) to obtain

d
idi;@)[l + ei(Q)cos(ked)cos(k, )]
i )
+ zsuo(g)d—g(g“)cos(kgf)cos(knn) +0(e%)

. %suo(g)D(g)(— 2~ I2)(Dcos(ked)cos(k )

=iy Quo(Y1 +Ww(¢)cos(kgé)cos(k,n)]
= N(Duo(DPue(D[1 + 2eW()cos(kgf)cos(k,m)]
X1+ sﬁ*(g“)cos(kgg)cos(knﬂ)] +0(e?), (10)

where " denotes the complex conjugate of W. We then
equate the terms in Eq. (10) order by order in powers of e.
By construction, the O(1) terms cancel out. The O(e) terms
give

du dw
id—g’(omo +iu0<§)d—v§(o

= S0+ )P D) - A D DD
- Nl O Pu 257 + 7). (1)

Dividing both sides of Eq. (11) by uy({) and using the equa-
tion

L duy
TS g(i)— N(Qup(DI* = inQ)

yields

(0= 50+ B)DOT - MOl 0P
= N(@uo( QP (2). (12)

Decomposing w (and hence w) into real and imaginary
parts, w=F+iB, we obtain a linear system of ODEs,

dF 15

T LKD),

dB 1 —

FTin 5[180(/:) +2N()|uo(DI*IF. (13)

where l€2=k§+k37. We rewrite the above system as a single
second-order equation,
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d&F 1 db _dF

a2 " pwac¥u

1—
+ {— Zk“D(z)2 +N(£)/?D(§)Iuo(§)l2]F. (14)

The transformation F=gD'? then yields a Hill equation,

@g [0 (d_D ) 11 &b }
5(0) = %EZD(z){zN@)Iuo(z)lz - %”ZD@)} . (15)

Hereafter, we make some simplifying assumptions that we
will justify based both on the experimental system param-
eters and on a detailed comparison of our results with the
numerical simulations and experimental findings. In particu-
lar, in investigating Eq. (15), we ignore the losses at the
interfaces so that its solution satisfies Bloch’s theorem.
Given that the transmission for each slide is approximately
99%, this is a very good approximation. Additionally, while
it is possible to analyze Eq. (14) directly (if losses are ig-
nored), it is sufficient in modeling our experiments to exploit
the weak variation of D({) and substitute D({) with its aver-
age. In this case, the transformation to Eq. (15) is no longer
necessary, and we proceed using Eq. (14). As will be dis-
cussed below, this assumption has hardly any effect on the
results from Eq. (14). Under this additional simplification,
Eq. (14) is a Hill equation [48], equivalent to the well-known
Kronig-Penney model from solid-state physics (originally
proposed as a prototypical description of an electron moving
through a crystal lattice in a solid) [47] for the piecewise-
constant nonlinearity coefficient under consideration. As dis-
cussed in Ref. [43], such a periodic potential allows one to
use Bloch’s theorem to obtain an analytical solution in both
glass and air. Consequently, one may write [47,51]

F({+ L) =exp(-iwL)F(), (16)

where w is the Floquet multiplier. The analytical solution for

F(Q) is

F=a e +be™¢ 0<¢<I (glass),

F = a,e™2 + bye 26, I<¢<L (air), (17)

where  s2=k2DV(IDV/4-NV|ugl?)  and  s3=k*D?
X (k*D@/4-N?|uy|?). Because we are ignoring losses at the

interfaces, |ug|>=|Ay|* in the expressions for s, and s,.
The continuity of F' and dF/d{ at the glass-air boundaries

(i.e., at =1 and {=L) leads to matching conditions that are
used to determine the constants of integration a,, a,, b, and
b,. This yields the following homogeneous 4 X4 system of
equations:
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1 1 -1 -1 a

S -8 -5 $2 b,
el gl grivlyin(nl) _ griolmindD || o =0, (18)

Slelsll _ Sle—tsll _ sze—leetsz(l—L) sze—twLe—zsz(l—L) b2

which possesses nontrivial solutions if and only if the deter-
minant of the matrix vanishes. This gives the following solv-
ability condition for w:

52453

cos(wl) = — sin(s,1)sin[s,(L = )]

S182
+cos(s,l)cos[so(L - 1)] = G(k), (19)

similar to that obtained for plane-wave solutions of the NLS
equation with piecewise constant dispersion management
[28]. Because of the functional form of the left-hand side of
Eq. (19), real solutions for the Floquet exponent w exist if

and only if |G(k)| <1. Given the form of the solution for the
perturbation F({), this case corresponds to modulationally

stable wave numbers k that exhibit oscillatory behavior. On

the other hand, for |G(k)| > 1, the solutions of Eq. (19) are
imaginary, leading to an exponential growth in the real part
of the perturbation F({) which, in turn, indicates that such
wave numbers are modulationally unstable. Hence, the anal-
ogy to the original Kronig-Penney problem shows that the
allowable energy zones are the ones corresponding to stable
wave numbers, whereas the forbidden energy zones are the
ones associated with MI.

B. Numerical setup

We perform direct numerical simulations of Eq. (2) using
experimentally determined parameters. To confirm the valid-
ity of our simulations, we use two different algorithms: a
beam-propagation, split-step code and a code using finite dif-
ferences in the spatial variables and a fourth-order Runge-
Kutta algorithm in the propagation direction. We used the
latter method to generate all of the figures shown in this
paper and have verified that we obtain the same results using
the former algorithm.

For the depicted figures, we used a grid with 1000 spatial
nodes and scaled the spatial step size by the wave number for
each simulation to ensure periodic boundary conditions in a
domain encompassing 15 periods of the periodic initial con-
dition [see, in particular, Eq. (9)]. We obtained the same
results upon varying the number of grid points (up to 4000)
and the number of periods. The typical grid spacing and
evolution-variable step were approximately 0.3 wm and
0.04 wm, respectively.

In conducting our numerical experiments, we make two
additional simplifications. First, motivated by the experi-
ments, we consider in our numerical simulations the one-
dimensional dynamics along the direction of the modulation.

That is, we use k,=0 and vary k.. Accordingly, we convert
the experimental two-dimensional interference patterns re-
corded on the charge-coupled device (CCD) camera (see the
next section for the specifications) to one-dimensional ones
by integrating along the direction orthogonal to the modula-
tion. Second, we assume that the modulational dynamics of
the (weakly decaying) central part of the Gaussian beam of
the experiments is similar to that of a plane wave with the
same intensity. We tested both of these assumptions and con-
firmed them both a priori through the dynamical evolution of
our experimental and numerical results and a posteriori
through their quantitative comparison. Consequently, the ini-
tial wave functions in the numerical experiments take the
form

u=Ag+ e, (20)

where A= \570, and /; denotes the intensities used experimen-
tally (see the discussion below). We also use the experimen-
tal perturbation value of €,=A,/10. We follow (and report)
the subsequent evolution in both real and Fourier space.

III. EXPERIMENTS VERSUS THEORY
A. Experimental setup

In our experiments, whose setup is shown in Fig. 1, we
use an amplified titanium:sapphire laser to generate 150 fem-
tosecond pulses with an energy of 2 mJ at a wavelength of
A=800 nm. The beam profile is approximately Gaussian
with a full width at half maximum (FWHM) of 1.5 mm. The
laser pulses are split into a pump and a reference using a
beam splitter (BS1), with most of the energy in the pump
pulse. After synchronization with a variable delay line (DL),
the two pulses are recombined at a second beam splitter
(BS2) and sent to the nonlinear layered medium (NLM). This

Laser : p M1
V4

LIl —Ae

FIG. 1. Experimental setup. BS1 and BS2 are beam splitters, DL
is a variable delay line, M1 and M2 are mirrors, NLM is the non-
linear layered medium, and L1 and L2 are lenses.
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configuration allows us to control the relative angle in the
propagation of the two beams.

The reference introduces a sinusoidal modulation in the
intensity (i.e., an interference pattern), with the period deter-
mined by the relative angle between the two beams. We care-
fully tune the angle of the reference by rotating BS2 so that
the two beams overlap while propagating (at adjustable
angles) through the NLM. The NLM consists of six
1-mm-thick quartz microscope slides separated by air gaps.
The glass slides have an antireflection coating to minimize
the loss (the reflection from each interface is 1%). The loss
due to back reflections from the slides is included in our
numerical simulations, and the effect of double reflections is
negligible. In our experiments, we used structures with air
gaps of 2.1 mm and 3.1 mm. We image the intensity pattern
after the NLM (at the output face of the last quartz slide) on
a CCD camera (Pulnix TM-7EX) using two lenses (L1 and
L2) in a 4-F configuration with a magnification of M=8. An
image of the pump beam is used as a background and sub-
tracted from the interference pattern to remove spatial non-
uniformities that are not due to MI. The CCD camera cap-
tures the central region of the beam (0.6 mm X 0.8 mm).
Because the decay in this region of the Gaussian beam is
weak, we approximate it as a plane wave in the theory and
computations.

We record the intensity pattern at the output of the
NLM for three different values of the pump intensity: /Ipg
=9.0X 108 W/cm?, 1p;=9.0Xx10"° W/cm?, and Ip,=1.3
X 10" W/cm?. In all three cases, the intensity of the refer-
ence beam is 1% of that of the pump. We measure the effect
of the nonlinearity by comparing the output for high (75, and
Ip,) versus low intensity (Ipo). For low intensity, the propa-
gation is essentially linear. In the nonlinear regime, if the
spatial frequency of the modulation lies within an instability
window, the amplitude of the reference wave will increase at
the expense of the pump.

B. Results

The input field is given by Eq. (20), where A, and ¢, are
the amplitudes of the pump and reference beams, respec-
tively, and |€y|><<|Ao|*>. For linear propagation (low pump
intensity, Ip,), the intensity pattern at the output of the NLM
is approximately the same as that at the input. That is, it is
about

[0(§) = |A0|2 + |€0|2 + 2A0€0 COS(kgg) . (21)

For the nonlinear case (high pump intensity, 7, and Ip,), the
amplitude of the wave changes and higher spatial harmonics
are generated. The intensity at the output of the NLM is
approximately

Ing(8) =|A||* + 24, €, cos(k¢é) +2A €, cos(2kd) + -+,
(22)
where A; and €, (n=1,2,...) are, respectively, the ampli-

tudes of the pump beam and the nth harmonic at the output
of the NLM. The Fourier transform (FT) of Eq. (22) is

PHYSICAL REVIEW A 75, 063804 (2007)

o
any
o]
0.8 1 1 1 1
0.004 0.008 0.012 0.016 0.02
k

FIG. 2. (Color online) Comparison of experimental (top), nu-
merical (middle), and analytical (bottom) results for the 1 mm
glass-2.1 mm air configuration as a function of the dimensionless
wave number k. For the diagnostics R and |G| (defined in the text),
values larger than 1 correspond to MI.

k k
FT(Iy) = |Ai*8(F) +Alq{§<f§_ ﬁ) ! 5<ff+ ﬁ”

+A162{5(f§—%>+§(f§+%>}+ e (23)

The FT peak height ratios (first-order:zeroth-order), r
=¢€y/Ay and r;=€,;/A,, are approximately equal to the ampli-
tude ratios of the reference and pump waves. (For the experi-
mental value of €,=A/10, the error introduced by this ap-
proximation is roughly 1%.) In the linear case, the value of
ro remains constant. However, in the nonlinear case, the
value of r; depends on the length of the nonlinear medium.
We thus use the ratio R=r;/r, as a diagnostic measure for
both our experimental and numerical results, so that R>1
indicates growth of the perturbation. This measurement is

equivalent to the ratio r({={)/r,({=0) (where { is the
scaled length of the nonlinear medium), which compares the
amplitude of the reference wave at the output to that at the
input, but it is more robust experimentally because it ac-
counts for other linear effects (such as the limited coherence
length and spatial overlap of the pulses) that can affect the
strength of the peaks in the Fourier transform. Therefore, the
value of R reflects only the changes that are caused by the
nonlinearity. In the numerical simulations, the peaks in the
Fourier transform are sharp (one pixel), whereas they are
broader in the experiments. Accordingly, when computing R
from the experimental data, we use the area under the peaks
instead of the peak value.

Figure 2 shows the ratio R(k) for the structure with 1 mm
slabs of glass sandwiching 2.1 mm air spacings, where k
=k§7yf)l) is the sine of the angle between the pump and refer-
ence beams. There are two instability bands, quantified ex-
perimentally by R> 1, within the measurement range. Simi-
lar to what has been shown computationally for dispersion-
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FIG. 3. (Color online) Comparison of experimental (a) and nu-
merical (b) one-dimensional intensity patterns at the output (z
=16.5 mm) of the nonlinear medium with 1 mm glass-2.1 mm air
for k=0.0042 [top panels of (a) and (b)], k=0.0126 (middle panels),
and k=0.0170 (bottom panels), corresponding to the first instability
band, the following stable region, and the second instability band,
respectively. The dashed curves are for high intensity (Ip;) and the
solid ones are for low intensity (Ipp). To facilitate comparisons be-
tween curves with different initial intensities, we scale the curves in
this figure (to “arbitrary units”) using the condition that the mean of
[u(x,z)|? is 1.

managed media [29,31], the periodicity in the evolution
variable from the layered (“nonlinearity-managed”) medium
induces a second instability band. Note that only a single
band occurs in uniform media. The maximum growth of the
perturbation in the first and second bands appear at k=6.0
X 1073 and k=1.70X 1072, with values of R=2.05 and R
=1.19, respectively. The increase in the modulation is clearly
visible in the 1D intensity patterns (see Fig. 3). As indicated
by the middle and bottom panels of Fig. 2, the positions of
the instability bands are in very good agreement with both
numerical and theoretical (indicated by the forbidden zones
with |G| >1) predictions. The numerical simulations typi-

PHYSICAL REVIEW A 75, 063804 (2007)

cally show a stronger instability than the experimental mea-
surements; this results from the three-dimensional nature of
the experiment that is not captured in the simulation. In the
experiment, the spatiotemporal overlap of the two beams de-
creases with increasing k, which leads to weakening of the
higher-order peaks. Additionally, temporal dispersion leads
to a reduction in the aggregate strength of the nonlinearity in
the experiment. The small-amplitude ripples that appear in
the numerical simulation within the stable region result from
the finite number of periods in the propagation distance
rather than from actual instabilities. We discuss this issue in
further detail below. Despite these differences, we stress that
the simulations successfully achieve our primary goal of
quantitatively capturing the locations of the instability win-
dows.

Figure 3(a) shows the normalized experimental one-
dimensional intensity pattern at the output of the NLM for
Ip, (dashed curve) and Ip, (solid curve). The three panels
correspond to the cases k=4.2 X 1073 (top), which lies in the
first instability band; k=1.26 X 1072 (middle), which lies in
the stable region separating the two forbidden zones; and &
=1.70X 1073 (bottom), which lies in the second instability
band. The comparison of high and low intensity clearly
shows the effect of the nonlinearity on the propagation.
When the modulation of the input wave lies within the insta-
bility band, the amplitude of the modulation for the high
intensity wave increases due to MI. We have observed an
increase in the amplitude of the modulation both in the first
and second instability bands, whereas the modulation re-
mains practically unchanged in the stable region. We show
the corresponding numerical intensity patterns in Fig. 3(b).
As with the experimental results, the MI in the first and third
panels causes the peaks in the intensity pattern to become
higher and narrower, whereas this is not the case for the
middle panel of the figure. We note in passing that a small
increase in amplitude is discernible in the middle panels of
Figs. 3(a) and 3(b). This is associated with the ripples men-
tioned above and will be discussed more extensively below.

In Fig. 4, we show the Fourier transforms of the experi-
mental (top panels) and numerical (bottom panels) intensity
patterns at the output of the layered medium (i.e., at z
=16.5 mm). Observe the appearance of higher spatial har-
monics of the initial modulation in the regions of instability.
Such harmonics correspond to the narrowing of the peaks in
the spatial interference pattern. The panels depict the wave
numbers k=0.0042 (left), k=0.0126 (center), and k=0.0170
(right). The first-order peaks (the ones closest to k=0) corre-
spond to the modulation of the input beam and are present
for both low and high intensity. For high intensity, additional
peaks appear at the higher harmonics for unstable wave num-
bers of the modulation (k=0.0042 and k=0.0170). We also
observed this harmonic generation in the numerical simula-
tion (bottom panels), in good agreement with the experi-
ments. In contrast, such harmonics are absent in the experi-
mental results for & within the modulationally stable regions
(R<1 in Fig. 2; see the top center panel of Fig. 4), again in
agreement with the theoretical prediction. As with the ripples
observed in Fig. 2 and the weak intensity amplification of
Fig. 3, the appearance of weaker harmonics in the numerical
simulation for k=0.0126 arises from the use of finitely many
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FIG. 4. (Color online) Experimental Fourier spectra (top panels)
and numerical Fourier spectra (bottom panels) at the end of propa-
gation (z=16.5 mm) of the layered structure with six glass slides
(of thickness 1 mm), each pair of which sandwiches 2.1 mm of air.
The left panels are for k=0.0042 (first instability band), the center
ones are for k=0.0126 (stable region), and the right ones are for k
=0.0170 (second instability band). The dashed curves are for high
intensity (/p,) and the solid ones are for low intensity (/p).

propagation periods in the numerical simulation; these result
in a weak amplification even in modulationally stable cases.
As we explain in detail below, incorporating additional
propagation periods in the numerical evolution distinguishes
with increasing clarity the modulationally stable and unstable
regions.

Figure 5 shows the experimental (top), numerical
(middle), and theoretical (bottom) instability windows for a
new structure, in which the 1 mm glass slides are sand-
wiched between 3.1 mm air windows. This structure’s longer
spatial period results in a smaller spacing between the insta-
bility bands in Fourier space. Once again, we obtain good
quantitative agreement between experiment, numerics, and
theory with respect to the locations of the instability bands.
In the experiments, the peaks of the first two bands are at
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FIG. 5. (Color online) Same as Fig. 2 but for the 1 mm glass-
3.1 mm air configuration. Observe the presence of a third MI band.

k=5.3% 1073 and k=1.46 X 1072, with values of R=2.13 and
R=1.35, respectively; a third band appears near k=2.05
% 1072, with R=1.03. We note that because of the larger air
gaps, the instability windows shift towards lower wave num-
bers. Observe, however, that there is a slight disparity in the
location of the very weak (in the experiments) third band
between the analytical, numerical, and experimental results.
This may be attributable to the very weak growth rate of the
instability in conjunction with our quasi-one-dimensional ap-
proximation versus the fully three-dimensional spatiotempo-
ral nature of the experiment.

Figure 6 shows the normalized one-dimensional intensity
pattern at the output of the NLM for Ip, (dashed curve) and
Ipy (solid curve). For both the experimental [Fig. 6(a)] and
numerical [Fig. 6(b)] results, the three panels show the re-
sults for the first instability band (top panel, with k=0.0044),
the second instability band (middle panel, with k=0.0146),
and the third instability band (bottom panel, with k=0.0205
for the experimental results and k=0.0208 for the numerical
ones). Once again, we clearly observe an increase in the
modulation depth in the instability bands, whereas for the
modulationally stable case, such an increase is absent. In
fact, the experiments may even suggest a corresponding de-
crease, which does not appear in the numerical simulations.
We believe that this decrease results from the nonideal con-
ditions of the experiments—particularly because the modu-
lation of the input beam is not purely sinusoidal and the
beam itself is not a perfect plane wave. The third band shows
only a weak instability. Experimentally, the larger angle be-
tween the two beams (leading to the high wave numbers of
this band) reduces the interaction between them because of
the limited temporal and spatial overlap, thereby decreasing
the strength of the nonlinearity.

In Fig. 7, we show the Fourier transforms of the experi-
mental (top panels) and numerical (bottom panels) intensity
patterns at the output of the layered Kerr medium with the
3.1 mm air gaps. The appearance of higher spatial harmonics
of the initial modulation in the regions of instability is again
evident both experimentally and numerically, especially in
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FIG. 6. (Color online) Same as Fig. 3 but at the end of the
propagation (z=21.5 mm) for the 1 mm glass-3.1 mm air configu-
ration. The wave numbers in the experimental plots (a) are k
=0.0042 [top panel], k=0.0146 (middle panel), and k=0.0205 (bot-
tom panel). The first two wave numbers are the same in the numeri-
cal plots (b), but we use k=0.0208, the peak of the third numerical
band, for the last panel. These wave numbers occur, respectively, in
the first instability band, the second instability band, and the third
instability band. As before, the dashed curves are for high intensity
(Ipy), and the solid ones are for low intensity (Ipg).

the first two modulationally unstable bands. For the third
band, the phenomenon is very weak, as discussed above.
From left to right, the panels depict the results for wave
numbers in the first (k=0.0044), second (k=0.0146), and
third (k=0.0205 in the experiments and k=0.0208 in the nu-
merical simulations) unstable bands.

C. Discussion

In this section, we discuss the evolution of u(x,z) and
elaborate on several of the points mentioned in previous sec-
tions. In particular, we discuss the evolution of the diagnostic
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FIG. 7. (Color online) Same as Fig. 4 but at the end of the
propagation (z=21.5 mm) for the 1 mm glass-3.1 mm air configu-
ration. As before, the experimental results are shown in (a) and the
numerical ones are shown in (b). The left panels show the results
for wave number k=0.0044 (first instability band), the middle pan-
els are for k=0.0146 (second band), and the right panels are for the
third band (k=0.0205 for the experiments and k=0.0208 for the
numerical simulations). As before, the dashed curves are for high
intensity (Ip,) and the solid ones are for low intensity (/p).

R=R(z), previously reported only at the output of the layered
medium (in order to compare with experiments). We also
discuss how the different intensities (and hence different ef-
fective nonlinearities) influence our experimental results, in
terms of the diagnostic R as a function of the wave number.
For that same dependence (R as a function of wave number
k), we consider the ripples previously discussed for the stable
region and how their relative amplitudes compared to the
peak heights in the instability regions vanish as the propaga-
tion distance (that is, the number of propagation periods)
increases. Finally, we validate the assumption (used in our
theoretical analysis) of substituting the weakly varying dis-
persion by its average by comparing the direct evolution re-
sults between the true dynamics and the average-dispersion
ones.
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In Fig. 8, we show contour plots of the intensity |u(x,z)[?
for our numerical simulations (for the layered medium with
I mm glass slides sandwiching 2.1 mm air gaps) of low-
intensity and high-intensity initial wave functions at k
=0.0042 (first instability band), k=0.0126 (stable region),
and k=0.0170 (second instability band). For the stable re-
gion, the nonlinearity has only a small effect on the evolution
of the interference pattern. For propagation in the instability
bands, we observe an increase in modulation depth in both
cases but with marked differences in the evolution. For the
lower wave number, the modulation grows continuously and
the orientation of the pattern remains fixed. The most inter-
esting behavior is observed in the second instability band, in
which the evolution of the pattern is markedly different. The
modulation depth increases and decreases periodically, with
a net increase after each period.

We now discuss in greater detail the dynamical depen-
dence of the diagnostic R on the propagation distance z (see
Fig. 9). For the case of 2.1 mm air gaps, we show examples
in the first instability band (k=0.0042), the second instability
band (k=0.0170), and in the region between the two insta-
bility bands (k=0.0126). For the second unstable region, ob-
serve that R(z) oscillates but with an increasing amplitude.
Note additionally that the peak of the oscillation is not at the
boundary between the two layers but rather near the half-
period point. We observe similar features for the configura-
tion with 3.1 mm air gaps.

Figure 10 shows the experimentally measured instability
windows [R=R(k)] for the Imm glass-2.Imm air configura-
tion with an initial beam of high intensity /p, (top), one with
lower intensity Ip; (middle), and for the 3.1 mm air-1 mm
glass configuration with high intensity (bottom). For the

lower intensity case, the peaks are smaller because of the
weaker nonlinearity, in consonance with the theoretical pre-
diction. For the structure with larger air gaps, the instability
bands shift towards lower k. Moreover, as seen by Eq. (19),
one can obtain more instability windows by increasing the
widths of the air gaps further. However, this is very difficult
to achieve in experiments. The interaction length of the two
beams is limited by their spatial and temporal overlap. In
order to study structures with larger gaps, the beam diameter

4
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FIG. 9. (Color online) Evolution of the MI diagnostic R=R(z) as
a function of the propagation distance for the configuration with
1 mm glass slides sandwiching 2.1 mm of air. The wave numbers
are k=0.0042 (top), k=0.0126 (middle), and k=0.0170 (bottom).
The ticks on the horizontal axes indicate the glass-air interfaces,
and the labeled values indicate the left edges of the glass slides.
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FIG. 10. (Color online) Experimental measurement of R versus
the dimensionless wave number k. The top panel corresponds to the
1 mm glass-2.1 mm air configuration with intensity /p,, the middle
panel corresponds to the same structure with lower intensity /pq,
and the bottom panel corresponds to the structure with 1 mm glass-
3.1 mm air and intensity /p,. Observe in this last panel the leftward
shift of the MI bands and the presence of a third band.

and pulse duration must be increased while keeping the same
value of the intensity, which in our case was not possible due
to the limited pulse energy.

We now examine the diagnostic R(k) for our direct nu-
merical simulations as a function of propagation distance
(number of propagation periods). Our aim is to explain the
ripples in the stable regions in the middle panels of Figs. 2
and 5. We stress that these ripples do not correspond to an
actual instability. Instead, they result from the fact that the
simulations describe the propagation over a finite number of
periods. We observed earlier that no such ripples appear in
the instability windows computed using Bloch theory, which
implicitly assumes that the number of periods in the propa-
gation direction is infinite. We thus expect the prominence of
such ripples to decrease for direct numerical simulations
with more layers of glass and air. As shown by the numerical
instability peaks in Fig. 11 for propagation distances with 6
(top panel), 11 (middle), and 21 (bottom) layers of glass (and
5, 10, and 20 sandwiched air gaps), this is indeed the case. In
these numerical experiments, we decreased the amplitude of
the input reference wave (€,) from 0.1 to 1073 to prevent a
saturation in the growth of the modulation for the longer
propagation distances. The simulations show that the ampli-
tudes of the ripples remain essentially unchanged, whereas
the MI peaks grow exponentially with distance, as expected
from the theory. The positions and widths of the ripples
change with the different propagation distances, which can
be explained by the manner in which the growth of the ref-
erence beam evolves with propagation distance.

Finally, we revisit (as promised earlier) the assumption in
our mathematical analysis of a uniform, mean-valued disper-
sion in our study of MI. To do this, we performed direct
numerical simulations in which the coefficient of the Laplac-
ian was uniform (assuming the values of the weighted aver-
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FIG. 11. (Color online) Numerical calculation of the instability
bands (for the structure with 2.1 mm air gaps) for propagation with
6, 11, and 21 layers of glass (top, middle, and bottom panels, re-
spectively). The heights of the ripples in the stable regions remain
constant, whereas the heights of the peaks due to MI grow expo-
nentially with propagation distance.

ages used in the theory) rather than piecewise constant. For
the 1 mm glass-2.1 mm air configuration, the mean of D({)

is D=(1.5+2.1)/3.1~1.16. For the 1 mm glass-3.1 mm air

configuration, it is D=(1.5+3.1)/4.1~1.12. As shown for
the former configuration in Fig. 12 (we obtained similar re-
sults for the latter one), such changes result in almost no
differences in the locations of the instability windows and
only small differences in the sizes of the instability peaks.
We therefore assert that this provides an excellent approxi-
mation for determining the locations of the modulationally
unstable wave number windows. The controllability and va-
lidity of our approximations can therefore be used to explain
the very good quantitative agreement that we observe be-
tween our analytical, numerical, and experimental results,
especially in light of the fact that there are no free, adjustable
parameters in our model.

IV. CONCLUSIONS

In the present work, we provided an experimental realiza-
tion of the modulational instability (MI) in a medium that is
periodic in the evolution variable. We also described the lo-
cations of the instability bands guantitatively by investigat-
ing the Hill equation obtained from a linear stability analysis
of plane-wave solutions of a nonlinear Schrodinger equation
with piecewise constant nonlinearity coefficients. In this
case, the Hill equation becomes the Kronig-Penney model
and thereby provides a direct association of the MI bands
with the forbidden energy zones of that model. One of the
unique features of the periodic medium in this respect (which
can also be seen in the dispersion-managed nonlinear
Schrodinger equation [28,29]) is the opening of additional
MI bands, such as the second and third bands discussed in
detail in the present work. The precise locations of the bands
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FIG. 12. (Color online) Instability windows for 1 mm glass-
2.1 mm air configuration for piecewise constant D({) (solid curve)

and D({)=D=constant (dashed curve).

are chiefly determined by the details of the periodicity in the
evolution variable (the thickness of the glass slides and the
width of the air gaps). We note in passing that our theoretical
results can be further analyzed in the limit in which the glass
slides are much wider than the air gaps (or vice versa), in
which case one can infer, for example, that for the higher
zones (indexed by n), the zone width is inversely propor-
tional to n [52]. However, we did not pursue this case in
detail, as it was not experimentally tractable. We compared
our mathematical analysis for the modulationally unstable
bands to both numerical and experimental findings (using
Fourier-space diagnostics to elucidate the instability of the
latter) and found very good agreement. We also clearly ob-
served higher spatial harmonics for modulationally unstable
beams, revealing another characteristic trait of MI.

The efficacy of layered Kerr media (and other instances of
nonlinearity management) for examining interesting and im-
portant nonlinear dynamics goes far beyond the present work
on ML. In a recent paper [34], we used a similar setup (alter-
nating layers of glass and air) to stabilize an optical pulse
using nonlinearity management, showing that it can poten-

PHYSICAL REVIEW A 75, 063804 (2007)

tially provide a nearly lossless self-guiding mechanism. Be-
cause both air and glass are focusing media, collapse or dis-
persion cannot be entirely prevented. In fact, in our setting,
the presence of very weak dissipation always appears to fa-
vor the scenario of eventual dispersion of the pulse. Never-
theless, this occurs for propagation distances that are an or-
der of magnitude larger than the typical ones of uniform
media (and, moreover, the setting can be improved consider-
ably). We also captured our experimental results qualitatively
(and, when appropriate, also quantitatively) by a
(2+1)-dimensional nonlinear Schrodinger equation with a
piecewise constant nonlinearity coefficient (with losses in-
corporated at the glass-air boundaries). The very good agree-
ment between theoretical, numerical, and experimental re-
sults both here and in the aforementioned previous work [34]
suggests a variety of extensions not only in the present set-
ting of layered Kerr media but also in nonlinearity-managed
Bose-Einstein condensates (whose mean-field dynamics are
also governed by nonlinear Schrodinger equations). In par-
ticular, it would be very interesting to realize nonlinearity
management in three-dimensional Bose-Einstein condensates
and examine its impact on the stability of coherent
structures—including both solitary waves and more complex
entities such as vortices bearing topological charge (see, e.g.,
[42]).

These recent developments (especially in optics, but also
in Bose-Einstein condensation) underscore the interest in fur-
ther developing and expanding the mathematical theory per-
tinent to such settings. In particular, it would be of interest to
examine the well-posedness of such periodically modulated
settings (either at the level of the full model or at the level of
its averaged variants), an avenue of research that is only
starting to develop [53,54].
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