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Résumé

Ce travail de thèse de doctorat a été effectué entre avril 2006 et avril 2010 dans le
Laboratoire d’Optoélectronique Quantique, sous la direction du professeur Benôıt
Deveaud-Plédran. De façon générale, nous étudions l’effet du confinement latéral
sur la dynamique des polaritons dans une microcavité semiconductrice. Cette étude
se décline suivant deux principaux axes. Nous étudions d’une part, la relaxation des
polaritons, et d’autre part, le rôle du spin dans les interactions entre polaritons.

Dans une première partie, nous introduisons les polaritons de microcavité. Nous
décrivons leurs propriétés optiques, ainsi que le formalisme du pseudo-spin pour les
polaritons. Nous présentons ensuite l’échantillon étudié et la méthode utilisée pour
confiner les polaritons à travers leur composante photonique.

La deuxième partie du manuscrit est consacrée à l’étude de la relaxation des
polaritons en milieu confiné. Nous montrons qu’en régime linéaire, l’interaction
entre les polaritons et phonons acoustiques est favorisée par le confinement. Nous
mettons en évidence une thermalisation des polaritons (interdite dans le cas des
polaritons planaires) et montrons qu’elle est plus efficace dans les pièges de petit
diamètre. Nous proposons pour la première fois un modèle complet de la dynamique
de la relaxation des polaritons confinés et soulignons le rôle des états fortement
excitoniques. Cette étude pourra servir au développement de futurs échantillons
destinés à l’étude de la condensation de Bose-Einstein.

En régime non linéaire, nous démontrons que la relaxation sous l’effet des col-
lisions polariton-polariton a une influence déterminante sur la dynamique spatiale
des polaritons. Nous regardons l’évolution temporelle d’une superposition cohérente
d’états confinés. À basse densité, nous observons des oscillations dipolaires de
constante amplitude. À haute densité, sous l’effet des collisions, nous observons
un amortissement continu des oscillations. Nous montrons que cet amortissement
résulte de processus paramétriques multiples, dont l’effet est de redistribuer l’énergie
en faveur de l’état fondamental du système. Finalement, nous démontrons que
l’amortissement collisionnel des oscillations dipolaires est beaucoup plus efficace
pour des collisions entre polaritons de mêmes spins qu’entre polaritons de spins
opposés.

La troisième partie du manuscrit porte sur l’étude des effets de spin sur les
interactions entre polaritons.

Dans un premier temps, nous nous intéressons aux polaritons planaires. Nous
observons que le régime de bistabilité optique peut être fortement modifié en fonction
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de l’orientation des spins des polaritons. Sous excitation polarisée linéairement,
la bistabilité est fortement réduite, voire supprimée. Nous montrons que cela est
dû à un appariement des polaritons de spin opposés pour former des biexcitons.
Nous démontrons le contrôle des différents régimes d’instabilité optique à travers la
polarisation de l’excitation.

Nous regardons ensuite le cas des polaritons confinés. En travaillant avec un
unique état confiné, nous obtenons un contrôle optique complet des interactions de
spin entre polaritons. Nous démontrons pour la première fois la multistabilité d’un
ensemble cohérent de spins dans l’état solide. Ce résultat est une étape importante
dans le cadre de la recherche sur la manipulation de spins pour le développement
de dispositifs optoélectroniques.

Finalement, nous montrons l’impact que pourrait avoir le spin des polaritons sur
le couplage en polaritons de dimensionnalités différentes ainsi que sur le contrôle des
régimes de propagation des fluides de polaritons.

Nos expériences sont appuyées par des modèles théoriques. Nous proposons,
en perspective, de nouvelles expériences sur la dynamique des polaritons et sur la
manipulation cohérente de spins dans les microcavités.

Mots-clefs: polariton; couplage fort; microcavités; bôıtes quantiques; photolumi-
nescence; phénomènes ultrarapides; excitons; biexcitons; optique non linéaire; diffu-
sion paramétrique; relaxation; thermalisation; oscillations dipolaires; amortissement
collisionnel; bosons en interaction; contrôle cohérent; manipulation de spins; traite-
ment optique de l’information; logique multivaluée; fluides spinoriels;



Abstract

The present Ph.D. thesis consists in a series of experiments carried out in the
Laboratory of Quantum Optoelectronics under the direction of professor Benôıt
Deveaud-Plédran between April 2006 and April 2010. We study the effect of lateral
confinement on the dynamics of microcavity polaritons according to two important
subjects. On the one hand, we study the polariton relaxation, on the other hand,
we study the role of the spin in polariton mutual interactions.

We first introduce microcavity polaritons, their optical properties and present
the polariton pseudospin formalism. In our sample, polaritons are trapped through
their photonic component in cylindrical extensions of the cavity length called mesas.

Polariton relaxation is studied in the linear and nonlinear regimes. In the lin-
ear regime, we demonstrate that polariton interactions with acoustic phonons are
enhanced under lateral confinement. Thermalization, which is forbidden in planar
microcavities, is facilitated by confinement, and is very efficient in small diameter
mesas. We develop for the first time a comprehensive model of polariton relaxation
dynamics under confinement, and highlight the role of polariton states with large ex-
citon content. This work will be profitable to the design of future samples dedicated
to the study of Bose-Einstein condensation.

In the nonlinear regime, we study the impact of polariton-polariton collisions
on the spatial dynamics of microcavity polaritons. In the low-density regime, when
the mesa is excited in a coherent superposition of the three lowest energy states,
the polariton dynamics is characterized by dipole oscillations. In the high-density
regime, we observe a continuous damping of the dipole oscillation. This is due to
multiple parametric scattering processes, which redistribute the energy to the benefit
of the ground state. Moreover, we demonstrate that the collisional damping is more
efficient for collisions between polaritons of the same spin than between polaritons
of opposite spins.

We investigate in detail the influence of polariton spin in the interactions between
polaritons. We first consider the case of planar polaritons. We observe that optical
bistability is strongly reduced, or even suppressed, when the system contains polari-
tons of opposite spins. This results from a pairing of polaritons of opposite spins
to form biexciton states. We demonstrate the polarization control of the different
optical instability regimes.

We then study the case of confined polaritons. As the system is cleaner (we work
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with a single polariton energy level), we achieve full optical control over the spinor
interactions. We demonstrate the first realization of multi-valued switching with
a coherent spin ensemble in the solid state. This is a very important step in the
research on spin manipulation for the development of spin optoelectronic devices.

Finally, we show the influence of the polariton spin on the coupling between
planar and confined polaritons and on the control of the polariton fluid dynamics.

All our experiments are confirmed by theoretical models. We propose perspec-
tives for the next studies on the dynamics of polaritons and on the coherent spin
manipulation in microcavities.

Keywords: polaritons; strong-coupling; microcavities; quantum boxes; photolu-
minescence; ultra-fast spectroscopy; excitons; biexcitons; nonlinear optics; paramet-
ric scattering; relaxation; thermalization; dipole oscillations; collisional relaxation;
interacting bosons; coherent control; spin manipulation; logic gates; spin-memories;
optical processing; multi-valued switching; spinor fluids;
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Introduction

Semiconductor heterostructures are privileged laboratories to explore light-matter
interactions in the solid-state. First, thanks to the developments of quantum me-
chanics, they have been extensively studied over the last century, which led to a
comprehensive knowledge of their fundamental properties. Second, thanks to the
considerable precision achieved in fabrication, samples are of very high quality and
can be designed and controlled with innumerable possibilities. Finally, semicon-
ductors are the central elements of our technology, and they have an exceptional
impact on our society. Therefore, in addition to the important conceptual implica-
tions that it may have, the study of light-matter interactions in semiconductors is
also promising for future technological advances.

Among all light-matter quantum interactions, strong coupling (or normal mode
coupling) is probably the most fascinating one. When a periodic exchange of energy
takes place between a photon and a particle, quantum electrodynamics predicts that
they would mix together to form two new, half-light, half-matter quasi-particles. In
1958, while revisiting the concept of light absorption in bulk semiconductors, Hop-
field demonstrated that strong coupling naturally takes place between free excitons
and photons to form mixed exciton-photon states called polaritons [Hopfield 58].
The prediction of Hopfield could be verified experimentally in various bulk semicon-
ductor crystals [Guillaume 70, Sell 71, Weisbuch 77b].

In 1992, inspired by the work of Jaynes and Cumming [Jaynes 62] and by pi-
oneering cavity electrodynamics experiments [Raizen 89] Weisbuch et al. reported
the observation of polaritons in a solid-state semiconductor microcavity with an
embedded quantum well [Weisbuch 92]. This demonstration of the strong coupling
between an electromagnetic field confined in a cavity and quantum well excitons
gave new orientations to the research in semiconductor microcavities. Thanks to
the unique properties of microcavity polaritons, together with the ease of manufac-
ture and optical characterization, semiconductor microcavities rapidly became ideal
candidates for both fundamental and applied research.

Under a critical density, polaritons behave as bosons and present macroscopic
coherence properties. Their very small effective mass allows for the observation of
quantum effect at higher temperature than the one explored in cold atoms physics.
Moreover, polaritons have large de Broglie wavelengths, which makes their trapping
and manipulation possible in micrometer-sized structures. Their photonic nature
obviously facilitates optical characterization, but also favors the mapping of the
knowledge of quantum optics to these new light-matter quasiparticles.

Many efforts were made to observe bosonic behaviors, through stimulated scat-
tering [Savvidis 00a, Erland 01, Kundermann 03], optical parametric amplification
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[Messin 01, Saba 01] up to the recent demonstrations of Bose-Einstein condensa-
tion [Kasprzak 06, Balili 07, Deng 07], polariton lasing and superfluidity in different
microcavity systems [Bajoni 08b, Christmann 08, Amo 09b, Amo 09c].

In the present thesis, we study the effect of lateral confinement on dynamics
of microcavity polariton interactions. We demonstrate that confinement provides
a better control of polariton interactions and we demonstrate the potential of such
structures to develop advanced spin dependent optoelectronic devices.

Part I is an introduction to microcavity polaritons and lateral confinement.
In Chapter 1, we recall some basics of the physics of semiconductors and de-

scribe light-matter interactions in the specific case of microcavities. We introduce
microcavity polaritons and their physical properties. In particular, we introduce
the notion of polariton spin, which will have a central position in the description of
polariton interactions.

Then, in Chapter 2, we describe the sample and the method we used to achieve
lateral confinement. Trapping polaritons is most commonly achieved by acting on
the excitonic nature of polaritons, in micropillars structures [Gérard 98, Bloch 98a,
Dasbach 01] or by applying mechanical stresses on the microcavity [Balili 06]. We
developed new structures (called polariton mesas) to trap polaritons by acting on
their photonic nature [Daif 06, Kaitouni 06, El Daif 07]. We present optical char-
acterization measurements and show a major advantage of our technique, which is
that it allows the coexistence of both planar and confined polaritons in the same
microcavity.

Part II is dedicated to the first objective of the present thesis, which is the
development of a picture for the mechanisms and the dynamics of the relaxation of
microcavity polaritons confined in mesa structures.

Polariton relaxation has been extensively investigated in planar structures (see,
for a review [Houdré 05] and [Senellart 03]). A very interesting feature of polari-
ton relaxation is the existence of two regimes, depending on the polariton density.
When the polariton density is low, interactions vary linearly with the polariton den-
sity. The regime is called the linear regime. A non-linear regime appears when the
polariton density is high enough to allow significant collisions between polaritons.
Numerous studies were dedicated to the differences between those two regimes, re-
garding the efficiency of the relaxation to lowest energy states or the possibility of
forming a thermalized polariton gas [Stanley 96, Porras 02a, Cao 04]. In the pres-
ence of a confining potential, relaxation processes are likely to be strongly modified
by the discretization of energy levels or by the lift of the momentum selection rule.
However, such studies were still missing in the case of confined polaritons.

We studied polariton relaxation in mesas in the low and high polariton density
regimes.

In Chapter 3, we show that, in the low-density regime, there is a strong influence
of the size of the mesa in the relaxation process. Thermalization, which is inefficient
in planar microcavities, is facilitated in small diameter mesas. We provide a general
scheme for the relaxation of confined polaritons.

In Chapter 4, we study the non-linear dynamics of polariton-polariton interac-
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tions. We choose to observe the influence of nonlinearities on the spatial dynamics
of polaritons. Polaritons are injected in a special superposition of excited states that
exhibits a dipole oscillation dynamics. We evidence that in the high-density regime,
the oscillations are damped because of collisional relaxation.

Part III is dedicated to the second objective of this thesis, which is to show the
importance of the polariton spin in the dynamics and to show how laterally con-
fined polaritons can be used for device applications (optical processing, bistability,
multistability). The idea of polaritonic devices like logic gates, interferometers, i/o
couplers, etc., is often put forward but still demands clear ideas of the properties of
polaritons that can be used for technological purposes is necessary. In 2007, Gippius
et al. proposed to take advantage of the spinor nature of polaritons to observe po-
larization multistability in microcavities [Gippius 07]. This gave rise to important
proposals for the design of spin-based localized memories [Shelykh 08] and optical
circuits [Liew 08a].

We show how the spinor nature of polaritons modifies their non-linearities in our
sample and study polariton bistability in the cases of planar and confined polaritons.

In Chapter 5, we study the case of planar polaritons. We evidence an unexpected
effect, which is the suppression of optical bistability under linearly polarized excita-
tion. We use this effect to demonstrate that optical instabilities can be controlled by
the polariton polarization. We claim that this effect originates from a pairing of po-
laritons of opposite spin into biexciton states and give some experimental indications
that support our hypothesis.

In Chapter 6, we study the case of confined polaritons. We demonstrate the
first realization of spin multistability in the solid state. We show an exhaustive
series of experiments through which we acquired sufficient knowledge on the spinor
interactions and the ways of controlling them. Beside multistability, we evidence
very rich spin-dependent phenomenology of confined microcavity polaritons. We
give perspectives regarding the development of polariton devices, and in particular
we demonstrate the possibility of selective multi-valued spin switching.

In Chapter 7, we finally give preliminary indications on how the polariton fluid
dynamics is affected by their spinor nature.
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Chapter 1

Microcavity Polaritons

The existence of normal-mode coupling between light and elementary electronic
excitations (excitons) in bulk semiconductors was predicted by Hopfield in 1958.
In a paper that would radically change the picture of light-matter interactions in
semiconductors, he revisited the mechanisms of light absorption in these materials
[Hopfield 58]. He showed that the existing picture of photon absorption by excitons
was actually wrong. In Hopfield’s theory, because of a periodic energy exchange
interaction between photons and excitons due to translation invariance symmetry,
the elementary excitations of a bulk semiconductor are mixed exciton-photon states,
called polaritons. Light absorption is in fact the result a second order process, in
which polaritons are absorbed by impurities. Polariton luminescence was observed
experimentally in different materials [Guillaume 70, Sell 71, Weisbuch 77b], and the
polariton dispersion was characterized by polariton-phonon inelastic (Brillouin) scat-
tering [Ulbrich 77, Winterling 77b, Sermage 79]. Importantly, it has been shown
that, owing to translational symmetry breaking, polaritons are not anymore eigen-
states of light-matter interaction in semiconductor quantum wells [Agranovich 66,
Tassone 90].

Normal-mode coupling has also been predicted by Jaynes and Cummings, in a
study of atoms coupled to a cavity photon [Jaynes 62]. In this case, depending on the
interaction strength between the atoms and the electromagnetic field, the systems is
either in a weak-coupling regime, either in a strong-coupling regime. In the former,
interactions are small and the electromagnetic field is treated as a perturbation on
the atomic system. In the latter, the eigenmodes are mixed atom-photon states.
Soon after the observation of this effect with atoms in cavities [Raizen 89], Weis-
buch et al. demonstrated the existence of normal-mode splitting in semiconductor
quantum wells embedded in microcavity structures [Weisbuch 92]. This observation
opened the way to the very rich research field of microcavity polaritons.

In the present chapter, we discuss some aspects of exciton-photon interactions in
semiconductor microcavities and describe microcavity polaritons. In Section 1.1, we
recall the band structure of semiconductors. In Section 1.2, we introduce excitons
in bulk semiconductors and discuss their coupling with light. We then describe
excitons confinement in semiconductor quantum wells. In Section 1.3, we describe
photon confinement in semiconductor microcavities. In Section 1.4, we present the
strong-coupling regime and introduce microcavity exciton polaritons. Finally, in
Section 1.5, we introduce the concept of pseudospin for microcavity polaritons.

7
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1.1 Band structure in semiconductors

Semiconductors are at the heart of today’s technology. Their advantageous elec-
tronic properties are widely exploited to design electronic of optoelectronic devices.
The main characteristic that makes semiconductors differ from other materials is
the existence of a gap in their electronic excitation spectra. To understand this
behavior, the recourse to a microscopic description of their electrons behavior is
essential. This is best achieved in the framework of the electronic band structure
theory, that describes the differences in electron levels filling configurations in the
ground and excited states.

1.1.1 Energy bands in solids

In the case of a single atom, quantum mechanics teaches us that an electron has
discrete energy levels that correspond to distinct atomic orbitals.

In the case of a chain of a few equally distant atoms, the electron can localize
more around one or another atom. For large distances R between the ions, the
electron levels are thus N times degenerate. When R decreases, the electron problem
is analog to the N coupled quantum wells problem. The degeneracy of each level
is lifted, giving rise to separate energy intervals, each containing N distinct energy
levels in which the electron is partially delocalized over the atoms (see Figure 1.1).

In a solid, where the density of atoms is extremely large (∼ 1023 cm3), the
number of energy levels within a given interval is so large that they form an energy
continuum: the energy intervals are regarded as energy bands, of different widths,
separated by forbidden energy bands called bandgaps [Cohen-Tanoudji 97].

1.1.2 A simple picture

A basic approach to band structures can be derived in the framework of the Born-
Oppenheimer approximation [Cohen-Tanoudji 97]. Electrons are moving in the fixed
potential formed by the periodic arrangement of ions. In addition, we first consider
non interacting electrons. The Schrödinger equation of an electron in a periodic
potential reads (

− !2

2m
∇2 + U(r)

)
ψ(r) = εψ(r) (1.1)

where m is the electron mass, ε is an eigenenergy of the Hamiltonian and the periodic
potential U(r) = U(r + R) has the translation period R. The translational symme-
try, which is the most important symmetry of a crystal, can be described using the
translation operator TR as TRf(r) = f(r + R) for any function f . The Hamiltonian
is a translation invariant i.e. a solution of the Hamiltonian remains solution with
the same energy after a translation. The eigenfunctions of the Hamiltonian can thus
be expressed as combinations of the eigenfunctions of the translation operator TR.
That is, one obtains the Bloch theorem, which states that the solutions must have
the same periodicity as the potential U(r):

ψk(r) = eik·ruk(r) (1.2)
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Figure 1.1: Formation of energy bands. The energy levels degeneracy of an electron
in the potential of N equally distant ions depends on the distance R between them. For
large R, the electron can form an atom with any of the N ions. The energy levels E and E′

are thus N times degenerate. If R is small, the electron can tunnel from an ion to another
so the degeneracy is lifted. Each initial atomic energy level gives rise to an energy interval
with N distinct energy levels. If N is very large, we obtain an energy continuum within
each interval. The levels E and E′ become energy bands of widths ∆ and ∆′, separated
by a bandgap. From [Cohen-Tanoudji 97]

.

where k is the electron wavevector and uk(r + R) = uk(r) is a periodic function
with the same period as the potential U .

Considering a primitive vector G of the reciprocal lattice (G·R = 1). Because of
translational symmetry of the crystal (ψk(r + R) = eik·Rψk(r)), two given wavevec-
tors k and k + G correspond to the same Bloch function. One can then restrict
to the first Brillouin zone of the lattice, delimited by the wavevectors smaller than
the primitive reciprocal lattice vectors (if |k′| > |G|, then k′ −G is the equivalent
solution with a wavevector in the first Brillouin zone).

The resolution of the Schrödinger equation with the Bloch functions is an eigen-
value problem. By using the Born-von Karman periodic boundary conditions, one
obtains energy bands εn,k separated by bandgaps [Kittel 04]. The electrons fill the
energy band according the the Pauli principle. The highest energy state occupied
in the ground state is called the Fermi energy εF .
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1.1.3 Metals, insulators and semiconductors

The classification of conductors and insulator materials is one of the major success
of the energy band theory.

In an insulator, atoms are bound to each-other by valence bonding. Hence, all
the bands formed by the mixing of atomic orbitals are all entirely filled or entirely
empty. The highest filled energy band is called the valence band, and the lowest
empty energy band is called the conduction band. A large energy gap between
these bands prevents the transport of electrons for arbitrarily low excitations (heat,
voltage, etc.).

In a metal, electron orbitals are delocalized over the ionic nuclei of the crystal.
Electrons are shared between all the atoms and the bands are therefore partially
filled. The energy of the higher electron state coincides with the Fermi energy
and it is possible to create electronic excitations of extremely low energy that can
propagate throughout the solid.

Insulators with small band gaps are called semiconductors. In these materials,
the gap can be easily overcome by thermal agitation, by applying a voltage or by
optical excitation. When an electron is sent to the conduction band, the lack of one
electron in the valence band is represented by a hole. The band structure of semi-
conductors is generally represented in this formalism: the border of the conduction
band is represented using the electron energies and the border of the valence band is
represented using the hole energies (see Figure 1.2). We distinguish between direct
and indirect gap semiconductors, depending on if a maximum of the valence band
corresponds to a minimum of the conduction band or not.

Remark

The Born approximation holds well for metals, where electron are delocalized and
can be described by Bloch functions. In the case of insulators and semiconductors,
because the electrons remain partially localized around the atoms, the orbital struc-
ture is partially preserved and the description is better done using Wannier functions
instead of Bloch functions, given by [Schafer 02]

wn(r−G) =
1√
N

∑

k

e−ik·Gψn,k(r) (1.3)

where n denotes the different bands. This model is called the tight-binding model
of electrons, by opposition to the near free electron model. We will see that both
models give rise to different types of electronic excitations [Frenkel 31, Wannier 37],
tighlty bound in the case of Frenkel excitons (binding energy ∼ 1 eV) and weakly
bound in the case of (Mott-)Wannier excitons (∼ 0.1 eV).

For the materials we consider, the Mott-Wannier picture is the appropriate one.
Band structures of semiconductors are often calculated within the tight-binding
model.
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1.1.4 Band structure of semiconductors

Direct, indirect gap semiconductors

Figure 1.2 displays the band structures of different semiconductor materials. In
Fig 1.2 a, we show the case of Si, which is an indirect gap semiconductor. In
Fig 1.2 b to d, we show three different direct gap semiconductors, GaAs, InAs and
AlAs. Out of these materials, it is possible create alloys, for instance InxGa1−xAs,
and the resulting bandgap will then be directly related to x.
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Figure 1.2: Band structure of semiconductors. a Indirect gap: band structure
of Si. b,c and d Direct gap: band structures of GaAs, InAs and AlAs, respectively.
From [Singh 03].

Optical excitation

Because of translational symmetry in the crystal, the momentum conservation selec-
tion rule applies between a state of the valence band and a state of the conduction
band. It is therefore difficult to excite optically states of different wavevectors k.
For this reason, optical excitations of indirect gap semiconductors are inefficient.
Direct gap semiconductors are hence more suitable for optoelectronics applications1

[Yu 05].

In the following, we only consider the case of direct gap semiconductors. We
describe the elementary electronic excitations and their coupling with light.

1It is however possible to adjust the band overlap of indirect gap semiconductors by applying
a bias voltage. Those materials are very suitable for electronics applications.
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1.2 Excitons in semiconductors

We consider the case of direct gap semiconductors. In the vicinity of k=0, the bands
are approximated by parabola defined by

E(k) = E(k = 0) +
!2k2

2m∗e,h
(1.4)

where m∗
e,h is the effective mass of the electron or the hole, respectively. In general,

there exist two bands for the hole (light and heavy holes), with a degeneracy at k=0,
but with different effective masses. Their origin is detailed in Section 1.5

If the most obvious excitation of the band structure is the creation of a free
electron hole pair, it is however not the elementary electronic excitation. Indeed
by taking into account the Coulomb interaction, the motion of the electron and the
hole is correlated, resulting in a bound state called exciton. As discussed previously,
there are two limiting cases. If the electron and the hole are tightly bound, excitons
are known as Frenkel excitons [Frenkel 31]. Electron and hole are confined to a
single atom in this case. This is usually the case in materials with small dielectric
constants, for instance in organic materials. In materials with a strong dielectric
constant like semiconductors, the valence electrons screen the Coulomb attraction
between the electron and the hole which are thus weakly bound together. These are
the Wannier excitons, they are delocalized over the whole crystal [Wannier 37].

Bound electron-hole pairs are thus the elementary electronic excitations in semi-
conductors. The exciton energy band lays below the bandgap Egap, and is given
by

EX(kX) = Egap − Eb +
!2k2

X

2mX
(1.5)

where kX is the exciton wavevector, mX its effective mass and Eb its binding energy.
The exciton system is described by a Hamiltonian analog to the one of the

hydrogen atom. The level structure has the same orbital structure (1s, 2s, 2p, . . . ).
Any hydrogenic system is characterized by a binding energy E∗

I and an effective
Bohr radius a∗0 given by [Savona 99, Cohen-Tanoudji 97]

E∗
I =

µ

ε2m0
EI (1.6)

a∗0 =
!2ε

µe2
(1.7)

where EI = m0 e4/2!2 is the hydrogen atom ionisation energy (or Rydberg energy),
µ the electron-hole reduced mass, ε (ε0) the dielectric constant in the medium (vac-
uum), e2 = q2/4πε0 the rescaled electron charge and m0 the electron mass at rest.

The excitons energy levels EX,n are given by

EX,n(kX) = Egap −
1

n2
E∗

I +
!2k2

X

2mX
(1.8)

with n=1,2,... an integer.
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1.2.1 Light-exciton interactions in bulk semiconductors: po-
laritons

Light absorption in semiconductors

In the early 1930’s, the characterization of semiconductor bandgaps by optical ab-
sorption was a well known problem. Theory predicted an absence of light absorption
for energies smaller than the gap energy, but experimentally, a series of absorption
peaks were observed within the bandgap. These observations probably inspired the
works of Frenkel and Wannier, to determine the exact elementary excitations of
semiconductors. After the predictions of the existence of excitons, several experi-
ments were devoted to their observation [Apker 50, Apfel 55]. The work of Hopfield
was initiated by the need for a clear description of experimental attempts to ob-
serve photon absorption by excitons in semiconductors. The existing descriptions
of the photon-exciton interaction relied on semiclassical models, which considered
photon absorption as a perturbation of excitons. The simplest explanation of ab-
sorption was the following: an incoming photon would transform into an exciton,
which would re-emit light isotropically.

Hopfield pointed out that, because the ground exciton state is delocalized over
all atoms in the crystal, it must satisfy the translation invariance, which implies
the conservation of the wavevector. An exciton created by a photon with a given
wavevector k can only emit a photon with an equal wavevector k′ = k. In this
description, the energy then oscillates back and forth between the exciton and the
photon. The absorption process cannot take place for the exciton. The exciton is
in strong coupling with the photon.

To treat this problem, Hopfield used the theoretical developments by Fano for
the quantum theory of the dielectric constant [Fano 56]. In this approach, the
Hamiltonian of the interacting dielectric polarization field and electromagnetic field
is written in the second quantification. Photons are the elementary particles of
the electromagnetic field, and Hopfield showed that excitons play the role of to the
elementary particles of the polarization field2.

The Hamiltonian has to be diagonalized to find the normal-modes of the system.
By this, Hopfield obtained two mixed exciton-photon normal branches, called po-
laritons3. In a perfect crystal, polaritons therefore propagate with infinite lifetime:
there is no absorption of photons by free excitons.

This radically changed the interpretation of experiments. In fact, the absorption
observed experimentally was due to the polariton energy losses by scattering with
impurities or phonons. If these processes are too important, excitons are scattered
to dissipative states before exchanging energy with photons. The absorption exper-
iments actually measured the absorption of exciton states bound to impurities, not
of the free excitons [Weisbuch 77a].

2Note that Hopfield prealably shows that excitons can be regarded as bosons.
3Originally, Hopfield called polaritons the elementary particles of polarization field.
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Photoluminescence of polaritons

After the work of Hopfield, several photoluminescence experiments were devoted
to the observation of polaritons. The clearest evidences were given by Sell et
al. in GaAs [Sell 71], and by Benôıt à la Guillaume et al. in CdS. In the lat-
ter experiment, the first indications of polariton dispersion could be obtained by
angle-resolved photoluminescence under nonresonant excitation [Guillaume 70]. The
first resonant polariton photoluminescence experiment was done by Weisbuch et al.
[Weisbuch 77a, Weisbuch 77b].

Resonant Brillouin scattering

In 1972, Brenig, Zeyher and Birman showed that, because of polariton inelastic
scattering with phonons, a polariton resonantly created with a given k could emit
a phonon and scatter to another polariton branch (resonant Brillouin scattering).
Hence, the polariton dispersion can be observed experimentally. The observation
of the polariton dispersion by Brillouin scattering was reported by Ulbrich and
Weisbuch in GaAs [Ulbrich 77], Winterling and Koteles in CdS [Winterling 77a],
and Sermage and Fishman in ZnSe4 [Sermage 79].

Selection rules in bulk semiconductors.

Optical excitation of excitons in bulk semiconductors must satisfy the following
selection rules. Because of translational symmetry in the crystal, the momen-
tum conservation selection rule applies. It is not possible to create an exciton of
wavevector different from the one of the photon. In addition, the exciton should be
regarded as a positronium atom [Yu 05], for which the ground state is a 1s state.
Finally, there is conservation of the angular momentum, which is discussed in
Section 1.5.

1.2.2 Quantum well excitons

Confinement strongly modifies the energy configuration of excitons [Savona 99]. We
will see later that it also has an important impact on the light-matter interactions.
Excitons can be confined along one (quantum well), two (quantum wire) or three
(quantum dot) dimensions. We discuss the case of quantum well, where excitons
are free to move in a plane.

Dingle et al. were the first to report a quantum confinement of excitons in an
AlGaAs-GaAs-AlGaAs quantum well [Dingle 74]. They were able to identify up to
4 discrete energy levels for both the heavy-hole and the light-hole excitons. Such
confining structures are obtained by inserting a thin layer (typically 10 nm) of a
semiconductor between two thicker layers of another semiconductor of larger band
gap (see Figure 1.3).

4In their work, Sermage and Fishman evidenced polariton branches for both heavy-hole and
light-hole excitons.



1.2. EXCITONS IN SEMICONDUCTORS 15

E

GaAs GaAsInGaAs
e

h

E   

=

   1.43 eV

g E   

=

   1.35 eV

g E   

=

   1.43 eV

g

growth axis

Figure 1.3: Quantum well. Schematics of a quantum well. A layer of InGaAs (5%)
is inserted between two GaAs layer with larger band gap, resulting in a quantum well
for excitons. The dashed purple lines represent the shift of the gap energy because of
confinement.

Because of confinement, the gap energy Egap of the quantum well is shifted by
E0 > 0. The energies of the quantum well excitons read

E2D
X,n = Egap + E0 −

1

(n + 1/2)2
E∗

I (1.9)

and the Bohr radius is a∗2D
0 = a∗0/2. In an In0.05Ga0.95As quantum well like shown

in Fig. 1.3, the exciton binding energy is about 7 meV, which corresponds to a Bohr
radius of about 10 nm [Senellart 03].

The most important consequence of confinement is the breaking of translational
symmetry in the direction of the confinement [Agranovich 66, Tassone 90]. In a
planar (2D) quantum well, excitons with a given in-plane wavevector k‖ are coupled
to the continuum of photons having the same in-plane wavevector. Contrary to the
case of bulk excitons, it is now possible to calculate a radiative lifetime for the free
exciton within the Fermi golden rule [Andreani 91]. For this, we introduce a quantity
called the oscillator strength fosc, proportional to the probability for an electron in
the valence band to create an exciton by absorbing a photon. It is related to the
exciton lifetime τX by

1

τX
=

2e2

m0

fosc

S
(1.10)

where S is the surface of the crystal.

Selection rules in a semiconductor quantum well

Because of confinement, the momentum selection rule holds only for the in-plane
wavevector k‖. Contrarily to the bulk case, a exciton level is now coupled to a
continuum of electromagnetic modes. The exciton energy EX(k‖) is related to the
photon energy Eγ(k‖) by the Fermi golden rule

EX(k‖) = Egap + E0 − E2D
b +

!2k2
‖

2mX
= Eγ(k‖) = ! c

n

√
k2
‖ + k2

z (1.11)
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where kz is the photon wavevector component along the growth axis, c the speed
of light and n the refraction index of the quantum well. This relation shows the
existence of a maximal in-plane wavevector krad, for which kz = 0. It is therefore
not possible to excite optically excitons of k‖ that exceed krad. This defines the light
cone for exciton-photon interactions. The selection rules on the angular momentum
still hold in quantum well and are detailed in Section 1.5. The first exciton level is
of s-type, and, because of confinement, its energy separation with the other states
is increased. For details on the calculation of exciton energies, the reader can refer
to [Senellart 03].

1.3 Semiconductor microcavities

1.3.1 Principle

We now describe light confinement in semiconductor heterostructures. The principle
of the light confining structure is the Fabry-Pérot cavity [Saleh 91]. It is achieved
in the solid-state by growing interferential mirrors called distributed Bragg reflec-
tors (DBR). By piling pair layers of semiconductors with different refraction indices
n1 and n2 and different thicknesses L1 and L2, we force multiple reflections of the
incident electromagnetic field. A proper adjustment of the index contrast and layer
thicknesses can lead to interferences that are constructive in reflection and destruc-
tive in transmission.

1.3.2 Distributed bragg reflectors

The idea is to grow layers such that L1n1=L2n2=λ0. A transfer matrix calculation of
the reflectivity of a DBR structure containing 22 pairs of GaAs/AlAs layers is shown
in Figure 1.4. The top panel displays the refractive index profile and the bottom
panel displays the reflectivity spectrum. The presence of an energy range (stop
band) for which light is totally reflected (reflectivity>99.99 %) is characteristic of
DBRs. The width of the stop band is proportional to the ratio between the refraction
indices. The central energy corresponds to the reference wavelength λ0.

1.3.3 Semiconductor microcavity

To obtain a Fabry-Pérot structure, we grow two DBRs separated by a spacer layer
of optical length l = mλc

2 , where λc is the resonance wavelength of the confined elec-
tromagnetic mode. Figure 1.5 displays the transfer matrix calculation of a λc-cavity
structure comparable to the one used for our microcavity sample. The structure
contains a 22-pair and a 21-pair DBR. If λc belongs to the stop band, a dip appears
at an energy Ec in the reflectivity spectrum. An electromagnetic mode is allowed in-
side the cavity. This mode has a given linewidth γc, which characterizes the photon
lifetime inside the cavity and determines the quality factor

Q =
Ec

γc
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Figure 1.4: Distributed Bragg reflector structure. Transfer matrix calculation
of the reflectivity of a GaAs/AlAs DBR structure. The simulation considers 22 pairs
layers with the following parameters: nAlAs = 2.92, nGaAs = 3.53, LGaAs = 59.4 nm
and LAlAs = 71.6 nm. The stop band is 100 nm wide and centered at λ0 = 835 nm.
From [El Daif 07]
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Figure 1.5: Semiconductor Fabry-Pérot structure. Transfer matrix calculation of
the reflectivity of an GaAs/AlAs λ-cavity structure. From [El Daif 07]
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In the case of a λ-cavity, the intensity of the field in this mode is maximal in
the middle of the spacer. The secondary modes located around the stop band are
called leaky modes (or Bragg modes). Their spectral width is much larger than the
main cavity mode and their intensity maximum is in the substrate. They therefore
contribute to important losses in case of nonresonant excitation.

1.4 Microcavity polaritons

We now come to the proper semiconductor microcavity structure. Consider a semi-
conductor quantum well inserted in the middle of the cavity spacer described above.
Provided that the cavity-exciton detuning δ = EC − EX remains smaller or of the
order the exciton-photon interaction energy !ΩR, photons can interact with exci-
tons. We describe two interaction regimes. In the weak coupling regime excitons
can be created by light absorption and recombine radiatively. In the strong cou-
pling regime, excitons or photons are not eigenmodes of the microcavity anymore.
Instead, two polariton modes appear as half-light, half-matter quasiparticles.

1.4.1 Strong-coupling model for a microcavity

The study of light-matter interactions with atoms in a cavity lead Jaynes and Cum-
mings to predict the existence of normal-mode splitting between the cavity mode
and the atoms, in the case of strong interactions between them [Jaynes 62]. As
Hopfield did, but in a different picture, Jaynes and Cummings compared semiclas-
sical and quantum mechanics approches to study the coupling between atoms and
a cavity mode [Jaynes 62]. They showed the existence of two interaction regimes.
A weak-coupling regime, that could be treated by a perturbation theory with ap-
plication of the Fermi golden rule. A strong-coupling regime, with the appearance
of normal modes as atom-field quasiparticles. This work gave birth to the cavity
electrodynamics research field.

The first clear evidence of normal-mode splitting was given at the end of the
1980’s by Raizen, in the group of J. Kimble [Raizen 89]. In their experiment, they
could plot a clear anticrossing behavior of the mode frequencies as a function of
the cavity detuning. As we will see, this behavior is characteristic of normal-mode
splitting.

A hamiltonian analog to the Jaynes-Cumming Hamiltonian can be written to de-
scribe exciton-photon interaction in a microcavity. Excitons are regarded as bosons
and we assume a density low enough to avoid any contribution from their fermionic
nature [Senellart 03]. We define b†k (bk) the creation (annihilation) operator of an
exciton with in-plane wavevector k‖ = k. We also define a†k (ak) as the creation
(annihilation) operator of a photon with in-plane wavevector k. The interaction
Hamiltonian is given by

H =
∑

k

EX(k)b†kbk + EC(k)a†kak +
ΩR

2
(b†kak + a†kbk) (1.12)
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where ΩR is the light-matter coupling energy5. It is related to the exciton oscillator
strength fosc by [Senellart 03]

ΩR =

√
fosc

S
(1.13)

where S is the normalization surface, usually the spatial extension of the exciton
density.
When diagonalizing this Hamiltonian, one finds the eigenenergies

ELP (k) = EX +
1

2
(δk −

√
δ2
k + Ω2

R) (1.14)

EUP (k) = EX +
1

2
(δk +

√
δ2
k + Ω2

R) (1.15)

where δk = EC(k)− EX(k) is the cavity-exciton detuning. LP and UP denote the
two energy branches called lower and upper polariton, respectively. The associated
annihilation operators are pk for a lower polariton and qk for an upper polariton of
in-plane wavevector k. The diagonal Hamiltonian reads

H =
∑

k

ELP (k)p†kpk + EUP (k)q†kqk (1.16)

in the polariton basis {pk, qk} is defined by

(
pk

qk

)
=

(
Xk −Ck

Ck Xk

)
·
(

bk
ak

)
(1.17)

where Xk and Ck are the excitonic and photonic Hopfield factors defined by

X2
k =

δk +
√

δ2
k + Ω2

R

2
√

δ2
k + Ω2

R

(1.18)

C2
k = −

δk −
√

δ2
k + Ω2

R

2
√

δ2
k + Ω2

R

(1.19)

with the unitary condition X2
k + C2

k = 1. Therefore, the quantity X2
k reflects the

excitonic content of the polariton in the mode k and C2
k reflects its photonic content.

1.4.2 Anticrossing

The simplest signature of the strong-coupling regime is certainly the anticrossing
behavior observed while varying the detuning δk. Figure 1.6 displays the energies
of the coupled and uncoupled modes for k = 0 as a function of the detuning.

The anticrossing behavior is also visible in the polariton dispersions. In Fig-
ure 1.7, we see plot dispersions at negative, zero and positive detuning. We see that,
at negative detuning, the polariton dispersions do not cross, although the cavity dis-
persion intersects the exciton dispersion. The dominant nature (light or matter) of

5Or vacuum Rabi splitting
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Figure 1.6: Anticrossing. The energies of the upper (EUP ) and lower (ELP ) polaritons
are calculated using Eqs. (1.14) and (1.15) for a constant exciton energy EX = 1484.5 meV
and a varying cavity energy EC , with a Rabi splitting ΩR = 3.5 meV. The anticrossing
behavior is characteristic of the strong-coupling regime.

a polariton branch can be qualitatively evaluated by comparing its distance to the
uncoupled mode branches. For instance, at negative detuning (Fig. 1.7 a), the lower
polariton states around k = 0 are closer to the bare cavity dispersion than to the
exciton dispersion. These polaritons have a dominant photonic content C2 > X2.
The contrary picture holds at positive detuning (Fig. 1.7 c). At zero detuning δk = 0
(Fig. 1.7 b), k = 0 polaritons are exactly half-light, half-matter.

Figure 1.7: Polariton dispersions. Exemples at a negative, b zero and c positive
detuning. The polariton dispersion can be approximated by a parabola in the vicinity
of k = 0. At larger wavevectors, because of the anticrossing, the dispersion of the lower
polariton presents an inflection angle.
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1.4.3 Strong-coupling condition

Both excitons and photons have finite lifetimes: excitons are in a 1s state and
recombine at the rate γX , photons escape through the cavity mirrors at the rate γC .
These quantities are introduced in the Hamiltonian as imaginary components of the
respective exciton and photon energies, writing

EX
′ = EX − iγX

and

EC
′ = EC − iγC

Inserted in Eqs. (1.14) and (1.15), this results into an effective correction of the
coupling strength ΩR introduced in Eq. (1.16) [Richard 04]. At k = 0 and zero
detuning, ΩR becomes

ΩR
′ =

√
Ω2

R − (γC − γX)2 (1.20)

yielding the following condition for the strong-coupling regime

ΩR > γX , γC (1.21)

This relation can be intuitively understood as follows. Brought close to resonance,
excitons and photons exchange energy at a rate related to ΩR. During their lifetime,
excitons and photons should experience several energy exchanges for strong coupling
to occur. The exchange rate is therefore larger than both decay rates in this regime.
The strong-coupling condition can be formulated as Ω′

R > γLP , γUP , showing that
experimentally, the linewidth of the polariton resonances should remain smaller than
their energy separation at zero detuning to observe strong coupling.

1.4.4 Polariton momentum

Because of the selection rule on the in-plane momentum, the polariton momentum is
equal to the photon momentum outside the microcavity. A specific polariton state on
the dispersion can be excited using a non-zero incident angle for the electromagnetic
field. The following relations link the incident angle (θx, θy) of a laser beam of
wavelength λL to the polariton in-plane momentum k = (kx, ky):

kL sin θx = kx (1.22)

kL sin θy = ky

kL =
2π

λL
=

EL

!c

A photon detected at a given angle and a given energy contains all the energy and
momentum information6 about the polariton from which it has been emitted.

6In fact all the information: position, phase, spin . . .
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1.5 Polariton spin

The polariton spin is the result of the angular momentum conservation. To un-
derstand this, it is important to recall the chemical description of atomic bonds in
these materials. For complementary information, the reader can refer to [Karr 01,
Hermann 85].

1.5.1 Hybridization in covalent bonding

In most semiconductors, the external electron levels are s- or p-type orbitals. For
instance, we give the outermost orbitals of different types of semiconductors. The
electrons participating to the covalent bonds are easily identified by the octet rule:

IV Semiconductors
C 1s2 2s2 2p2
Si [Ne] 3s2 3p2
Ge [Ar] 3d10 4s2 4p2

II Semiconductors VI Semiconductors
Zn [Ar] 3d10 4s2 O 1s2 2s2 2p4
Cd [Kr] 4d10 5s2 Te [Kr] 4d10 5s2 5p4

III Semiconductors V Semiconductors
Al [Ne] 3s2 3p1 N 1s2 2s2 2p3
Ga [Ar] 3d10 4s2 4p1 P [Ne] 3s2 3p3
In [Kr] 4d10 5s2 5p1 As [Ar] 3d10 4s2 4p3

The covalent bonds (cf. Section 1.1.4) result in a mixing of s- and p-type orbitals,
resulting in hybrid orbitals sp3 that assemble in a tetrahedral structure of orbital
momentum. In the above cases (and in general), the lowest energy empty band i.e.
the conduction band corresponds to an s orbital.

An optical excitation would then generate an electron in an s orbital, leaving a
hole in a p orbital of the valence band.

1.5.2 Total angular momentum of excitons

The total angular momentum J is given by the sum of the orbital momentum JO

and the spin S. For an electron in the conduction band, the s orbital corresponds to
an orbital momentum Js

O = 0, and the spin S= 1/2. The total angular momentum
is thus Js = 1/2. For a hole in a p orbital, Js

O = 1, S= 1/2 and Jp = 1/2 or 3/2.
Because of spin-orbit interaction, the Jp = 1/2 band (split-off band) has a higher
energy than the Jp = 3/2 band and does not participate to the exciton formation.

On the other hand, the projections of J along the growth axis z give Js
z = ±1/2

for the electrons and Jp
z = ±3/2,±1/2 for the holes (heavy and light, respectively).

There are two branches for the holes, with different dispersions, hence different
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Figure 1.8: Angular momentum. The different bands correspond to well-defined values
of the total angular momentum J. The corresponding projections Jz on the growth axis
are responsible for the two-fold structure (hh,lh) of the J=3/2 hole band.

effective masses. Light holes and heavy holes are degenerate at k=0 in bulk semi-
conductors. In quantum wells, confinement lifts the degeneracy, leaving the heavy
hole band at lower energy. Since excitons are electron-hole bound states, the pro-
jection of their total angular momentum JX along the growth axis z takes different
values whether the electron is coupled to a heavy hole (hh) or to a light hole (lh). In
case of heavy hole exciton, Jhh

z = ±2,±1. In case of light hole excitons, Jlh
z = ±1, 0.

In the following, we only consider the heavy hole excitons.

1.5.3 Coupling with light

Dark and bright exciton states

Because of angular momentum conservation (cf. selection rules in Section 1.1.4), the
absorption of a single photon creates an electron-hole pair with spins ±1/2 for the
electron and ∓3/2 for the heavy-hole ( ±1/2 in the case of a light-hole), respectively.

Jz = ±2 excitons cannot be created by absorption of a single photon and cannot
emit photons either. They are therefore called ”dark states”. The states Jz = ±1 are
excited by right of left circularly polarized photon (σ+, σ−). In-plane projections of
the angular momentum are excited with linearly polarized photons. As they couple
to light, Jz = ±1 states are called ”bright” exciton states.

The picture is valid in the strong coupling regime, so there are similar re-
lations between the photon polarization and the polariton angular momentum.
A σ+ photon creates a | +1〉 polariton and a σ− photon creates a | −1〉 polari-
ton. A linearly polarized photon creates a polariton in the superposition state
1√
2
(| +1〉+ e2iϕ | −1〉), which corresponds to a polariton with a spin oriented in the

plane of the quantum well.
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Polariton pseudospin

Since the | ±2〉 states are not interacting with light, the polariton angular momen-
tum is a 2-level system that can be described as a 1/2 pseudospin. The 2×2 spin-
density matrix of a polariton of wavevector k is given by [Maialle 93, Shelykh 04]

ρk = Nk

[
I
2

+ Sk · σk

]
(1.23)

where Nk is the number of polaritons of wavevector k, I is the 2 × 2 identity
matrix, Sk is the mean pseudospin vector and σk are the Pauli matrices. The po-
lariton angular momentum states | +1〉 and | −1〉 are represented by the pseudospin
states |↑〉 and |↓〉, respectively. Sk can be represented in the Bloch sphere and is
in one-to-one correspondence with the Stokes vector of the light polarization in the
Poincaré sphere.

This point is fundamental: it means that it is possible to create coherently
polaritons with a given spin orientation using polarized excitation. In addition, all
the information on the polariton spin orientation7 is contained in the emitted light
and is retrieved by using a polarization resolved analysis. In the following, we will
use the term polariton spin.

1.5.4 Poincaré sphere and Bloch sphere

The polariton pseudospin is in one-to-one correspondence with the polarization of
the emitted photon.

Light polarization vector in the Poincaré sphere

We define the polarization degrees ρC, ρL and ρD of the emitted light in the circular
(σ+,σ−), linear (H,V) and diagonal (D+,D-) bases, respectively, as

ρC =
Iσ+ − Iσ−

Iσ+ + Iσ−
, ρL =

IH − IV

IH + IV
and ρD =

ID+ − ID−

ID+ + ID−
(1.24)

They correspond to the three Stokes parameters that fully characterize the emis-
sion light polarization vector P in the Poincaré sphere (see Figure 1.9). The norm

|P| =
√

ρ2
C + ρ2

L + ρ2
D ≤ 1

give the overall degree of polarized light. When |P| = 0, the light is unpolarized.

Spin state in the Bloch sphere

In the spin-up | ↑〉 spin-down | ↓〉 basis, a pure spin state |ψ〉 is written as

|ψ〉 = cos θ| ↑〉+ eiϕ sin θ| ↓〉 (1.25)

The ensemble of possible spin states determines the Bloch sphere. It is related
to the Poincaré sphere as follows:

7In fact, all the information on the polariton energy, momentum, phase and angular momentum
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Figure 1.9: a Poincaré sphere. The right and left circularly polarized states are located
at the north and south poles of the sphere, respectively. Linearly polarized states are on
the equator. The other points of the sphere correspond to elliptically polarized states. b
Bloch sphere. The | ↑〉 and | ↓〉 states are represented at the poles of the sphere. The
states of the equator correspond to states with spin oriented in the (x,y) plane.

- The (x, y, z) coordinates of the pseudospin vector Sk of Eq. (1.23) are

Sk =




sin 2θ cos ϕ
sin 2θ sin ϕ

cos 2θ



 =




ρL

ρD

ρC



 (1.26)

- The azimuthal angle ϕ on the sphere corresponds to the phase difference be-
tween spin-up and spin-down polaritons. It depends on the linear and diagonal
polarization degrees:

ϕ = arctan
ρD

ρL
(1.27)

- The inclination angle θ is related to the ellipticity of light and is given by

θ = arccos
ρC√

ρ2
D + ρ2

L

(1.28)

- If the spin state is not a pure state, then the polarization degree |P| is smaller
than 1 and corresponds to the degree of spin coherence.
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Chapter 2

Lateral Confinement

Microcavity samples are usually grown by molecular beam epitaxy (MBE) or by
metal-organic chemical vapor deposition (MOCVD). With these techniques, mate-
rials are deposited atomic layer by atomic layer on a planar substrate. Polaritons
are free to move in the plane of the quantum wells, with a well-defined dispersion as
shown previously. The confinement of polaritons in reduced dimensionality systems
(1D, 0D), causes a modification of polariton properties (dispersion, linewidth) and
provide better control of polariton interactions. On the route to Bose-Einstein con-
densation, trapping appeared as a crucial issue. Several techniques were developed
to trap polaritons. For instance, one can act on the excitonic part by etching mi-
cropillars from an initially planar structure. It is also possible to act on the photonic
part by engineering local variations of the cavity spacer, as we do.

In Section 2.1, we describe our trapping technique and in Section 2.2, we present
the optical characterization of confined polaritons.

2.1 The various confining structures

Spatially confined polaritons can be produced in various kinds of structures. Let us
briefly review some of them.

2.1.1 Confinement of the excitonic part

Mechanical stress By applying a stress on an exciton quantum well it is possi-
ble to create a local redshift of the exciton energy [Negoita 99]. This results in a
harmonic potential for excitons. In a microcavity samples, the stress reduces the
exciton energy but leaves the photon energy unchanged [Balili 06]. Bose-Einstein
condensation has been reported in such traps [Balili 07]. In the case of stress traps,
the harmonic potential extends over 100 µm. It permits a smooth localization of 2D
polaritons without altering the dispersion.

Quantum dots Strong coupling of single quantum dots embedded in microcavities
constitute the smallest confined polariton system, with dots of few tens nanometers
diameters [Reithmaier 04]. Coupling quantum dots with cavities was also achieved
with photonic crystal cavities [Yoshie 04, Hennessy 07]. These systems are very

27
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suitable for cavity QED and quantum information. Since only one or two polaritons
at a time can exist in a dot, phenomena like Bose-Einstein condensation cannot be
observed.

2.1.2 Confinement of the photonic part

Micropillars One of the first design of pillar micro-resonators was proposed by
Gérard and has been adopted by different groups. In pillar microcavities, the whole
microcavity is etched after growth [Gérard 96]. In this case, only confined polariton
states exist. Parametric scattering and polariton lasing have been reported in such
structures [Bloch 98a, Dasbach 01, Bajoni 08b]. This technique was also used to
etch polariton wires [Dasbach 02] and observe exotic parametric processes. The size
of micropillars goes from 0.5 to a few hundred micrometers.

Polariton mesas The idea of trapping polaritons through their light nature was
developed by T. Guillet, M. Saba and F. Morier-Genoud. It consists in playing with
the cavity length i.e. with the energy of the photon. As illustrated in Figure 2.1,
a longer cavity length means a smaller photon energy, hence, a smaller polariton
energy (see Eq. (1.14) and (1.15)).

Figure 2.1: Polariton trapping via the photonic part: principle. Schematics of
a λ-cavity spacer. The spacer (horizontal lines) is larger in the middle of the structure,
yielding a larger wavelength λ′ > λ, thus a lower energy for the cavity mode. In the
strong coupling regime, resulting polaritons are trapped through their photonic part in
the central region.

The sample we use for our experiments was engineered by O. El Daif and
F. Morier-Genoud [Daif 06]. It is labeled ”1485”. The sample contains cylindri-
cal mesas of 3, 9 and 20 µm diameter. It also contains other geometrical shapes,
like rings, stars and large (300 µm) squares.

The possibilities are in fact unlimited. As presented in El Daif’s thesis, the next
generation of samples will contain mesas with a much richer variety of shapes and
sizes [El Daif 07].
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Figure 2.2: Mesa sample. a The microcavity consists of two GaAs/AlAs DBRs with an
embedded InGaAs quantum well. After the growth of the bottom mirror and the λ-cavity,
the sample is taken out of the MBE to fabricate the mesa structures by chemical etching.
The sample is then re-introduced in the MBE for growth of the top DBR. Mesa structures
of 3, 9 and 19 µm. b Characterization of the thickness gradient (wedge) of AlAs and
GaAs along the position on the sample. The relative thickness with respect to the one
corresponding to a cavity resonance equal to the exciton energy.

2.1.3 Sample fabrication

The ”1485” sample is a MBE grown III-V microcavity. The mirrors are made of
GaAs/AlAs pair layers and the quantum well is made of In0.04Ga0.96As. The whole
structure is grown on a GaAs substrate. Because the exciton energy is smaller in
In0.05Ga0.95As, it is possible to excite the sample through the substrate, as we will
show later. The sample is grown in three steps [El Daif 07]:

1 A 22 GaAs/AlAs pairs DBR is first grown on the GaAs substrate. Then the first
half (114.5 nm) of the GaAs spacer, the 8 nm InGaAs quantum well and the
second half of the spacer are deposited. Then, the cavity extension is grown on
top of the spacer. In consists of a complex structure of GaAs layers embedded in
AlAs etch stops, dedicated to selective chemical etching.

2 The growth is interrupted in order to fabricate the mesas. The sample is taken
out of the MBE, and a photoresist mask of the mesa patterns is deposited by
photolithography. The mesa structures are then created by selective chemical
etching. The photoresist is then removed and the sample cleaned for regrowth.

3 The crucial step of this procedure is the last one. The sample is re-introduced
in the MBE, which contains of a special chamber for in-situ hydrogen plasma
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cleaning. The sample surface is then clean enough for the growth of a second
DBR.

Mesas of 6 nm height were fabricated using this procedure. The sample is grown
with a wedge of 4 %, so that the cavity resonance changes with the position of the
sample. Since the exciton energy is only weakly modified by the thickness gradient,
it allows to tune the cavity detuning continuously. The cavity resonance shifts of
more than 50 meV over the whole sample, while the quantum well exciton energy
(1485 meV) changes of less than 3 meV. Mesas of 3, 9 and 20 µm were placed
all-along the wedge, resulting in traps of varying relative depths (see Fig. 2.2).

An exciton linewidth of 500 µeV and a cavity mode linewidth of 220 µeV (cor-
responding to a quality factor of Q = 7000) were measured in the planar regions of
the sample. In the mesa structures, the cavity mode is about 70 µeV (Q , 21000)
[El Daif 07].

An atomic force microscope characterization of the sample after regrowth of the
top mirror shows that the mesa pattern and height are still visible on top of the entire
structure (Fig. 2.3). This shows the very high quality achieved for this sample. The
slight ellipticity of the mesa comes from a small asymmetry of the photolithographic
mask [Daif 06].

10 µm

10 µm

6 nm

z

x

y

Figure 2.3: AFM image of a 9 µm mesa. Top of the sample. The 6 nm step of the
etched mesa is still visible after re-growth of the top DBR. The step is sharper along the
x-axis than along the y-axis because of the anisotropic mobility of the atoms during the
MBE growth. The slight ellipticity originates from the photolithographic mask.

2.2 Spectroscopy

The sample is characterized optically by nonresonant photoluminescence experi-
ments.
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2.2.1 Setup

The experimental setup is shown is Figure 2.4. We keep the sample at 4 K in a
Helium flow cryostat. We work in the transmission configuration. The continuous
wave (cw)-excitation is focused onto a 20 µm spot on the back of the sample (sub-
strate side), using a photo-objective or a lens of 5 cm focal length. The excitation
energy is nonresonant with the polariton states. To maximize the coupling to the
cavity, the laser is resonant with the first Bragg mode at higher energy than the
stop-band (see Section 1.3).

The emission is collected with a large numeric aperture microscope objective
in order to collect the entire far-field emission. A low-pass filter is used to select
wavelengths longer than 815 nm in order to avoid being disturbed by the laser while
doing direct imaging. Spectral information is obtained by sending the emission to an
imaging spectrometer. There are two positions for the lens used to focus the light on
the slits of the spectrometer depending on if we want to image the near-field or the
far-field on the slits. For our experiments, we worked with a 1 m spectrometer, with
a 600 grooves per millimeter grating. This granted us with a spectral resolution of
∼25 µeV. The output of the spectrometer is sent to a charge coupled device (CCD)
to record the spectra.

cw-Ti:Sapph
@

790 nm

ccd: direct
imaging
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0.5 N.A.
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Figure 2.4: Experimental setup. The nonresonant laser is focused on the sample kept
at 4 K in a helium-flow cryostat. The photoluminescence is sent either on a CCD for direct
imaging, either to a monochromator for spectral analysis. In both cases, the position of
the imaging lens can be adjusted to measure either the near-field or the far-field emission.

2.2.2 Real space imaging

The lens is placed at the focal distance f of the slits of the spectrometer, in order
to image the real space (near-field) and obtain (E, x) spatially resolved spectra.

The spectra acquired close to zero detuning for the three sizes of mesas are dis-
played in Figure 2.5. The confined upper and lower polaritons (UP0D and LP0D)
clearly appear within the dimension of the mesas, at lower energy than the cor-
responding planar upper and lower polaritons (UP2D and LP2D). The number of



32 CHAPTER 2. LATERAL CONFINEMENT

confined states and the spacing between them directly depend on the mesa diameter.
The planar polariton density is negligible in the region of the mesa.

2.2.3 Reciprocal space imaging

To obtain the polariton dispersions, one needs to image the momentum space (far-
field) on the slits of the spectrometer. The lens position is thus changed to a distance
pi, such that

1

f
=

1

pi
+

1

d− pi

where d is the distance between the Fourier plane of the microscope objective and
the slits of the spectrometer.

In Figure 2.6, we show polariton dispersions corresponding to the spatially re-
solved spectra of Fig. 2.5. The angle of emission is directly related to the polariton
momentum as shown by Eq. (1.22). The LP2D being at very positive detuning
(98 % exciton), its dispersion is flat and approximately at the energy of the exciton.
The confined states (40 % exciton for the ground state) are extended along the mo-
mentum direction. We will see in the next chapter that this causes a weakening of
the momentum selection rule.

Negative detuning

A non-flat dispersion of LP2D can be observed at very negative detuning for the
mesa. We show, in Figure 2.7, that in this case, important change are observed in
the far-field spectra. We selected a region at slightly positive detuning δ = 0.64 meV
for the LP2D, corresponding to an excitonic proportion of 60 % exciton. The LP0D
ground state is at δ = −6.4 meV, so an exciton proportion of 5 %. The relative
depth of trap seen by lower polaritons is drastically increased: about 2 meV in the
previous case against 7 meV here. The number of confined states is therefore larger,
as well as the spacing between them. For instance, the energy separation between
the ground state and the first excited state is 0.67 meV in Figs. 2.6 and 2.5 and
1.25 meV here.

Finally, it is interesting to notice that there is an energy overlap between the
highest excited levels of the mesa and the bottom of the polariton dispersion.

2.3 Quantum or classical?

To which extent can we consider polariton mesas as a quantum system? This is
an interesting question, which is often debated. The thermal de Broglie wavelength
λdB of a gas of particles of mass m, is the extent which give the size of a confining
system under which the quantum nature of the gas becomes relevant. In particular,
the motion of the particles is quantized along the direction of quantum confinement.

The thermal de Broglie wavelength is defined by

λdB ∼
h√

mkBT
(2.1)
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Figure 2.5: Near field imaging spectroscopy. Spatially resolved spectra for the
three sizes of mesa. The spectra are acquired at zero detuning for the ground confined
polariton level. We call LP2D and UP2D the regions of planar lower and upper polari-
tons, respectively. The confined lower and upper polaritons are labeled LP0D and UP0D,
respectively. Within the width of the mesa, the confined states are well visible. a 3 µm
mesa The discretization is significant. We distinguish only four confined states. There is
a separation of about 0.7 meV between the ground state and the first excited state. The
same pattern is visible for UP0D and LP0D. In addition, the intensity from 2D polaritons
region drops at the position of the mesa. b 9 µm mesa There are more confined levels
because the trap is larger. The separation between the states is of the order of 100 µeV. c
20 µm mesa In the largest mesas, the number of confined states is much more important
than in the two others and the states separation is of the order of the spectral resolution.
From [Nardin 10]

3 µm 9 µm 20 µm
a b c

Figure 2.6: Far field imaging spectroscopy. Polariton spectra, resolved along one
direction of the momentum space, for the same mesas as in Fig. 2.5 a 3 µm mesa Because
of the strong confinement, the states are extended in the momentum space. Note that
the dispersion of LP2D is flat because the detuning of planar polariton is very positive
when the mesa is at zero detuning. LP2D is well visible despite its small photon content
because we use a spot much larger than the mesa. b 9 µm mesa The states are closer to
each other, but the dispersion is still discrete. c 20 µm mesa The dispersion of confined
polaritons is almost continuous. In there mesas, the system is close to a planar cavity.
From [Nardin 10]
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3 µm 9 µm 20 µm
a b c

Figure 2.7: Far field imaging spectroscopy: negative detuning. Planar polaritons
are at slightly positive detuning (1 meV). The confined states are thus at very negative
detuning. A clear polariton dispersion is observed for the LP2D. The intensity is saturated
to show the confined states. At negative detuning, the relative depth of the well is larger
so the spacing between the states is increased. 1.2 meV separate the ground and the first
excited state in the 3 µm mesa (a). In the 9 and 20 µm mesas (b and (c)), we see the
increasing number of states, as well as their narrowing in the momentum space.

where h is the Planck constant, kB the Boltzmann constant and T the temperature
of the gas. Typical de Broglie wavelengths for polaritons in InGaAs quantum wells
is of the order of a few microns at 4 K. Hence, considering confined polaritons as a
quantum system would be more justified in 3 µm diameter mesas.

From our spectroscopic measurements (see Figs. 2.6 and 2.7), we see that the
momentum quantization is clear in the 3 and 9 µm diameter mesas. In addition,
the states are wide in momentum space so that they overlap in a large range of
wavevectors. This causes a relaxation of the momentum selection rule.

In the 20 µm diameter mesas, the dispersion is continuous around zero detuning
for the mesa. At negative detuning, there is a very small energy spacing between
the states, but the dispersion is still nearly continuous. The notion of quantum
confinement is more appropriate for 3 and 9 µm diameter mesas. In the next part,
we will see that this distinction between 20 µm diameter mesas and smaller mesas
has a significant influence on the polariton relaxation dynamics.

2.4 Conclusion

In conclusion, the sample we investigate is a very high quality semiconductor mi-
crocavity in which polaritons are trapped in innovative structures. Contrarily to
common methods, here, trapping is achieved by acting on the photonic nature of po-
laritons. The traps consist of local extensions of the cavity length of well-controlled
shapes and sizes called mesas. They are fabricated using state-of-the-art techniques.

Characterization by photoluminescence has shown that very efficient polariton
trapping of polaritons is achieved in mesa structures. A great advantage of our
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sample is the coexistence of planar and confined polaritons. It is therefore possible
to study the influence of dimensionality on polaritons and their interactions. El Daif
showed that Bose-Einstein condensation do not take place in this sample because
it contains only one quantum well [El Daif 07]. Nevertheless, the ”1485” sample
is particularly suitable for exploring many other aspects of polariton interactions.
For instance, the polariton relaxation in a trap, the coupling between polaritons
of different dimensionality, polariton nonlinearities, the role of polariton spin or
coherent polariton manipulation are all important issues that can be addressed with
a unique approach using mesa structures. This is the object of the work developed
in the next parts of this thesis.
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Part II

On the Relaxation Mechanisms of
Confined Microcavity Polaritons
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Chapter 3

Thermalization of Confined
Polaritons

3.1 Introduction

Owing to their bosonic behavior and their very light effective mass, microcavity
polaritons are the ideal tool for investigating quantum phenomena in solid-state
systems. Large is the number of studies devoted to the quantum coherence prop-
erties of microcavity polaritons, leading to the observation of parametric processes
[Savvidis 00a, Messin 01, Saba 01, Kundermann 03, Langbein 04, Bajoni 07b], po-
lariton lasing [Bajoni 08b, Christmann 08, Christopoulos 07] and Bose-Einstein con-
densation (BEC) [Kasprzak 06, Balili 07, Deng 07].

The great potential of optical measurements makes microcavity polaritons the
most promising system to study many fundamental aspects of the BEC physics and
superfluidity in the solid state [Griffin 95]. For instance, studies of the fragmentation
of a condensate due to disorder [Baas 08], the dynamics of the different order coher-
ence functions [Nardin 09a, del Valle 09, Love 08] and experiments on vortices and
superfluidity [Lagoudakis 08, Lagoudakis 09, Amo 09b, Amo 09c, Utsunomiya 08]
are the demonstration that fundamental questions explored with cold atoms can
also be addressed with polaritons. On top of that, those phenomena can be studied
at much higher temperature than in cold atoms experiments, and in a more han-
dleable way. As explained in Chapter 1, all the information on polaritons dispersion,
position, phase and time is contained in the emitted photons. Potentially, it could
be integrally retrieved by using the appropriate experimental tools.

The future of experiments with polariton will depend on the mastery of polariton
physics and on the development of trapping structures. Those experiments will
concern two major directions. First, the exploration of quantum mechanics and
electrodynamics in the solid state. Second, the application of polariton physics to
the engineering of miniaturized optoelectronic devices. To meet these challenges,
beside the improvement of the samples quality, it is crucial to understand fully the
basics of polariton physics namely the relaxation and the propagation.

An extensive amount of studies already describe polariton relaxation in pla-
nar microcavities. However, a proper study of polariton relaxation in a trap was
still missing. For now, only a few and very recent works investigate differences

39
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between planar and confined polariton relaxation [Paräıso 09, Balili 09, Nelsen 09,
Sanvitto 09]). In trapped structures, polariton relaxation is expected to be modified
by the discretization of the dispersion on the one hand, and by the relaxation of the
momentum selection rule on the other hand.

In the present chapter, we investigate the relaxation dynamics of confined po-
laritons in the linear regime, meaning in the absence of two (or more)-polariton
scattering processes. The dynamics in the non-linear regime is described in the next
chapter. Section 3.2 is an overview of the work that has been done in planar mi-
crocavities. We recall the main outcomes of polariton relaxation and describe the
relaxation mechanisms. In Section 3.3, we discuss experiments under nonresonant
excitation. By means of time resolved photoluminescence experiments, we show
what are the limitations of relaxation experiments under off-resonant excitation. In
Section 3.4, we describe the experimental techniques used to investigate polariton
relaxation and we discuss the results on thermalization of confined polaritons. A
theoretical model based on Bogoliubov-de Gennes approximation is developed in
Section 3.5. Finally, Section 3.7 compiles theoretical and experimental considera-
tions to establish a picture of the dynamics of confined polaritons relaxation in the
linear regime.

3.2 Polariton relaxation: recall and motivations

In planar microcavities, due to the short radiative lifetime of polaritons and the very
inefficient mechanisms of energy relaxation and thermalization, the deviations from
equilibrium are very important. Indeed, in planar microcavities, thermalization is
only possible in the regime of high polariton densities, where the polariton-polariton
scattering becomes efficient enough [Kasprzak 06, Balili 07, Deng 07]. In the low-
density regime, where the only mechanism of thermalization is the energy exchange
between polaritons and phonons or free charges, polaritons do not thermalize. In
this density regime, the relaxation can be enhanced only by raising the temperature
or by injecting free carriers in the system [Stanley 97, Perrin 05, Tassone 97].

Recently, it has been suggested that the presence of spatial confinement could
have an impact on the thermalization process [Sarchi 07]. In addition, pioneering
experimental observations in micropillars suggest that spontaneous quantum degen-
eracy of microcavity polaritons seems to be reached at lower excitation densities
than in planar microcavities [Bajoni 07a]. In order to clarify these points, a de-
tailed investigation of the efficiency of relaxation and thermalization of polaritons
in spatially confined structures is required.

Before describing our experiment with confined polaritons, we recall the main
issues about polariton relaxation in planar microcavities.

3.2.1 From the free carriers reservoir to the polariton branch

Creating polaritons with a laser source can be done either by exciting polaritons
states resonantly, either nonresonantly. In the latter case, the laser energy is far
above the polaritons energy, and preferably in the first transmission mode of the
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distributed Bragg reflectors. Consequently, the quantum well electrons are excited
far above the exciton resonance and a plasma of free electrons and holes is created.

In Fig. 3.1, we show the commonly accepted relaxation scheme. At early times,
the free carriers relax to the exciton dispersion by emitting optical phonons. This
process confers very large wavevectors on excitons, which are thus unable to couple
to light. Excitons then loose energy by multiple scattering with acoustic phonons.
A thermalized exciton reservoir is then created in the vicinity of the light cone
(krad , 105 cm−1), where polaritons are formed [Porras 02a, Savona 07].

Figure 3.1: Schematic of polariton formation. nonresonantly excited free carriers
first scatter with LO phonons to the non radiative region of the exciton dispersion. Then
exciton relaxation via acoustic phonons takes place. Polaritons are formed when excitons
enter the light cone. Competition between polariton-acoustic phonon scattering and fast
polariton radiative recombination prevents the system from reaching thermal equilibrium,
producing the so-called relaxation bottleneck region. From [Butté 02].

For the following discussion, the most important feature of Fig. 3.1 is the relax-
ation bottleneck region. In this region, polaritons accumulate because their lifetime
is too short for them to have time to scatter with acoustic phonons down to the bot-
tom of polariton branch [Tassone 97]. The polariton energy distribution strongly
differs from a Boltzmann distribution and it is not possible to define a temperature
of the polariton gas. Under nonresonant excitation and at low excitation densities,
thermalization is totally inefficient in planar microcavities.

3.2.2 About polariton relaxation

The different polariton relaxation mechanisms

Polariton thermalization occurs when the polariton gas undergoes enough scatterings
to redistribute thermodynamically its energy over all polaritons. The challenge is to
ensure that polaritons scatter many times during their lifetime. Several techniques
have been employed to suppress the relaxation bottleneck. Among those, let us
mention the introduction of an electron gas and the temperature augmentation,
which accelerate polariton energy redistribution [Stanley 97, Perrin 05].
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Linear regime versus non-linear regime

In the low excitation density regime, the emission intensity varies linearly with the
excitation power. We call this regime the linear regime. In this regime the main re-
laxation mechanisms are the interactions with the lattice and with free carriers. The
energy blueshift varies also linearly with the injected population and the linewidth
is approximately constant.

At higher excitation density, the system enters the non-linear regime. The depen-
dence of the emitted intensity (and of the blueshift) on the excitation power becomes
quadratic because of two polariton processes. In addition there is a broadening of
the linewidth. At even higher densities, this dependence may become exponential
because of bosonic stimulation processes.

3.2.3 Why do we want to thermalize polaritons?

We saw previously that the polariton relaxation to the bottom of the lower polariton
dispersion is inhibited by the competition between scattering times and radiative
lifetime. To observe spontaneous formation of macroscopic quantum coherence, the
system first needs enough energy to increase the relaxation rates and overcome the
bottleneck.

This is usually done by increasing the excitation power to provoke collisions,
which scattering times are much shorter that the ones obtained in the linear regime.
Then, the system needs to have a high enough polariton density to stimulate the
relaxation to the final state [Imamoglu 96b]. In general, this happens in the ki-
netic regime, meaning that thermal equilibrium is not reached before the bosonic
stimulation. The condensed phase is then called a polariton laser or a kinetically
driven Bose Einstein condensate depending on if the quantum degenerate phase is
at thermal equilibrium or not [Kasprzak 08].

Ideally, the term BEC should be used only if the system is at thermal equilib-
rium with the lattice before the BEC transition. This case has been reported in
planar microcavities operating at positive detuning, to increase the polariton life-
time [Kasprzak 08, Deng 06].

Another reason for studying thermalization is to contribute to the theoretical
investigations concerning the phase diagram of the polariton gas. In particular a
stimulating question is to determine the differences and relations between a super-
fluid and a BEC [Wouters 10, Sarchi 08a, Marchetti 08, Szymanska 06], which is
also a debate in the cold atoms community [Carusotto 10, Cooper 10].

Finally, from an applications point of view, approaching thermal equilibrium
already in the linear regime would reduce the excitation power needed to observe
the buildup of a macroscopic quantum degenerate state. This effect is already
suggested by some studies showing that BEC in traps is achieved at lower excitation
power [Bajoni 07a].
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3.3 Nonresonant excitation

A first approach to investigate polariton relaxation in a trap is to perform time
resolved photoluminescence (TRPL) experiments to access the time evolution of the
polariton spectrum.
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Figure 3.2: Setup: nonresonant TRPL. Nonresonant excitation fs pulses are focused
on the sample using a micro-objective. The emission is collected on the other side with
a similar micro-objective, and sent to a spectrometer. The output of the spectrometer is
connected to a streak camera to obtain time resolved spectra of the polariton luminescence.

3.3.1 Experimental setup

In Figure 3.2, we describe the setup we used for the nonresonant TRPL experiments.
The sample is excited using a pulsed Ti:Sapphire laser, resonant with the first Bragg
mode of the DBRs. The experiment is done in a transmission configuration with
two micro-objectives of 0.5 N.A., as for the spectroscopy measurements.

The near-field emission is imaged on the slits of the spectrometer to obtain a
spatially resolved spectrum, which is then sent to a streak camera to produce the
time resolved spectra. In order to obtain data with a sufficient dynamical range, we
needed to run the streak camera in a photon counting mode, with typical acquisition
times of 45 to 60 minutes.
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3.3.2 Experimental results

Dynamics of quantum well excitons

We performed TRPL experiments on a 9 µm diameter mesa at negative detuning.
We obtained time resolved spectra with a 2 ns time window, from which we extracted
intensity vs time profiles. The typical results are presented in Fig. 3.3. On the
time resolved spectrum, displayed on Fig. 3.3 a, one distinguishes different confined
polariton states. Because of the negative detuning, UP0D states have a small photon
content, and their emission intensity is weak. On the opposite, LP0D states are well
visible. In particular the ground state, the first and second excited state are clearly
evidence. Their respective intensity profiles are displayed in Fig. 3.3 b.

At this excitation power (20 µW), the three curves are overlapping. The rise
time has been measured to ∼20 ps and the decay time has been evaluated to few
nanoseconds. This very slow decay can also be observed in the backtrace at negative
time with respect to the laser incoming time tL , 300 ps. It is characteristic of the
long dynamics of quantum well excitons, which relax from the large wavevector
region of the excitonic dispersion down to the light cone by scattering with acoustic
phonons [Deveaud 91] (see Fig. 3.1).
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Figure 3.3: Nonresonant TRPL: 20 µW excitation power. a We distinguish be-
tween the confined polariton states and extract the time evolution of the ground (GS),
first (E1) and second (E2) excited states. The dashed lines are guide for the eyes. b Time
profile of the evolution of GS, E1 and E2. The rise time is related to the polariton lifetime.
The long decay time is related to the long relaxation time of quantum well excitons down
to the region of the light cone.

Power dependence

At higher excitation powers, the system enters the nonlinear regime. Similarly
to experiments by Butté et al. [Butté 02], we observe the loss of strong coupling
regime and, at higher power, photon lasing. The power dependence study is shown
in Fig. 3.4. Fig. 3.4 a, is the linear regime, at 20 µW excitation power.
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At 90 and 200 µW, (Fig. 3.4 b and c) we evidence transitions from the weak-
coupling to the strong coupling regime. The weak coupling phase is characterized
by an intense emission region, wide in energy. This region coincides with the bare
cavity modes energies, and shifts toward low energies as time increases, i.e. as free
carriers density decreases. In Fig. 3.4 c, it is not possible to identify any polariton
state at short time (∼ 500 ps). At longer times (> 1000 ps), the linear behavior is
recovered and one can again distinguish between the LP0D states.

At 600 µW (Fig. 3.4 d), the strong coupling completely lost and is not recovered
at all. We detect multimode photon laser emission from the different cavity modes.
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Figure 3.4: Power dependence. a 20 µW: linear regime. b 90 µW: the onset of the non
linear regime is visible at short times as a broadening of the confined states. c 200 µW:
the transition from weak to strong coupling regime is clearly evidenced between 400 and
1000 ps. The linear behavior is recovered at long times. d Photon lasing.

3.3.3 Interpretation

Timescales

The conclusions of this study show us the limitations of nonresonant time resolved
photoluminescence. Considerations on the rise and decay times reveal that the
intensity profiles of Fig. 3.3 b reflect the slow dynamics of the quantum well excitons.
Indeed, one can show, using a simple rate equation model, that in such curves the
rise time is given by the shortest timescale in the system.

For instance, consider a system A(t) coupled to a reservoir, with a filling channel
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and an escape channel, the rate equation reads

Ȧ(t) =
1

τin
A(t)− 1

τout
A(t) (3.1)

For large differences between the two time scales, the rise time corresponds to
the shortest time and the decay time is given by the longest time. This is illustrated
in Figure 3.5, by a simple simulation. We show that, for a short escape time τout =
10 ps, the decay time reflects the long filling time, τin = 500 or 1000 ps. On the
contrary, for a short filling time τin = 10 ps, the decay time corresponds to the long
escape time τin = 100 ps.

In our case, it is well known that the relaxation of quantum wells excitons from
the large k region down to the light cone (see Fig. 3.1) can exceed several nanosec-
onds, which is orders of magnitude longer than the polariton lifetime (∝ 10 ps).

Figure 3.5: Simple model. Simulation of a system A(t) coupled to a reservoir using
different filling τin and escape τout times (see Eq. 3.1). The rise time corresponds to the
shortest timescale and the decay time to the longest one.

Nonlinearities: phase space filling versus screening

At high excitation power, the observed nonlinearities are mostly due to the free
carriers dynamics. Indeed, the occurrence of weak coupling and photon lasing are
indications that the formation of excitons is compromised at very high densities.
There are two sources of bleaching of the exciton oscillator strength: the phase
space filling nonlinearity and the screening of the excitonic resonance [Senellart 03].
The phase space filling is a saturation effect due to the Pauli exclusion princi-
ple [Huang 90]. It happens when the exciton density becomes too strong to ne-
glect their fermionic internal structure. The exciton number reaches 1 exciton
per state and further formation of exciton is forbidden. The screening of the
Coulomb interaction by free carriers prevents electron and holes from forming a
bound state [Khitrova 99, Haug 85, Honold 89]. It is therefore accompanied by a
renormalization of the bandgap, i.e. a reduction of the free carrier minimal energy.
Under nonresonant pulsed excitation, the screening process is dominant, thus blur-
ring the study of polariton relaxation and favoring photon lasing in semiconductor
microcavities.
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This phenomenology is related to the excitonic Mott transition in the quantum
well: at high densities, the quantum well is dominated by the electron-hole plasma
phase. Time resolved studies of the excitonic Mott transition by Kappei et al.
[Kappei 05] agree in many aspects with our observations of strong to weak coupling
regimes transitions. At low excitation power, the excitonic phase is dominant in the
quantum well. Hence, strong coupling is observed in the microcavity sample. On
the other hand, at high excitation power, the unbound carriers phase is dominant:
strong coupling can not be achieved and we observe photon lasing. At intermediate
densities, the two phases coexist. Kappei et al. showed that, as in our case, the
unbound phase dominates the emission at short times and disappears when time
increases. Recently, similar conclusions were reported in microcavities [Balili 09].

Summary of the nonresonant excitation experiment

In conclusion we sum up the nonresonant excitation dynamics as follow:

a) Scattering with optical phonons brings free carriers to the non-radiative region
of the exciton dispersion curve, which plays the role of an excitonic reservoir.

b) Multiple scattering with acoustic phonons brings the excitons down to the
radiative region, where they strongly couple to light and form polaritons.

c) The time evolution of the full process is governed by the slow relaxation of
excitons in the non-radiative region, because the radiative lifetime of polaritons
is much shorter than the exciton lifetime.

d) At high excitation power, we observe a time-resolved transition from weak to
strong coupling regime. The weak coupling originates from the screening of
the electron-hole Coulomb interaction by the free carriers.

Therefore, the relaxation dynamics between confined polariton states can be better
characterized by means of resonant excitation experiments.

3.4 Resonant excitation

We performed two types of resonant photoluminescence excitation (PLE) experi-
ments. Both consisted in detecting the luminescence spectrum while exciting res-
onantly the confined states. In one case, the excitation source was a continuous
tunable Ti:Sapph laser (cw-PLE) in order to perform precise excitation of single
energy states of the system. In the other case, the excitation source was a pulsed
Ti:Sapph laser of 500 µeV spectral FWHM (p-PLE). The time duration of the pulse,
8 ps, was shorter than the polariton lifetime. It allowed us to take the relaxation
dynamics into account and to study the system by resonant time resolved photolu-
minescence (Sec. 3.4.4).

To obtain such pulses, the laser was spectrally filtered using a pulse shaper con-
sisting of a grating and a mirror, Fourier conjugated to a lens. On the mirror,
an image of the pulse dispersion was formed with total space-wavelength correspon-
dence. The spectral resolution of the dispersed image was of the order of 1.5 nm/mm,
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using an 800 grooves per millimeter grating and a 300 mm focal length lens. A mask
on the mirror allowed us to select the wavelength with a spectral width of 0.25 µm
(, 500 µeV), which is comparable to the spacing between two consecutive confined
states.

3.4.1 Pulsed PLE

An image plot of the time-integrated p-PLE is shown in Fig. 3.6. The excitation
energies are displayed along the horizontal axis whereas the detected luminescence
spectra are displayed vertically.

On the diagonal, the emission energy is equal to the excitation energy. We make
four key observations:

i) When exciting the LP0D (from 1482 meV to 1484.5 meV), polaritons redis-
tribute within LP0D states, toward both lower and higher energies. This indi-
cates the presence of efficient interactions with a thermal bath.

ii) When the excitation is resonant with the UP0D (from 1485.5 meV to 1490
meV), the relaxation to LP0D states is very efficient. We do not observe sig-
nificant polariton redistribution within the UP0D states.

iii) When exciting the UP0D, the relative intensities of the LP0D states suggest
that thermalization occurs within the LP0D states.

iv) Contrary to (ii), when the excitation is resonant with the 2D polaritons, the
relaxation to LP0D states is inefficient.

We give an interpretation of (i) and (iii) in terms of thermalization whereas (ii) and
(iv) are discussed with considerations on the polariton dimensionality.

3.4.2 Thermalization in mesas.

The p-PLE experiments were carried out in the low-density regime, where polariton-
polariton interactions are negligible. Therefore, we attribute the relaxation to
polariton-acoustic phonon scattering. Observations (i) and (iii) are clear evidence
of efficient thermalization within the LP0D states.

To study in detail the thermalization within LP0D, we focus on the case in which
we excite resonantly a UP0D state (1487 meV). In Fig. 3.7, we display the time
integrated emission per state, as a function of the energy of the state. This quantity
is obtained from the LP0D luminescence spectrum by integrating the luminescence
intensity of each peak. It is equal to the population per state weighted by the
photonic content of the state.

The data are well fitted by Boltzmann distributions, from which we can extract
effective temperatures. The photonic content of the states was taken into account
in the Boltzmann distributions by applying an energy dependent correction factor,
which explains the non-exponential behavior of the fitting curves.

We obtain effective temperatures of 15 K for the Ø 3 µm mesa and 40 K for the
Ø 9 µm mesa. The emission of the Ø 20 µm mesa could not be fitted by a thermal
distribution.
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Figure 3.6: Image plots of p-PLE experiments. (a) 3 µm, (b) 9 µm and (c) 20 µm
diameter mesas. The dotted lines are separations between the LP0D, LP2D and UP0D
energy ranges. The relaxation down to the lowest energy state is favored and suggests the
presence of a thermalization process. The weak signal between the dotted lines indicates
a poor coupling between polaritonic states of different dimensionality. The resolution is
100 µeV on both axes.
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Figure 3.7: Thermalization of confined polaritons. Integrated luminescence in-
tensities of the LP0D states for an excitation in the UP0D (1487 meV) for the three
sizes of mesas. Experimental data (filled symbols) are compared theoretical prediction
(empty symbols). The Boltzmann distributions (dotted lines) are corrected by the pho-
tonic weights of the states. The Ø 3 µm and Ø 9 µm mesas emissions present thermalized
distribution. The Ø 20 µm mesa emission has a non-thermal distribution. The vertical
line is a separation between the LP0D and LP2D energy ranges.

The efficiency of thermalization depends on the difference between the polariton-
phonon scattering time τph and the polariton radiative lifetime τr. There are three
possible situations [Deng 06]:

a) τr.τph: during their lifetime, polaritons scatter many times with phonons. It
is possible to define a temperature. This temperature is close to the lattice
temperature.

b) τr≥τph: the two time scales are comparable. Polaritons thermalize at a higher
temperature than the lattice.

c) τr0τph: polaritons recombine too fast to undergo enough scatterings with
phonons. In this case, polaritons have a non-thermal distribution.

For the Ø 9 µm mesa, the effective temperature of 40 K suggests that thermal-
ization becomes less efficient when the mesa diameter increases. This tendency is
confirmed by the non-thermal emission obtained for the Ø 20 µm mesa.

In planar microcavities, Stanley et al. [Stanley 97] observed that, for similar
temperatures (4-5K), polaritons did not thermalize. By increasing the lattice tem-
perature up to 30 K, they significantly shortened the polariton-phonon scattering
time and could eventually observe a Boltzmann distribution. In our case, the lattice
temperature remains unchanged but the confinement in small mesas has a crucial
effect: the widening of the wave functions in the momentum space [Kaitouni 06]
enhances the polariton-phonon scattering rate and thus favors thermalization in the
small mesas. The comparison with theory is developed in Sec. 3.7.
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3.4.3 Influence of dimensionality.

Observations (ii) and (iv) strongly suggest that, whereas the relaxation is very ef-
ficient within the localized states, it is suppressed between delocalized states and
localized states.

However, considering the low probability distribution of the delocalized states
above the mesa, it is important to verify that (iv) is not the result of a poor mode
matching between the excitation spot and the wave function of the delocalized polari-
ton. We unambiguously confirmed this point with a cw-PLE experiment (Fig. 3.8).

Thanks to the narrow spectral linewidth of the continuous wave excitation, we
were able to excite resonantly single polariton states. We could accurately measure,
for each of them, the reflected and transmitted intensities in order to extract the
absorption. We then normalized the emission of the ground state by the absorption
of the pumped state. The measured absorption of the LP2D was 15 percent less
than the average absorption of the 0D polaritons.

The results of the cw-PLE experiment on the 9 µm diameter mesa are displayed
in Fig. 3.8, together with the p-PLE intensity horizontal profile taken at the ground
state energy of Fig. 3.6 (b). For comparison, the figure also features a nonresonant
excitation spectrum. One can notice the similar behavior of the p-PLE and the

Figure 3.8: Dimensionality. Comparison between the PLE spectra obtained with a
pulse-shaped pump (dotted line) and with a cw-pump (triangles). The dashed line is a
guide for the eye. The nonresonant photoluminescence spectrum (solid line) is plotted as
a reference. The dotted lines are separations between the LP0D, LP2D and UP0D energy
ranges.

cw-PLE curves despite the fact that the latter is normalized. In both cases, the
PLE intensity decreases by one order of magnitude when the excitation is resonant
with the LP2D states. This demonstrates that the relaxation between 2D and 0D
polaritons is inefficient.

In view of these results, we can infer that, under nonresonant excitation, the 2D
states may not be an intermediate channel for the relaxation to the 0D states. One
could indeed expect excitons that reach the light cone to first create polaritons in
the LP2D branch, and that these polariton would then relax to the LP0D states. In
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fact, regarding the inefficient coupling between polaritons of different dimensionality,
0D states are most probably directly populated from the excitonic reservoir.

3.4.4 Dynamics of polariton relaxation

The dynamics of polariton relaxation has been investigated through time resolved
photoluminescence (TRPL) experiments under resonant excitation. After exciting a
given 0D polariton state, we looked at the time resolved evolution of the emission of
the ground state. The luminescence was first sent to the spectrometer and then to a
streak camera with 2 ps time resolution. Note that, because of the dispersion on the
grating, the experimental time resolution was about 10 ps. We focused our study
on the 3 µm and 9 µm diameter mesas, in which polaritons thermalize efficiently
with the phonon bath.

In Figs. 3.9 and 3.10, we show the ground state TRPL intensity for the Ø 9 µm
and Ø 3 µm mesas, respectively. The luminescence intensity of the ground state
increases with a rise time of about 15 ps. This time corresponds to the lifetime of
the ground state. On the other hand, the decay times strongly depend on whether
the excitation is resonant with a LP0D state or with a UP0D state.

For the Ø 9 µm mesa (Fig. 3.9), when the pump is resonant with a LP0D state,
we observe a biexponential decay of the ground state TRPL intensity. When the
pump is resonant with a UP0D state, we observe a monoexponential decay. For the
Ø 3 µm mesa (Fig. 3.10), the decay is monoexponential in both cases.

The values of the fitted decay times are reported in Table 3.1 for the Ø 9 µm
mesa and in Table 3.2 for the Ø 3 µm mesa. We denote τS as the short decay time
(less than 100 ps) and τL as the long decay time (more than 100 ps).

When the excitation energy is resonant with LP0D states, we obtain short decay
times for both mesas. The values of τS vary between three to five times the lifetime
of the ground state. In the case of the Ø 9 µm mesa, we also obtain long decay times,
comparable to the decay times obtained while exciting UP0D states. The values of
τL are one to two orders of magnitude longer than the lifetime of the ground state.

These observations suggest that similar relaxation processes are responsible for
the long decay times τL observed in both mesas.

Table 3.1: Decay times in a Ø 9 µm mesa TRPL intensity of the ground state for
different excitation energies. We observe two decay times when exciting LP0D states and
only one when exciting UP0D states.

Excitation energy [meV] τS[ps] τL[ps]
1482.96 (LP0D) 45 134
1483.33 (LP0D) 50 137
1483.63 (LP0D) 55 137
1486.51 (UP0D - 274
1487.27 (UP0D) - 320
1488.69 (UP0D) - 907

A possible phenomenological interpretation of these observations is the following:
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Figure 3.9: Time-resolved photoluminescence intensity of a 9 µm diameter
mesa. Evolution of the ground state intensity for different excitation energies. When
the excitation energy is resonant with LP0D states, we clearly distinguish two relaxation
times. When the excitation energy is resonant with UP0D states, there is only one decay
time. For the sake of clarity, the curves have been arbitrarily displaced along the vertical
axis.

Figure 3.10: Time-resolved photoluminescence intensity of a 3 µm diameter
mesa. Evolution of the ground state intensity for different excitation energies. Unlike
Fig. 3.9, we observe a monoexponential decay at all excitation energies. For the sake of
clarity, the curves have been arbitrarily displaced along the vertical axis.
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Table 3.2: Decay times in a Ø 3 µm mesa TRPL intensity of the ground state for
different excitation energies.. We observe only one decay time at each excitation energy.

Excitation energy [meV] τS[ps] τL[ps]
1483.36 (LP0D) 71 -
1483.88 (LP0D) 59 -
1485.98 (UP0D) - 172
1486.92 (UP0D) - 183
1488.80 (UP0D) - 219

a) The relaxation of polaritons created in the UP0D involves polariton states
with large excitonic content. Their long radiative lifetime determines the long
decay time of the ground state TRPL intensity while exciting UP0D states.

b) Considering the interactions with the phonon bath, polaritons created in a
LP0D state have two relaxation paths to the ground state: a direct path, to
lower energy states, and an indirect path, corresponding to an initial scattering
to states of higher energy followed by relaxation. This latter path possibly
gives rise to a second decay time in the ground state luminescence intensity.

c) In the case of the Ø 3 µm mesa, the observation of a monoexponential decay
while exciting LP0D states suggests that the indirect relaxation path is less
efficient than in the Ø 9 µm mesa. This could be due to the larger energy
separation of LP0D states in Ø 3 µm mesas.

The theory exposed in next section provides a comprehensive and quantitative
theoretical description of our results.

3.5 Theoretical model

The theoretical analysis is performed in two steps. First, we compute the polariton
quasimodes for the present non-uniform case [Savona 07]. Second, we map the
polariton-phonon coupling into the basis of the obtained polariton quasimodes. This
procedure is justified by the fact that, in spite of the present non-equilibrium regime,
the quasiparticle approximation still holds, as discussed below.

3.5.1 Polariton quasimodes

Polariton quasimodes can be computed via Maxwell equations, as in Ref. [Savona 07],
or by solving a non-equilibrium Schroedinger-like equation for the exciton-photon
problem [Carusotto 05, Sarchi 08b]. The spectrum of excitation, i.e. the frequencies
and the lifetimes, obtained within the two approaches is substantially the same, with
minor quantitative differences. This quantitative agreement makes the quasiparticle
approximation suitable to describe the present non-equilibrium regime.



3.5. THEORETICAL MODEL 55

The exciton and photon Bose fields Ψ̂x,c(r) can then be safely written in terms
of the polariton quasimodes as

Ψ̂x,c(r) =
∑

j,n

ψj,n
x,c(r)p̂j,n , (3.2)

where the label j defines the quantum number of the mode, and the label n = lp,up
identifies the lower and the upper polariton branches, while p̂j,n is the polariton
annihilation operator obeying Bose statistics. Obviously the sum in Eq. (3.2) refers
to both localized (0D) and delocalized (2D) modes. Let us remind here that the
exciton and photon wave functions ψj,n

x,c(r) have the same spatial profile, while their
amplitudes depend respectively on the excitonic and photonic content of the corre-
sponding polariton mode.

3.5.2 Coupling to acoustic phonons

By means of the decomposition (3.2), the Hamiltonian describing the coupling be-
tween the exciton field and the bath of acoustic phonons [Tassone 97] can be written
in the basis of polariton quasimodes as

ĤXph =
∑

j,n,j′,n′,q

tq(j,n),(j′,n′)(âq + â†−q)p̂
†
j,np̂j′,n′ . (3.3)

The matrix elements tq(j,n),(j′,n′) involve the excitonic wave functions and are given
by [Mannarini 06]

tq(j,n),(j′,n′) = Cq

√
!ωph

q

A

∫
drψj,n∗

x (r)e−iq‖·rψj′,n′

x (r) , (3.4)

where

Cq =

[
DeKe(qz)χ(q‖ηe) + DhKh(qz)χ(q‖ηh)

]
√

2u2
sρMLc

, (3.5)

A is the phonon quantization area, us is the sound velocity, ρM is the mass density,
Lc is the cavity length, De,h are the deformation potentials, ηe,h = (me + mh)/mh,e,
ωph

q = us(q2
z + q2

‖)
1/2 is the frequency and q‖ the in-plane wave vector of the phonon

mode q, and, for Gauss confinement and hydrogen-like electron-hole relative motion,
Ke,h(qz) = exp[−(qzLe,h)2/2] and χ(q‖) = [1 + (q‖a0/2)2]3/2.

Accounting for the phonon coupling within the Markov approximation, and for
the finite lifetime, the rate equations for the populations Nj,n =< p̂†j,np̂j,n > in the
different polariton states (j, n) are [Tassone 97, Mannarini 06]

Ṅj,n = −Γj,nNj,n +
∑

j′,n′

W(j′,n′),(j,n)Nj′,n′ (Nj,n + 1)

− W(j,n),(j′,n′) (Nj′,n′ + 1) Nj,n (3.6)

where the phonon scattering rates are [Tassone 97, Mannarini 06]

W(j,n),(j′,n′) =
∑

q

| tq(j,n),(j′,n′) |
2

[
nB

(
|∆Ej,n

j′,n′|
)

(3.7)

+ θ
(
∆Ej,n

j′,n′

)]
δ
(
!ωph

q − |∆Ej,n
j′,n′|

)
,
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∆Ej,n
j′,n′ = Ej,n − Ej′,n′ is the energy difference between the states (j, n) and (j′, n′),

nB(E) is the Bose distribution, while Γj,n are the effective polariton lifetimes. These
quantities are consistently obtained from the diagonalization of the exciton-photon
problem.

Notice that in Eq. (3.7) the sum spans over all the momentum states of phonons,
i.e. qz = (2π/Lc)nz and

qx,y =
2π√
A

nx,y , (3.8)

with nx,y,z = 0, 1, ..., and where A is the phonon quantization area also appearing
in Eq. (3.4). In the uniform case, for each couple of initial and final states, the only
contribution is due to phonon modes having in-plane momentum equal to the mo-
mentum difference between the two states [Tassone 97]. Contrarily, in the trapped
case, for two polariton states localized in a much smaller area, Amesa 0 A (i.e. wave
functions ψj,n

x (r) are localized within Amesa), it is easy to prove that all the phonon
modes with in-plane momentum comprised in the interval ∆qx ×∆qy = 4π2/Amesa

around q equally contribute. This means that, for each couple of localized states,
the number of phonon modes contributing to the relaxation is proportional to the
inverse of Amesa. Then we expect that the relaxation rates scale as W ∼ 1/Amesa.

On the other hand, the matrix element involving one delocalized and one lo-
calized polariton modes is given by Eq. (3.4) where one wavefunction is a plane
wave:

tq(j,n),2D ∝
∫

Amesa

druj,n∗
x (r)e−iq‖·r e

ik2D·r
√

A2D

(3.9)

here, Amesa and A2D are the quantizing surfaces for the mesa state and for the
delocalized state, respectively. We consider the fact that A2D is limited by the
spatial extension of the excited planar polaritons.

For the ground state, u0,lp
x ∼ 1/

√
Amesa and the contributing phonon modes have

wave vectors q‖ ∼ k2D. The corresponding matrix elements are proportional to√
Amesa/A2D.
For the calculations, we use a confining potential in agreement with the AFM

images of the mesas [Daif 06], thus accounting for the slightly elliptical shape of the
mesas. The decay rates are assumed to be γc = 0.05 meV, in agreement with the
reported photon lifetime τc = 15 ps, and γx = 0.001 meV. The other parameters
are obtained from the experimental characterization of the sample.

The polariton quasimodes computation also accounts for the presence of two-
body interactions, whose effect could be in principle very important and amplified
by the reduced sizes. We have theoretically verified that, for the pump intensities
used in this experiment, the system can be considered in the linear regime, the
two-body interactions becoming relevant and eventually dominating only for pump
intensities two-three order of magnitude larger.

3.6 Comparison

We now compare the theoretical predictions about polaritons modes and relaxation
to the experimental results presented above. The thermalization efficiency and the
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influence of dimensionality are discussed. Finally, the time dependent behavior of
the relaxation is evaluated.

3.6.1 Polariton spectrum

The calculated luminescence spectrum for the LP0D is plotted in Fig. 3.11, together
with an experimental spectrum. One can appreciate the correspondence of the ob-
served and computed energies and linewidths. The theoretical spectrum is weighted
by the photonic content of the states but does not take any relaxation mechanism
into account. The strong intensity difference between theory and experiment for the
excited states is a clear indication of the important role of relaxation mechanisms.

Figure 3.11: Spectra of the LP0D under nonresonant excitation: theory and ex-
periment. Note that no relaxation process is taken into account in the plotted theoretical
spectrum.

The energies of the polariton states obtained theoretically are in good agreement
with the experiment and can therefore be used to simulate the relaxation between
different states.

3.6.2 Thermalization

The relaxation is accounted for by applying the rate equations (Eq. (3.6)) to the
predicted modes. These rate equations depend on the phonon scattering rates. Note
that the scattering rates to states of higher energy decrease exponentially with the
energy difference between the initial and final polariton states (see Eq. (3.7)). On
the other hand, the scattering rates to lower energy states always have a spontaneous
contribution coming from the Heaviside function θ.

In order to reproduce the thermalization experiments presented in Section 3.4.2,
we computed the relaxation dynamics after resonant excitation of a UP0D state.
The thermalization dependence on the mesa diameter is accurately reproduced, as
shown in Fig. 3.7. The predicted effective temperatures are the same as the one
obtained experimentally: 15 K and 40 K for the 3 µm and 9 µm diameter mesas,
respectively.
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As explained in Section 3.5, the scattering rate W between two 0D states is
inversely proportional to the area of the mesa 1/Amesa ( Eqs. (3.4) and (3.7)). This
explains the more efficient thermalization in the Ø 3 µm mesas.

The scattering rate between 2D and 0D states is predicted to be proportional to√
Amesa/A2D (Eq. (3.9)). In our case, this ratio is about 0.1 for A2D , 1000 µm2

[Langbein 02]. Therefore, the calculation gives a 0D-0D coupling is nearly one order
of magnitude greater than the 2D-0D coupling. This is consistent with the results
of Fig. 3.8.

Figure 3.12: Calculated TRPL. Time evolution of the ground state intensity in a
Ø 3 µm mesa and a Ø 9 µm mesa, when exciting resonantly the LP0D or the UP0D
states. The behaviors of Fig. 3.9 and Fig. 3.10 are well reproduced by the theory. Two
decay times are predicted in the relaxation of a Ø 9 µm mesa LP0D state.

3.6.3 Dynamics

The last comparison concerns the time resolved photoluminescence experiments. By
solving Eq. (3.6), we obtain the time evolution of the population in each polariton
state.

The experimental time evolution of the ground state emission intensity is dis-
played in Figs. 3.9 and 3.10. In Fig. 3.12, we plot the calculated time evolution of
the population in the ground state for the two mesa sizes and for excitations in the
LP0D and UP0D. The theory reproduces well the experiments. In particular, we
obtain two decay times in the case of the Ø 9 µm mesa, when exciting resonantly a
LP0D state.

The agreement is also quantitative. Decay rates have been extracted from the
decay curves and the theoretical and experimental values are compared in Fig. 3.13.
Here, the rates are plotted as a function of the excitation energy. The short decay
times give rise to a fast decay regime, with rates between 10−2 and 2×10−2 ps−1.
The long decay times give rise to a slow decay regime, with rates between 2×10−3

and 5×10−3 ps−1.
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Figure 3.13: Decay rates. Measurements in the Ø 3 µm mesa and in the Ø 9 µm
mesa (full symbols) and comparison with theory (empty symbols). The data points at
lower/higher energy than 1485 meV correspond to excitations resonant with LP0D/UP0D
states. The dashed line separates the different decay regimes.

3.7 General scheme

We now discuss how polariton states with large exciton content are responsible for
the slow decay regime. As already discussed (cf. section spectroscopy), the states
close in energy to the exciton resonance have a large exciton content (LXC), i.e.
a small photon content and a long radiative lifetime. They are involved in the
relaxation paths from the excited states to the ground state, thus fixing the decay
times observed experimentally, for both excitations of UP0D and LP0D states.

Excitation of UP0D states

When exciting UP0D states, both Ø 3 µm and Ø 9 µm mesas present only a slow
decay regime. The relaxation of UP0D states to the ground state requires many
polariton-phonon scatterings. This results from Eq. (3.7), which asserts that the re-
laxation is favored between polariton states with small energy difference. Therefore,
the relaxation of UP0D states most probably involves large exciton content (LXC)
states. These states have a radiative lifetime τLXC much longer that the one of the
ground state τGS. This is represented in Fig. 3.14 (a).

Due to the very efficient interactions with the phonon bath (cf. Eqs. (3.7) and
(3.4) ) and to the efficient thermalization observed in Ø 3 µm and Ø 9 µm mesas, we
have the relation τph ≤ τGS < τLXC. In this case, as sketched in Fig. 3.14 (a), the rise
time of the ground state luminescence intensity corresponds to τGS. Its decay reflects
the population decay in the states with large excitonic content, i.e. τLXC. This leads
to the observation of small decay rates in Fig. 3.13. The p-PLE experiment (Fig. 3.6)
show that the number of LXC states increases with the diameter of the mesa. We
thus expect a slower decay regime in the Ø 9 µm mesa than in the Ø 3 µm mesa.
This difference can be appreciated in Fig. 3.13.
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Figure 3.14: Relaxation scheme. Role of LXC states in polariton relaxation to the
ground state (GS). (a) The excitation is resonant with a UP0D state. The relaxation
necessarily involves LXC states. We observe only one decay time in the TRPL intensity
of the ground state. (b) The excitation is resonant with a LP0D state. In a Ø 9 µm
mesa, two relaxation paths are possible, giving rise to two decay times in the ground
state TRPL intensity. In case of a Ø 3 µm mesa, the scattering to states with large
exciton content (LXC) is inefficient because of the too large energy separation between
the localized states. In the bottom panels, we plot the TRPL intensity of the ground state
as predicted by theory.

Excitation of LP0D states

When exciting LP0D states, we observe two decay regimes for the Ø 9 µm mesa
and only one for the Ø 3 µm mesa. Due to the very efficient coupling to the phonon
bath and to the finite temperature (T > 0), the thermalization process of the LP0D
states also populates LXC states. Therefore we must consider two possible relaxation
paths to the ground state, as represented in Fig. 3.14 (b). The direct relaxation path
manifests itself in a fast decay regime, whereas the indirect relaxation path, involving
LXC states, manifests itself in a slow decay regime. Again, this contribution is more
important for Ø 9 µm mesas than for Ø 3 µm mesas, because of the larger number
of LXC states available. Moreover, the energy separations between Ø 9 µm mesa
levels are smaller compared to the lattice thermal energy (kBT ,0.5 meV). As a
result, we do not observe a slow decay regime in the Ø 3 µm mesa.
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3.8 Conclusion

To conclude, let us summarize the physical relevance of this chapter. We showed the
limitation of the use of nonresonant excitation to investigate polariton relaxation.
Indeed, in this case, the measured dynamics is then governed by the slow excitons
relaxation dynamics in the quantum well.

Thermalization

By means of resonant excitation, we obtained the most important result of this
chapter, which is the observation of thermalization for microcavity polaritons under
lateral confinement, in the low polariton density regime (Sect. 3.4.2). We demon-
strate that there is a dependence of the thermalization efficiency on the size of the
confinement. For wide traps, we recover the case of planar microcavities, where
thermalization is not efficient in the low-density regime.

2D-0D coupling and LXC states

These studies lead us to two other observations. First, the relaxation between 2D and
0D polaritons is not favored in our system. This is critical regarding our possibilities
of producing trapped BEC like in Ref. [Balili 07].

Second, by studying the thermalization dynamics, we could put in evidence the
contribution of polariton states that have a large excitonic content. Not only this
contribution is non negligible, it is also an important issue because of the quasi non-
radiative (hence long-lived) nature of those states. Their presence has the effect
of a polariton reservoir that slowly relaxes to the low energy state. We will give
additional evidence of their role in the next chapter.

Relaxation scheme

We presented a theoretical model of the relaxation of confined microcavity polari-
tons, focusing on the polariton interactions with acoustic-phonons (Sect. 3.5). The
very good quantitative agreement of the theory with all the experimental results pre-
sented in the manuscript supports the identification of polariton-phonon scattering
as the main relaxation process in our system. We could then produce a compre-
hensive scheme of relaxation and thermalization of polaritons under confinement of
different sizes and in the linear regime.

The influence of nonlinear effects due to polariton-polariton interactions is stud-
ied in the next chapter.
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Chapter 4

Collisional Damping of Dipole
Oscillations

4.1 Introduction

In the previous chapter, we have shown that, in the linear regime, polariton thermal
relaxation is enhanced by lateral confinement. This facilitates the creation of a
thermalized gas in the lower polariton dispersion branch, which is necessary to
obtain a Bose Einstein Condensate (Sect. 3.2.3). It is important to recall that
in the linear regime, the relaxation is mediated by polariton interactions with the
lattice and hence does not preserve the coherence in the system. We now propose
to investigate the polaritons relaxation dynamics in the nonlinear regime, i.e. in the
presence of polariton-polariton interactions.

As we will see (c.f. Section 4.2), nonlinear effects have already been extensively
explored in planar cavities and in micropillars, with remarkable outcomes. Our
microcavity sample, which is in one sense limited regarding the fact that it contains
only one quantum well, is paradoxically an interesting lab for these studies.

Indeed, as shown in Section 3.3.2, the exciton bleaching occurs at too low den-
sities to observe significant polaritonic nonlinearities under nonresonant excitation.
For instance one could ask: in our sample, under resonant excitation, is the dynam-
ics still limited by the saturation density?

The question is non trivial. Under resonant excitation, the only source of exciton
bleaching is the phase space filling. If, in our sample, we can observe significant
nonlinearities, it would for instance give additional confirmation that the loss of
strong coupling under nonresonant excitation is the consequence of the screening of
Coulomb interactions than that of the phase space filling.

The previous work by O. El Daif on the same sample suggested the possibility
of observing stimulated relaxation by resonant excitation experiments in a 9 µm di-
ameter mesa [El Daif 08, El Daif 07]. By increasing the excitation power, he could
observe a threshold power from which the emission was strongly dominated by the
ground state. The emission intensity first increased linearly with the pump power,
then quadratically before reaching a saturation regime. The hypothesis of a stimu-
lated parametric process was put forward but he could not observe any idler. The
reason is probably that the idler state was of large exciton content, so weakly coupled
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to light.
We choose to perform time resolved experiments to observe the effects of non-

linear interactions on the spatial dynamics of a confined polariton gas. We create
the polariton gas in a superposition of the three lowest energy states, which results
in a large amplitude dipole oscillation state in the real space and momentum space.
Because of the high polariton density, this state experiences collisional relaxation.
This results in a strong time dependent damping of the dipole oscillations. We in-
vestigate this relaxation as a function of the polariton density and polarization. The
latter highlights the role of interactions, because the change of polarization directly
affects the effective strength of the interactions between polaritons [Shelykh 05].

We start this chapter with a review of nonlinear effects in planar cavities and in
micropillars (Section 4.2). We describe the experiment in Section 4.3, and present
our results in Sections 4.4 and 4.5. A comparison with theory is given in Section 4.6.
Finally, in Section 4.7, we give a general conclusion on our time resolved experiments
on polariton relaxation in mesas.

4.2 Review on polariton nonlinearities experiments

4.2.1 Motivation

It is obviously a hard task to detail all the work done about polariton nonlinear re-
laxation. We propose a chronological review of the major developments in this field.
So let’s go back to 1992, when Claude Weisbuch and the group of Arakawa published
the first observation of strong coupling between light and excitons in microcavities
[Weisbuch 92]. The authors directly acknowledged the importance of strong coupling
in the solid-state and its potential consequences on the nonlinear effects of excitons
(like increasing VCSEL efficiency for electro-optical devices [Keller 93, Miller 84]).

Two years later, Houdré et al. published experimental measurements of the
polariton dispersion [Houdré 94] and studies of the saturation of the polariton res-
onance [Houdré 95]. These works were among the first to treat polaritons as quasi-
particles and, from then, the interest on polaritons increased very rapidly. The
observation of Bose-Einstein condensation in the middle of 1995 by Cornell and
Wieman et al. [Anderson 95] and by the group of Ketterle [Davis 95] strongly moti-
vated the quest for bosonic effects in many systems. In the case of exciton-polaritons,
the proposals of Imamoglu of an exciton-polariton laser without inversion consisted
in exploiting the bosonic nature of polaritons to generate a stimulation of the
polariton-phonon relaxation and obtain a macroscopic coherent exciton-polariton
state [Imamoglu 96a, Imamoglu 96b]. In the mean time, the group of Cirac and
Zoller also made a proposal for an atom laser by using a Bose-Einstein condensate
as a source of coherent atoms [Holland 96].

We will see that the subsequent works with microcavity polaritons were very con-
troversial. A major confusion came from the fact that it is not simple to distinguish
experimentally an exciton-polariton laser from a photon laser.

In addition, bosonic stimulation was often regarded as an exceptional mecha-
nism that necessarily leads to a ”boser”, i.e. a macroscopic coherent state. Further-
more, in the first experiments, polariton nonlinearities were mistaken and directly
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attributed to bosonic stimulation.
In fact, bosonic stimulation is a feature of all relaxation processes involving

bosons. It simply means that, for bosons, the probability of transition between an
initial and a final state depends on the occupation number o the final state. The
build-up of a macroscopic occupation number in a state depends on the time scales
of the system (relaxation rates, radiative lifetimes). Finally, there are substantial
differences whether the systems is strongly out of equilibrium (case of resonant ex-
citation experiments) or close to equilibrium (case of single source, nonresonant
excitation experiments). In this latter case, the system undergoes a thermodynami-
cally driven phase transition and might be referred to as a BEC. In the other cases,
we will see that there are several appellations.

The issue is nicely formulated in the abstract of Ref. [Holland 96]:
”Superconductivity, superfluidity, Bose-Einstein condensation, and laser ampli-

fication are all examples of a general mechanism involving the stimulated transfer
of bosons into a specific quantum state. When the occupation number of the state
is large, this mechanism may generate a macroscopic coherence for the state ampli-
tude”

The first claims of observing polariton lasing under nonresonant excitation faced
these difficulties [Pau 96]. The observed phenomenon was actually conventional
photon lasing [Kira 97, Cao 97, Fan 97], showing that, under nonresonant excita-
tion, the saturation due to exciton bleaching prevailed on the build-up of polaritons
nonlinearities. It is interesting to note that, in the meantime, Tredicucci et al.
proposed to take advantage of the saturation to achieve polariton optical bistabil-
ity [Tredicucci 96]. The prediction of a polariton relaxation bottleneck by Tassone
et al. might have been another ”bad news” [Tassone 97]. However, between 1997
and 2002, a series of crucial experiments under resonant excitation provided deep
enlightenment of polaritonic nonlinearities.

4.2.2 Nonlinear emission

The first evidences of polariton nonlinear emission were reported by four-wave
mixing experiments in a GaAs cavity [Kuwata-Gonokami 97]. Then Dang et al.
[Dang 98] demonstrated nonlinear emission in a CdTe cavity under nonresonant ex-
citation. Following demonstrations of nonlinear emission under nonresonant excita-
tion in GaAs [Senellart 99] and InGaAs [Tartakovskii 99] proved that the relaxation
bottleneck could be suppressed by increasing the polariton density. In particular,
Senellart showed the existence of two nonlinear thresholds in the emission inten-
sity: the first one corresponding to the suppression of the relaxation bottleneck, the
second one corresponding to the photon laser transition.

Nonresonant excitation

The nonlinearities were first attributed to stimulated relaxation processes. This was
very controversial [Khitrova 99], especially for nonresonant excitation in GaAs mi-
crocavities, since in previous experiments, stimulated behavior occurred only in the
weak coupling regime [Cao 97]. Huang, Tassone and Yamamoto, showed that in the
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case of Ref. [Senellart 99], the nonlinearities observed under nonresonant excitation
were most probably the result of exciton-exciton scattering in the bottleneck region
[Huang 00, Tartakovskii 00]1.

Later, other experiments would confirm this point, showing that stimulation
appeared only in the weak coupling regime [Bloch 02, Butté 02] in GaAs samples
and appealing to more improvement of microcavity samples [Bloch 98b, Jensen 00].

In the case of CdTe microcavities, stimulated behavior under nonresonant exci-
tation was confirmed by the group of Dang via pump-probe experiments with one
nonresonant pump and one resonant probe at k=0 [Boeuf 00, Alexandrou 01].

Resonant excitation

The studies under resonant excitation were also the subjects of active discussions.
Polariton-polariton scattering was first investigated in 1997 by a four-wave mixing
experiment [Kuwata-Gonokami 97]. Then, using the same method, Baars et al.
could confirm an interesting prediction by Ciuti about a threshold dependence for
the linewidth homogeneous broadening due to collisions [Ciuti 98, Baars 00].

Savvidis et al. observed stimulated parametric scattering in pump-probe experi-
ment. [Savvidis 00a]. Their idea was to send a pump at different angles and to probe
the k=0 state. They observed a resonance at the inflection point of the polariton
dispersion. Another experiment, this time with a single cw pump [Stevenson 00],
showed the same resonance at the so-called ”magic angle”.

This work was followed by the experiments of Houdré in the far field emission
[Houdré 00], and lead to the theory by Ciuti [Ciuti 00a, Ciuti 00b] on polariton-
polariton parametric scattering. In this theory those phenomena are explained as
gain due to phase-matched condition more than boser effect. The theory is verified
by Messin et al. [Messin 01], who observed the phase dependence of the amplifica-
tion, signature of a polariton wave mixing process.

Let us clarify these experiments in the following way. Polariton-polariton scat-
tering is by definition a parametric process, which scatters two polaritons towards
two different states of the dispersion curve while conserving energy and momentum.
For instance, at the magic angle, a peculiar phase matching condition is reached.
There exist several possible collisions preserving energy and momentum, giving rise
to the famous eight-shaped pattern observed by Langbein [Langbein 04]. Using an
additional probe beam, it is possible to enhance a particular parametric process by
increasing locally the density; we talk of parametric amplification. Parametric
scattering can be spontaneously amplified if the pump reaches a critical density;
we talk of parametric luminescence. At the magic angle, relaxation generally
creates a population imbalance to the benefit of a given state (in general at k = 0).
Above a critical density in the signal or idler state, the gain diverges and one observes
the build-up of a macroscopic coherent state; we talk of parametric oscillation
[Ciuti 01].

1Huang et al. injected two exciton populations with opposite wavevectors and observed stimu-
lated scattering of excitons towards the k=0 state of the polariton branch.
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4.2.3 Amplification, condensation

These works, which provided clear understanding of the different polariton nonlin-
earities, were followed by very successful developments. We highlight the coher-
ent control of parametric scattering [Kundermann 03], the demonstration of a high
temperature polariton amplifier [Saba 01], the time resolved observation of spon-
taneous parametric scattering and amplification in the momentum space after a
resonant pulsed excitation [Erland 01, Langbein 04], and the prediction by Porras
of Bose Einstein condensation in CdTe microcavities [Porras 02b], which lead to
the first unambiguous demonstration of polariton BEC [Richard 05, Kasprzak 06]
in CdTe. Regarding confining structures, squared Dasbach et al. reported paramet-
ric scattering in a squared micropillar [Dasbach 01]. Recently, the group of J. Bloch
demonstrated parametric luminescence as well as polariton lasing in micropillars
[Bajoni 07a, Bajoni 08b]. Bose-Einstein condensation was reported in microcavities
with a stress trap by the group of D. Snoke [Balili 07].

4.2.4 Other issues

Biexciton The formation of biexciton and their impact on the polariton-polariton
interactions are important issues that have been studied by different groups [Saba 00,
Combescot 09, Baars 01, Borri 00, Kwong 01]. We will see in the next chapters the
strong impact of biexcitons on polariton interactions. In particular, Saba et al.
observed biexciton polaritons in four-wave mixing experiments.

Bistability Another issue is the third order nonlinearity, which is responsible
for polariton bistability. In parallel to the intense debate on stimulated processes,
some experiments investigated polariton bistability and resulting noise reduction
[Baas 04a, Karr 04, Cavigli 05]. We report two attempts to link both effects [Gippius 04,
Baas 04b]. In the next part of this thesis, we study polariton nonlinearities in the
bistability regime and show how it is related to the parametric oscillation regime.

Polarization The polarization dependence of polariton-polariton interaction has
been investigated by Mart́ın et al. and Lagoudakis et al. [Mart́ın 02, Lagoudakis 02]
and a general theory has been developed by Shelykh, Kavokin and Malpuech [Shelykh 05].

4.3 Experimental procedure

4.3.1 Experimental setup

The goal of this experiment is to study the consequences of polariton nonlinearities
on the spatial dynamics of polaritons in a mesa. We want to measure the time
resolved evolution of the polariton gas in the momentum space, together with the
time resolved evolution of the dispersion. In addition to the peculiar detection
scheme, we need selective excitation of the momentum space and control on the
excitation polarization.
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Figure 4.1: Setup. The telescope and the pulse shaper are used to control the excitation
selectivity in energy and momentum. It is possible to excite one or a few polariton states.
The incident laser can be displaced from the optical axis to give an angle to the excitation.
The focus is realized with a photo-objective of 50 mm focal length. The emission is
collected using a large numeric aperture microscope objective. The emission is then sent
to the streak camera either directly via the dashed path, either via the monochromator
to obtain time resolved spectra. The imaging lens is mounted on a motorized translation
stage to allow wavefront scanning in front of the slits of the spectrometer or of the streak
camera. The λ/4 plate (QW1) is used to switch from circularly to linearly polarized
excitation. The detection in the circular polarization basis is done with another λ/4 plate
(QW2) and a polarizer (pol.).

The experimental setup is depicted in Figure 4.1. As for the pulsed PLE exper-
iment, the femtosecond pulses are first sent to a pulse shaper to obtain 10 ps pulses
with less than 500 µeV FWHM. The focus on the sample is done with a photo-
objective. We can shift the incident beam from the optical axis in order to give
a precise angle to the excitation and to thus select its direction in the momentum
space. The combination of narrow pulses in energy domain and momentum space
makes possible the excitation of single polariton states. Using a telescope, we can
adjust the spot size on the sample, so the excitation selectivity in the momentum
space: the narrower the excitation spot is in real space, the wider it is in reciprocal
space.

Before the photo-objective, a quarter waveplate (QW1) can be inserted in order
to change the excitation from linearly to circularly polarized.

On the detection side, the signal is collected with a 0.5 N.A. microscope objec-
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tive and sent to the monochromator, which we use in conjunction with the streak
camera to produce time resolved spectra. The imaging lens is mounted on a mo-
torized translation stage in order to scan the image wavefront on the slits of the
spectrometer. We acquire successive time resolved spectra, each corresponding to a
different slice of the momentum space. By this, we are able to reconstruct the time
evolution of the spectral distribution along one momentum direction (kx,E,t).

A path to send the signal directly to the streak camera is also required to measure
the polariton dynamics in the momentum space2. We thus deviate part of the signal
after the imaging lens. We form an intermediate image (equivalent to the one at
the monochromator entrance), which is re-imaged on the slits of the streak camera
through a bypass path (dashed).

Finally, the co- and counter-circularly polarized signals (referred to as σ+ and
σ− signals) are resolved using a second quarter wave plate (QW2) and a polarizer.
For a circularly polarized incoming laser, the σ+/σ− intensity ratio is of more than
two orders of magnitude.

4.3.2 Procedure

The in-plane wave vector k‖ of microcavity polaritons is directly related to the angle

θ of the excitation beam by k‖ = Ep

!c sin(θ). This relation allows highly selective exci-
tation of individual states, by adjusting both the energy and angle of the excitation
beam. To obtain an incidence angle θ, we have to shift the excitation of a distance
d from the optical axis such as d = f tan(θ), f being the effective focal length of the
photo-objective.

We study 9 µm diameter mesas with ground state excitonic Hopfield factors X2
X

ranging from 0.4 to 0.7.

4.3.3 Single state dynamics

One can expect that, if the energy separation between the states is larger enough
and if the excitation is very narrow in momentum space, it would be possible to
excite a single state and to observe its time evolution.

We tried this experiment with a slightly negatively detuned mesa, using the
telescope to obtain large excitation spots. The slightly negative detuning allowed
large enough energy difference between the states, and the large spot size (about
50 µm) allowed very narrow excitation in the momentum space. The states were
excited at very low power, to avoid any blueshift, which might have introduced
a contribution from the other excited states. In Figure 4.2, one can see panels
describing the reconstructed time evolution (kx, ky, t) for the 5 lower energy states.
We adjusted the excitation conditions to maximize the resonance alternatively with
the ground state (GS), the two lobes (E1), fours lobes (E2) and six lobes (E3) states
and the n=2 state (N2). The laser pulse arrives at t = 6 ps and last for about 10 ps.
Qualitatively, we can assume that after the maximum is reached, (for t > 21 ps),

2This could be done by setting the monochromator to zero order as in the TRPL experiments
of the previous chapter. However, this solution is not convenient here, since we need to have
simultaneously spectral information on the laser and the mesas during our experiments
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the states evolve independently from the laser. We notice that the lobes, which
result from interference between the ±m degenerate states are well defined only
after 30 ps. Then the intensity decreases without any significant change in the lobe
pattern. The differences between the different states decay times are negligible.

Figure 4.2: Single state evolution. We excite resonantly single confined polariton
states to see their evolution in time. The confined modes can be labeled with two quantum
numbers, n ≥ 1, the radial number, and m, the angular momentum number. The ±m
states are degenerate so that under nonresonant excitation, they interfere producing lobes
in the angular direction. The number of lobes in the radial direction is given by n and
the number of lobes in the angular direction is twice the angular momentum number 2|m|
(see [Cerna 10, Nardin 09b]). The laser arrives at t = 6 ps. The lobe pattern formation,
coming from interference between opposite angular momentum states, is complete only
after 30 ps. The rise and decay times are qualitatively the same for all the states.
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4.3.4 Multiple states dynamics: dipole oscillations

To access a dynamics of polaritons in the momentum (hence, the real) space, we
need to excite simultaneously several states. In an experiment proposed by R. Cerna,
we studied the polariton spatial dynamics in the linear regime as a function of the
number of interfering states [Cerna 10]. In the small mesas, only a few states were
excited simultaneously and the dynamics was well described in terms of interference.
In the 20 µm diameter mesas, a very large number of states were excited and the
dynamics was better described in terms of propagating wavepacket, like in planar
polariton systems.

In the present experiment, we are interested in the effects of nonlinearities on
the polariton dynamics. In order to simplify the experiments, we focus on the three
lowest energy states GS, E1 and E2. A simple phenomenological model can be used
to illustrate the resulting dynamics. The analytical expressions for bound states in
a cylindrical potential by Leyronas and Combescot [Leyronas 01] can be applied to
mesas3. The states are given by Bessel functions and using their energy differences
one can simulate their relative phase evolution. In Figure 4.3, we show the time
evolution of the resulting interference for the very simple case of GS and E1 only.
The probability distributions of two states are plotted in Fig. 4.3 a, together with
their relative phase. Note that there is a π phase shift between the two lobes of the
first exited state. During the evolution, the two lobes will then be alternatively in
and out-of phase with the ground state. We thus expect to observe dipole oscillations
in the momentum space. The calculated interference patterns are plotted every 10 ps
in Fig. 4.3 b.

Experimental results are discussed in the next section. Section 4.6 describes the
theoretical investigations in the framework of a mean field Gross-Pitaevskii equation.

4.3.5 Nonlinearities and dipole oscillations

We now present the experimental results. We excite the 9 µm diameter mesas in
a coherent superposition of GS, E1 and E2 to create dipole oscillations. Then we
raise the excitation power to increase the initial polariton density and therefore to
trigger nonlinear effects.

Changing excitation polarization is a way of controlling polariton interactions.
They are expected to be more efficient between co-polarized polaritons. We thus
expect to see a difference between experiments under linearly and circularly polarized
excitation.

Note that a great advantage of pulsed excitation is that the system evolves spon-
taneously after the excitation. We present experiments done at negative and positive
detuning. A qualitative description of the negative detuning experiment is enough
to show the effect of blueshift and indicates a contribution from polariton-polariton
collisions. At positive detuning, we evidence the signature of final state stimula-
tion in the spontaneous damping of the dipole oscillations. The role of collisions is
highlighted in the latter case.

3A more detailed investigation of polariton wavefunctions in mesas has been done by Nardin
[unpublished]. Due to mesas ellipticity, the states are better described in terms of Matthieu
functions.
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Figure 4.3: Tutorial. The dynamics of polaritons in the momentum space results from
the evolution of the relative phase (color) between the states excited by the laser. a The
ground state and the first excited states are represented in momentum space. E1 lobes
are in phase opposition. b During the evolution, if one lobe interferes constructively with
GS, the other interferes destructively, giving rise to a dipole oscillation dynamics.

Terminology

Note that, in the following, we use the following notation to describe our experi-
mental polarization conditions:
σ+: we use right-circular excitation and detect the right-circular signal.

σ−: we use right-circular excitation and detect the left-circular signal.

lin.: we use linearly polarized excitation and detect the right-circular signal
(except if indicated).

4.4 Negative detuning

4.4.1 Dipole oscillations

In Figure 4.4, we first show dipole oscillations obtained in a 9 µm mesa at slightly
negative detuning. The excitation power is 10 µW. The in-plane laser momentum is
klaser = 0.5 µm−1. The first maximum occurs at t0 = 18 ps. At this time, the laser is
forcing constructive interferences for the kX > 0 lobe, and consequently destructive
interferences for the kX < 0 lobe. 14 ps later, the maximum is localized on the
kX < 0 lobe. One can already assume that the system is evolving spontaneously.
The following sequence of snapshots taken every 14 ps show clear evidence of dipole
oscillations with a period T = 28 ps.

4.4.2 Reduction of the oscillation amplitude

What is happens if we increase the polariton density?
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Figure 4.4: Dipole oscillations (log color scale). Spontaneous dynamics of a 9 µm
diameter mesa at negative detuning after pulsed excitation of a coherent superposition of
GS,E1 and E2. We observe dipole oscillations of constant amplitude.

We repeated the experiment for excitation powers of 1, 10 at 20 µW. In addition,
we used both circularly and linearly polarized excitation. The signal was in all cases
detected in the {σ+, σ−} basis. In this basis, the excitation polarization was either
σ+, either σ++ σ−√

2
. To have a better understanding of the experiments, we integrate

the (kx, ky, t) matrix over the ky direction. We obtain the 2D images (kx, t) displayed
in Figure 4.5.

The upper panel shows the results in σ+. The middle panel show the results
in σ−. The third panel also displays the σ+ results, but with normalized intensity
at each time. The data obtained under linearly polarized excitation at 20 µW are
shown on the last column.

From the top panel, one can see the important changes in the dynamics when
we excitation power increases. At 1 and 10 µW, we can observe oscillations between
quite distinct lobes. At 20 µW, the oscillations seem to be more continuous and
the lobes are not well resolved. Strikingly, the oscillations at 20 µW under linearly
polarized excitation resemble more the 10 µW case under circularly polarized exci-
tation. But even more striking is the fact that an identical behavior is detected in
the counter-circular polarization σ− (middle panel).

An unambiguous representation of these effects is given in the normalized inten-
sity in the lower panel of Fig 4.5. By tracking the maximum at each time we see that
the oscillation amplitude decreases with the excitation power and that the dynam-
ics evolves from a squared oscillation pattern to a more continuous pattern. Under
linearly polarized excitation, the reduction of the amplitude is clearly negligible.

4.4.3 Evidence for a polariton blueshift

We plot time evolution of the maxima in Figure 4.6. The reduction of the oscilla-
tion amplitude is illustrated in Fig. 4.6 a. The amplitudes obtained at 20 µW are
compared in Fig. 4.6 b. The oscillation amplitude is lower under circularly polarized
excitation than under linearly polarized excitation. Moreover, we notice that the
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Figure 4.5: Amplitude vs power. Oscillation amplitude in function of the pump power
and polarization detected in σ+ (Top) and σ− (Middle). The bottom panel show the σ+
data normalized at each time. The proportion of GS in the superposition fixes the initial
amplitude of the dipole oscillation. The greater the GS proportion, the low the amplitude.
We see that this proportion increases as the power is raised. We see that, at 20 µW, the
oscillation amplitude is larger under linearly polarized excitation. We attribute this effect
to a blueshift induced by polariton-polariton collisions.
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a b

Figure 4.6: Position of the maximum. a The amplitude of the dipole oscillations
decreases when we increase the excitation power. Because the blueshift is different for
all the states, we see a different period for σ+ than for linearly polarized excitation. σ−
is evidenced as a probe for σ+. b The effect is less important under linearly polarized
excitation at the same power.

period is slightly shorter at high excitation power (Fig. 4.6 a). This point indicates
a blueshift of the states. Indeed, as the energy shift is supposed to be different
for the different confined states, we expect to measure different periods at low and
high polariton density. The fact that the period is shorter suggests that the energy
spacing actually increases.

An analysis in the framework of the phenomenological Bessel function model
reveals that the oscillation amplitude depends on the proportion of ground state
in the coherent superposition. In addition, the squared oscillation pattern is the
signature of beats between E1 and E2, while the continuous oscillation pattern
is the result of beats between GS and E1. Obviously, since the dynamics is the
result of interferences, the two lobes and four lobes states alone can not produce
constructive interference at k=0. A continuous pattern can only be observed if there
is a significant amount of GS in the superposition.

We are now able to formulate the hypothesis that an increase of the polariton
density causes an initial blueshift that bring GS more to resonance with the exci-
tation. The effect is suppressed under linearly polarized excitation, which suggests
that collisions play an important role in the blueshift. We confirm this point by
looking at the emitted intensity in the different cases.

4.4.4 Polarization and collisions

It is expected that the nonlinear coefficient describing polariton interactions is about
one order of magnitude stronger for polaritons of the same polarizations than for
polaritons of opposite polarizations. The absence of amplitude reduction under
linearly polarized excitation is therefore an indication for the influence of polariton-
polariton collisions. However, it could be an artifact due to a weaker injection of
the laser in the sample.

In Figure 4.7, we rule this objection out by showing that the signal detected in
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Figure 4.7: Time profiles. a The σ− signal is one order of magnitude weaker than the
σ+ signal. b The intensity detected under linearly polarized excitation show that the
injected polariton density is the same than under σ+ excitation. There is no difference
in the decay times at low and high density, which indicates a fast collisional dynamics.
Finally a hint of spin flip process is visible in the large proportion of σ− and in the small
oscillations of the intensity profiles.

σ+ is of the same order of magnitude whether the excitation polarization is linear
or circular (see Fig. 4.7 b). This demonstrates that the blueshift is the result of
polariton-polariton collisions. As the laser energy is constant, is also suggests that,
before the laser disappears, polaritons have time to blueshift significantly and see
an increase of the GS population.

By comparing the time profiles at low (Fig. 4.7 a) and high (Fig. 4.7 b) density, we
see no difference in the rise and decay times. This confirms that, in this experiment,
collisions play a role mostly at the beginning of the dynamics.

Finally, despite the fact that the σ− intensity is one order of magnitude lower
than the linear signal, we measured a reduction of the amplitude in σ− equal to
the one in σ+ (see Fig. 4.6 and Fig. 4.7). We interpret this point as a fast spin
flip process due to interactions between polaritons of opposite polarizations, which
might explain the slight oscillations in the time profiles (Fig. 4.7 a and b).

4.4.5 Conclusion of the negative detuning experiment

In conclusion, this experiment shows us the very rich physics of the nonlinear po-
lariton dynamics. We excite the mesa in a superposition of its three lower energy
states. The resulting dynamics is characterized by dipole oscillations. Upon in-
creasing the excitation power, fast polariton-polariton collisions induce a blueshift
that is responsible for an increase of GS population in the dipole state, and thus a
reduction of the oscillation amplitude. The role of collisions is highlighted by the
fact that the amplitude reduction is negligible under linearly polarized excitation.
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4.5 Positive detuning

4.5.1 Damping of oscillations

The dynamics measured at positive detuning is even more interesting. Nonlinear
interactions are enhanced because of the higher exciton content of polaritons. At
low excitation power, we observe the dipole oscillations described above. At high
excitation power, we see a continuous damping of the oscillations. This original
dynamics is illustrated in Figure 4.8, where we show snapshots of the time evolution
of the polariton density (kx, ky, t), for an excitation power of 20 µW. The oscilla-
tion amplitude decreases continuously in time and the polariton density eventually
stabilizes around k = 0.

Figure 4.8: Oscillations Damping (log color scale). Spontaneous dynamics of a 9 µm
diameter mesa at positive detuning after pulsed excitation of a coherent superposition of
GS,E1 and E2. We see that the amplitude of the oscillations decrease with time. At long
times, the polariton density is located around k=0.

4.5.2 Power dependence

As in the experiments at negative detuning, we studied the dynamics of the dipole
oscillations as function of the excitation power. The data, integrated along ky, are
displayed in Figure 4.9. The top panel shows the evolution of the intensity detected
in σ+. We proceed as in the previous section and normalize the data at each
time to have a better understanding of the evolution (middle panel). At low power
(1 µW), we see a squared oscillation pattern of constant amplitude. At 10 µW, the
oscillations become more continuous and the amplitude reduces as time increases.

The damping is even more pronounced and faster when the power is increased to
20 µW and 40 µW. In the bottom panel, we show the data for σ− and for linearly
polarized excitation at 20 µW and 40 µW. The σ− signal is damped similarly to
the σ+ signal, as observed in the experiment at negative detuning. Under linearly
polarized excitation, the dipole oscillations are damped at 40 µW but not at 20 µW,
underlining the underlying polariton-polariton collision processes.
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Figure 4.9: Damping of dipole oscillations. Top panel: evolution of the intensity
detected in σ+. Middle panel: normalized data for σ+. At 1 µW, the evolution is
characterized by dipole oscillations of constant amplitude. At 10 µW and above, the
oscillations are continuously damped. Bottom panel: normalized data for σ− intensity
and under linearly polarized excitation. At identical powers, the damping is stronger in
the σ− configuration than under linearly polarized excitation. This experiments highlights
the role of collisions in the oscillations damping.
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Figure 4.10: Time profiles. a σ+ signal at different excitation powers. One can
see that the decay time increases with the pump power, which indicates the presence of
high-energy states. b Comparison of the different signals at high excitation power
The dynamics of the σ− signal follows the one of the σ+ signal despite the one order of
magnitude intensity difference. On the other hand, the dynamics under linearly polarized
excitation at high excitation power is similar to the one at low power under circularly
polarized excitation.

Table 4.1: Decay times. Values extracted from the time profiles of Fig. 4.10. The decay
times are compared for the σ+, σ− signal in case of σ+ excitation, and for the signal
emitted under linearly polarized excitation (lin.). Times are indicated in picoseconds.
The larger decay times measured in σ+ and σ− indicate the presence of high-energy
states, populated by multiple scattering processes.

Power (µW) 1 10 20 40
σ+ 14 23 27 31
σ− - - 27 28

Lin. exc. - - 11 17

4.5.3 Evidence for an energy redistribution

The power dependent time profiles measured at positive detuning are also very
different from what we saw at negative detuning. In Figure 4.10 a, we can see
that at positive detuning, the decay time increases with the excitation power. The
values are detailed in Table 4.1. In Figure 4.10 b, we compare the behaviors at high
excitation power. Under linearly polarized excitation, the dynamics is similar to the
low excitation power dynamics in σ+. Once again, these observations show that
polariton-polariton collisions play a crucial role in the relaxation dynamics.

In addition, a polarization flip process is suggested by the σ− measurements.
The σ− signal is nearly one order of magnitude lower than the one under linearly
polarized excitation. However, at high excitation power, it has the same dynamics
as the σ+ signal (see also times in Table 4.1). This process must be much faster
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than the radiative lifetime so that it influences the dynamics of σ− polaritons.
At high excitation power, the large decay times indicate that a significant number

of polaritons are scattered to higher energy states. As we saw in the Sect. 3.7, the
higher the states energy (in the LP0D), the less they couple to light and the longer
their relaxation times.

We deduce that, at positive detuning, because of the stronger nonlinear interac-
tions, polaritons undergo multiple polariton-polariton scatterings. This dynamics is
responsible for an important energy redistribution over the high-energy confined po-
lariton states. The occupancy of the ground state is favored during these scattering
processes because of energy conservation.

4.5.4 Evolution of the different states

The energy redistribution can be studied by a TRPL experiment. The results are
given in Figure 4.11. At low excitation power (Fig. 4.11 a and b), there is no
significant difference in the dynamics of the different states. We measure decay
times of 16 ps. The small oscillations are the signature of parametric scattering.

At high excitation power (Fig. 4.11 c and d), one can see that there is an im-
portant population transfer to the ground state, which emission becomes dominant.
We measure decay times of about 20 ps for E1 and E2. The dynamics of the ground
state is more complicated and we are only able to give an average decay time of
50 ps.

If the polariton lifetime is long enough, thermal equilibrium can be achieved.
We propose to analyze the polariton spectrum at long times to see whether or not
we obtain a Boltzmann distribution. We proceed as in the previous chapter: the
emission of each state is integrated and weighted by the corresponding photonic
Hopfield factor C2

X . The results are displayed in Figure 4.12. The distributions are
shown for 110 ps, 130 ps and 150 ps. We do not observe any thermal equilibrium.
On the contrary, at long times, the occupancy rather drops at the energy of the first
excited state to re-increase at the energies of the second and third excited states.
This is a consequence of the fact that the lifetime is longer for the high-energy states.
We also see that the blueshift is more important for those states.

4.5.5 Conclusion of the positive detuning experiment

We have investigated the effect of nonlinearities on the dynamics of dipole oscilla-
tions in a mesa at positive detuning. When the power is increased, we see a con-
tinuous damping of the oscillation amplitude. At long times, the polariton density
remains located around k = 0.

The investigation of the spectrum time evolution shows an important redistri-
bution of the energy to the benefit of the ground state. In addition the increase of
the decay time indicates the presence of states with large exciton content.

The interpretation of these results is the following. Because of the multiple
polariton-polariton scattering processes, the high-energy states are more and more
populated. Since the scattering process are energy conserving, the ground state is
privileged and dominates the emission.
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Figure 4.11: Evolution of the confined states. a and b Low excitation power. The
dynamics is the same for all the states. c and d High excitation power. An important
energy redistribution favors the occupancy of the ground state.

GS

E1 E2

E3

Figure 4.12: Distribution at long times. The occupancy of the low energy states
is represented at 110 ps (triangles), 130 ps (squares) and 150 ps (circles). The ground
state (GS) occupancy is three time larger than the one of the first excited state. The
distributions strongly differ from Boltzmann distribution. As a consequence of parametric
scattering, the occupancy of the first excited state (E1) is lower than the one of the second
(E2) and third (E3) excited states. The states experience different energy shifts because
of their different exciton contents.
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4.6 Theoretical Model

4.6.1 Model

We now propose a phenomenological approach to describe the damping of the oscil-
lations. The polariton oscillation dynamics can be understood within a classical field
(Gross-Pitaevskii) framework, because due to the coherent excitation, the popula-
tion of the relevant modes is much larger than unity. Despite the polarization flip,
there is no significant polarization beats in the experiments4. We thus consider only
a weak coupling between opposite polarization states and spin degrees of freedom
can be neglected in this model. In the next Chapter, we will see that spin interac-
tions can seriously modify the outcomes of the Gross-Pitaevskii equation. Here, we
justify our choice by the fact that, in the frame of this model, we do not study the
case of elliptically or linearly polarized excitation.

Polaritons are described as two coupled fields constituted by the excitons (ψX)
and photons (ψC)

i
d

dt
ψC = [εC(−i∇)− i

γC

2
+ Vext]ψC + ωRψX + FL (4.1)

i
d

dt
ψX = [εX − i

γX

2
+ g|ψX |2]ψX + ωRψC , (4.2)

where the cavity photon dispersion is given by εC(k) = ωC

√
1 + k/k2

z , the lifetime
of the excitons and photons is denoted by γX,C respectively and exciton-exciton
interactions are modeled by a contact interaction with strength g. The external
laser field FL creates the photons that are reversibly converted into excitons through
the Rabi coupling term with strength ωR. The external potential Vext describes the
photonic trap that confines the polariton.

4.6.2 Collisional damping

Numerical simulations with the above Gross-Pitaevskii model are reported in Fig. 4.13.
We obtain satisfactory qualitative agreement with the experimental observations.

The relaxation process from the first excited to the ground state is complex: the
dominant mechanism is a parametric process 2E1 → G+E2 and this process is highly
nonlinear due to stimulated scattering. The calculated time evolution of the G, E1

and E2 states are displayed in Fig. 4.14. The behavior observed experimentally is
again well reproduced.

4.7 Conclusion

In conclusion, we have evidenced the impact of polariton nonlinearities on the po-
lariton dynamics in the momentum space. We excited 9 µm diameter mesas in a
coherent superposition of the three lowest energy states. In the low-density regime,

4Note that polarization beats leading to quasi-periodic reversal of the polarization degree have
been accidentally observed in our sample, in mesas located near linear defects.
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Figure 4.13: Theoretical evolution of the dipole oscillations. a Low, b intermediate
and c high power. The behavior observed experimentally (see Fig 4.9) is well reproduced.

Figure 4.14: Theoretical time evolution of the GS, E1 and E2 states. We find
qualitative agreement with the experimental data presented in Fig. 4.11. a At low ex-
citation power, the states evolve with the same dynamics. b At high excitation power,
because of multiple parametric processes, the ground state occupation becomes dominant.
The small oscillations in the dynamics are also reproduced.

the dynamics of such a superposition is characterized by dipole oscillations of con-
stant amplitude. We studied the modifications of this dynamics in the high-density
regime.

At negative detuning, the main consequence of polariton-polariton interactions
is a reduction of the oscillation amplitude due to a blueshift of the states.

At positive detuning, where interactions are stronger because of a larger excitonic
content, we observe a continuous damping of the oscillation amplitude. By studying
the time evolution of the different states, we showed that, at positive detuning,
multiple scattering processes are responsible for important the scattering to high-
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energy states and to the ground state.
The key role of collisions is highlighted by the fact that under linearly polarized

excitation, the oscillation damping occurs at much higher excitation powers than
under circularly polarized excitation. Finally, the experiments are well reproduced
by numerical simulations based on a Gross-Pitaevskii model.

4.8 Summary

This part of the thesis was dedicated to the confined polariton dynamics in the linear
and nonlinear regimes.

Linear regime We studied polariton-phonon interactions. We clearly observed
that polariton thermalization is enhanced under lateral confinement. In addition, the
large exciton content states play a crucial role in the slowing down of the polariton
relaxation. We finally were able to give a general scheme for confined polariton
relaxation and thermalization depending on the size of the mesa.

Nonlinear regime We studied polariton-polariton interactions. We showed the
influence of polariton-polariton collisions on the dynamics in the momentum space.
We evidenced a continuous damping of dipole oscillations because of multiple para-
metric scattering. In addition, we showed the crucial impact of the excitation po-
larization in this process.

Next chapters In the following, we study more in detail the polarization depen-
dence of polariton nonlinear interactions. We have seen that interactions are weaker
between polaritons of antiparallel spins, and it would be useful to obtain more infor-
mation about these interactions. We saw in Chapter 1 that there is a close relation
between the emission polarization and the polariton spin. The next part of this
thesis is thus dedicated to polariton spinor interactions.
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In this last part, we investigate the nature of polariton spinor interactions through
two important examples: polariton optical bistability and polariton collective fluid
dynamics. As we will see, these are in fact two closely related phenomena that
address the polariton-polariton scattering problem in a regime different from the
parametric scattering [Baas 04a, Tredicucci 96, Carusotto 04, Ciuti 05]. In Chapter
4, we evidenced the strong influence of the excitation polarization on polariton-
polariton scattering. Our goal is now to characterize polariton spinor interactions
and to show their crucial influence on the polariton dynamics. By this, we will
deepen our understanding of the notion of polariton spin introduced in Chapter 1
(Sect. 1.5).

The interest in polariton spinor interactions arose in the early 2000, with pump-
probe experiments on the stimulated spin dynamics of polaritons [Savvidis 00a,
Savvidis 00b, Lagoudakis 02, Kavokin 03] and with time resolved photolumines-
cence experiments [Mart́ın 02, Renucci 05]. Soon, important works were oriented
towards the transport of spin-polarized polaritons, with major contributions to the
optical spin Hall effect [Kavokin 05, Langbein 07, Leyder 07b, Amo 09a, Liew 09a]
and to the design of polarization-controlled optical gate based on interferences in
the scattering between two coherent polariton populations created with opposite
wavevectors [Romanelli 07, Leyder 07a].

Other important directions of the study of polariton spinor nature concern
the characterization of spontaneous polarization building in BEC [Baumberg 08],
the generation of polarization vortices [Liew 07, Liew 08b] and the study of half-
quantum vortices [Rubo 07, Lagoudakis 09].

Finally, recent theories describing the polariton dynamics and accounting for
the polarization degree of freedom have predicted remarkable modifications in the
polariton bistable behavior [Gippius 07] and superfluid phase [Solnyshkov 08].

The work of Gippius et al. showed that because of spinor interactions, the
polariton bistable behavior is substantially modified, opening the possibility of
polarization-controlled bistability and multistability [Gippius 07]. It has been fol-
lowed by interesting proposals for spintronics devices like spin-based memories or
logic gates [Liew 08a, Shelykh 08]. In a later work, the same group generalized their
approach to study the elementary excitations of a macroscopic state, resonantly
created under circularly or linearly polarized pump, showing that the superfluid
behavior can be altered in presence of polarization interactions [Solnyshkov 08].

In Chapter 5, we present our work about the effects of spinor interactions on po-
lariton bistability in the case of planar polaritons. Unexpectedly, bistability appears
to be suppressed under linearly polarized excitation. We propose a phenomenological
model to understand this effect and clarify the experimental conditions to observe it.
We discuss the possibilities of observing polarization controlled spin multistability.
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In Chapter 6, we study the case of confined polaritons. The advantage of con-
finement is that experiments can be done with a single confined state, with narrow
linewidth and in a weakly disordered environment. In this case, we achieve a better
characterization of the interaction strengths. This leads us to observe high-efficiency
polarization switching. We demonstrate the multistability of a macroscopic spin en-
semble and its coherent control. With a two-beam experiment, with demonstrate
the feasibility of triggered switches based on this effect.

In the final Chapter 7, we investigate the superfluid behavior of planar micro-
cavity polaritons. We observe a drop of viscosity and a coupling between planar
and confined states. We discuss the effect of spinor interactions on the polariton
collective fluid dynamics.



Chapter 5

Polarization control of optical
bistability

5.1 Introduction

Optical bistability (OB) denotes the possibility for a system to present two different
stable states for a given excitation condition. This effect comes together with a
hysteresis behavior. From its very early days, OB has been studied in a great
variety of systems with a strong interest for its promising applications to all-optical
processing. Many schemes of optical switches and memories have been developed
since then [Abraham 82, Miller 84].

In 1995, Tredicucci predicted the possibility of achieving optical bistability with
microcavity polaritons [Tredicucci 96]. Experimental demonstrations showed that
it can be achieved in different conditions. Polariton bistability exploits either the
strong-to-weak coupling transition [Cavigli 05], either the Kerr-like non-linearity
resulting from polariton-polariton interactions [Baas 04a]. The advantage of OB
in the strong coupling regime is the low power needed to trigger the bistability in
comparison to other structures. Recently, bistability has been evidenced in polariton
diodes [Bajoni 08a]. This constitutes an important advance in the development of
polariton-based devices.

In this chapter, we investigate an aspect of bistability which has been neglected
in experiments so far, namely its sensitivity to the excitation polarization. We first
work in the planar region of the microcavity. The observed behavior is completely
unexpected. While common theories predict an enhancement of OB under linearly
polarized excitation, we evidence a strong reduction, or even a total suppression of
bistability in some cases. The study of this effect is essential for the understanding
of polariton spinor interactions.

In Section 5.2, we present an analytical model that helps understanding the main
features of optical bistability. Experiments are detailed and discussed in Sections 5.3
and 5.4. We find that optical bistability is suppressed under linearly polarized exci-
tation, and propose a way to control coherently optical instabilities in our system.
In Sections 5.5, we show that our experiments are not reproduced by the previous
analytical model. We formulate the hypothesis of a biexcitonic effect and propose
a phenomenological model to reproduce our measurements. Our hypothesis is dis-
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cussed in Sections 5.6 and 5.7. We give a conclusion of these works in Section 5.8.

5.2 Theoretical picture

In this section, we describe the theoretical approach used by Baas et al., which derive
optical bistability from the degenerate parametric scattering equations [Baas 04a].
Their approach led them to the study of optical bistability at the magic angle,
where they evidenced analogies with the optical parametric oscillator. The picture is
different from the one proposed by Tredicucci, based on the strong to weak coupling
transition [Tredicucci 96]. In Baas’ experiment, strong coupling is not lost and
bistability results from the energy blueshift due to the polariton density.

The microcavity is excited at slightly higher energy than the polariton resonance.
At low excitation power, the laser is at slightly higher energy than the polariton state
and the transmission is weak. By increasing the excitation power, the polariton den-
sity increases and the polariton level blueshifts because of polariton-polariton inter-
actions. Above a critical power, the blueshift is sufficient to make polaritons jump
close to resonance and the transmission is high. Then, upon decreasing the excita-
tion power, polaritons remain close to resonance down to an excitation power lower
than the one where they jumped up: the transmitted intensity shows hysteresis.

5.2.1 A special interaction regime

We have seen in Chapter 4 that several nonlinear behaviors exist for polaritons. The
most investigated is clearly polariton parametric amplification. This process requires
both phase matching and energy conservation. If polaritons are created with a wave
vector kp and an energy E(kp), a scattering between two polaritons will give two
polaritons (signal and idler) with wave vectors ks and ki such that ks + ki = 2kp

and with energies such that E(ks) + E(ki) = 2E(kp). The inflection point of the
polariton dispersion is a peculiar point where a solution exists for all 0 < ks < kp.
Another special point is the bottom of the dispersion, kp = 0, where the solution
is the trivial ks = ki = 0. This degenerate parametric scattering provides a clear
condition for the observation of optical bistability.

5.2.2 Model

Hamiltonian

For the following development, we neglect interactions between upper and lower
polaritons and we focus on the lower polariton (LP) branch. The Hamiltonian for
polariton-polariton interactions is given by1

Hk =
∑

k

ωLP (k)p†kpk +
1

2

∑

k,k′,q

α(k,k’,q)p†k+qp
†
k’-qpkpk’ + FL p†k (5.1)

where pk is the annihilation operator of a polariton in the mode k, α is the nonlinear
constant and FL =

√
I ine−iωLt is the pump field of amplitude

√
I in and frequency

1We use ! = 1



5.2. THEORETICAL PICTURE 91

ωL. In the degenerate case, pk = pk’ = p0, which we simply note p. We introduce the
phenomenological parameter γ to account for the relaxation so that the Hamiltonian
becomes

H = (ωLP − iγ)p†p + αp†p†pp + FL p† (5.2)

The mean-field evolution of the operator p (Heisenberg picture) is given by

d

dt
〈p〉 =

1

i
〈[p, H]〉+ 〈∂p

∂t
〉 (5.3)

Using the commutator [p, p†] = 1 and considering solutions of type p(t) = eiωLtp̃,
we obtain

d

dt
〈p〉 = −i(ωLP − iγ + αnp)〈p〉 − iFL + iωL〈p〉 (5.4)

Bistability condition

The stationary solution verifies dp/dt = 0. By multiplying Eq. 5.4 by its complex
conjugate, one obtains

I in =
[
(ωLP − ωL + αnp)

2 + γ2
]
np (5.5)

We obtain a cubic behavior for I in(np). Provided that I in(np) admits two distinct
extrema, the curve np(I in) presents the S-shaped behavior typical of bistability
curves. We therefore look for the solutions of

dI in

dnp
= 3α2n2

p − 4αnp∆ + γ2 + ∆2 = 0 (5.6)

where ∆ = ωL − ωLP is the excitation-polariton detuning. Solutions exist if

α2(∆2 − 3γ2) ≥ 0 (5.7)

yielding the bistability condition
∆ ≥

√
3γ (5.8)

5.2.3 Optical bistability

Optical instabilities

The bistability condition (5.8) shows that the observation of bistability depends on
the laser detuning and on the polariton linewidth. In Figure 5.1, we represent three
possible situations [Gibbs 85]. If ∆ <

√
3γ (Fig. 5.1 a), the excitation is too close

to resonance and the polariton state rapidly blueshifts above the laser energy. The
polariton blueshift is obviously limited by the coupling of the polariton state to the
excitation. The transmitted intensity increases and rapidly saturates. The system
works as an optical limiter (OL). In Fig. 5.1 b, ∆ =

√
3γ and the solutions are

degenerate. There is a single jump. The system is called an optical discriminator
(OD). Fig. 5.1 c corresponds to the optical bistability (OB) regime: ∆ >

√
3γ,

so two distinct jumps occur, one clearly identifies an upper and a lower bistability
thresholds. In the following, we derive analytical expressions for the bistability
intensity thresholds and width.
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Figure 5.1: Bistability condition. Three instability regimes arise from condition (5.8)
a Optical limiter. b Optical discriminator. c Optical bistability.

Bistability thresholds and width

The two solutions (5.6) are given by

nupper =
2∆−

√
∆2 − 3γ2

3α
(5.9)

nlower =
2∆ +

√
∆2 − 3γ2

3α
(5.10)

By replacing the solutions in (5.5), we obtain the bistability intensity thresholds

Iupper =
2∆− κ

27α
(6γ2 + 2∆2 + 2∆κ) ∝ ∆3 (5.11)

Ilower =
2∆ + κ

27α
(6γ2 + 2∆2 − 2∆κ) ∝ ∆ (5.12)

where κ =
√

∆2 − 3γ2. We can now write the bistability width as

W =
4κ3

27α
(5.13)

If ∆ >> γ, then κ ∼ ∆. In this case, Iupper ∝ ∆3 , Ilower ∝ ∆ and W ∝ ∆3. As
we will see in the following, the upper threshold is the most influenced by changes
in the laser-polariton energy detuning.

5.2.4 Spinor interactions and modification of equations

The model developed above holds for spin-less interacting bosons. In case of a
spinor gas, we will see that a model based on coupled Gross-Pitaevskii equations is
more appropriate. At the moment, let us neglect interactions between polaritons of
opposite spin polarizations. A variation of the excitation polarization degree ρp is
thus equivalent to a renormalization of the interaction constant α as

α′ = α(ρ2
p + 1)/2 (5.14)
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5.3 Bistability suppression with planar polaritons

In the present section, we describe the experimental procedure used to investigate
spinor effects on optical bistability in our sample. We observe a strong reduction of
the bistability width when exciting the sample with a linearly polarized laser. This
effect is not predicted by a simple approach based on the spinless model described
above.

5.3.1 Experimental setup

tunable
Ti:Sapph laser
single mode

ccd

ccd
cryostat @ 4K

photo-
objective

0.5 N.A.
µ-objective

BS

lens

spectrometer

lens

λ/4

W

λ/4
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BS

λ/2

pol.

ND
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Figure 5.2: OB Setup. The cw single mode excitation is prepared using a neutral
density (ND filter) and polarization optics. The Glan polarizer (pol.) ensures a linearly
polarization and the first quarter-wave (λ/4) plate is used for precise tuning of the polar-
ization degree. The beam is focused onto the sample at normal incidence. The emission
polarization is separated into two channels using a λ/4 plate in conjunction with a beam
displacer (BD). Part of the signal is directly imaged on control CCD while the other part
is spectrally resolved.

Setup for polarization resolved excitation and detection

The setup is shown in Figure 5.2. We work in the transmission configuration as
described in Chapter 4. The sample is excited at normal incidence using a single-
mode continuous wave laser. On the excitation side, the laser can be attenuated with
a continuously variable neutral density filter mounted on a motorized translation
stage. Half of the beam is sent to a power meter using a non-polarizing beam
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splitter. The laser then passes through a Glan polarizer in order to make sure
that it is linearly polarized. In our case, the laser is linearly polarized along the
horizontal direction (H). The polarizer is followed by a quarter-wave plate mounted
on a motorized rotation stage in order to tune the excitation polarization from
circular to linear with high precision.

On the detection side, the collected emission is polarization resolved in the cir-
cular basis. The emission is sent to a second quarter-wave plate that converts the
circularly polarized signal into linearly polarized signal. Then a beam-displacer sep-
arates vertically the vertical (V) and horizontal (H) components of the polarized
emission. It is known that a spectrometer is polarization selective because of the
grating grooves. For instance, if the rules are vertical, a V signal will be underesti-
mated in comparison to a H signal. In order to avoid any artifact from the grating,
we use a half-wave plate and a polarizer to convert both H and V signals into signals
with the same linear polarization direction.

The polarization resolved emission is then sent to a spectrometer and to a control
CCD for direct imaging of the near field.
The neutral density filter, the power meter, the rotation stage and the CCD cameras
are monitored by a Labview program. This automation of the experiment is essential
to produce accurate graphs and evidence the desired effects.

How to evidence bistability? à la Baas experimental procedure

Determinig the conditions to observe bistability is not a trivial task. The values
for the excitation detuning and power thresholds strongly depend on the cavity
detuning. A very nice procedure is given in the thesis of A. Baas. It consists in
identifying optical bistability by scanning the sample position for a given excitation
power and frequency. We summarize this procedure as follows:

a) Find a position of the sample at zero or slightly positive detuning (the detuning
might be characterized by nonresonant spectroscopy)

b) Set the laser energy about 0.5 meV above the bottom of the lower polariton
branch. The laser should be circularly polarized.

c) Set the laser power to about 1-2mW. 2

d) Scan the sample slowly in order to bring the polariton resonance closer to the
laser.

e) In the mean time, the emission intensity can be measured with a control CCD.
A sudden increase of the intensity should occur, and a hysteresis behavior in
the sample position should be observed.

Having identified the appropriate parameters, it is then easy to obtain power depen-
dent bistability curves by only scanning the excitation power back and forth. This
is how we proceed for the experiments described in the following.

2This power is indicated for our microcavity sample and for a 25 µm diameter excitation spot.
The order of magnitude is the important value. It is consistent with the values that can be found
in the literature.



5.3. BISTABILITY SUPPRESSION WITH PLANAR POLARITONS 95

5.3.2 Preliminary results

We are interested in the influence of the excitation polarization on the optical bista-
bility of planar polaritons. Figure 5.3 illustrates the bistability curves obtained in
the planar region of the microcavity. In Fig. 5.3 a, the excitation is nearly circularly
polarized. The polarization resolved emission reveals a dominant co-circularly po-
larized (σ+) component. A clear bistable behavior is observed, with jumps of two
orders of magnitude. This is much more than what was measured in previous works.
In Fig. 5.3 b, the excitation is nearly linearly polarized. We observe a suppression
of the bistable behavior. This observation is very interesting because it shows the
possibility of achieving coherent control of optical bistability in semiconductor mi-
crocavities.

However, the main aspect of this effect is that it is completely counter-intuitive.
Since the blueshift due to polariton-polariton interactions is smaller under linearly
polarized excitation, we expect the bistability thresholds to be higher than under
circularly polarized excitation. In fact, we expect hysteresis curves to be wider under
linearly polarized excitation.3 In next sections, we investigate in more detail this
striking behavior and give possible explanations for its origins.

Figure 5.3: Polarization resolved bistability: circular vs linear excitation. The
bistable behavior of planar polaritons is investigated for two excitation polarization con-
ditions. The plots display the integrated emission intensity. The polariton branch is close
to zero detuning. a Left-circularly (σ−) polarized excitation. The co-circular component
dominates the emission. We observe a clear bistable behavior, with jumps of two orders
of magnitude between the lower and upper branches. b Linearly polarized excitation.
Optical bistability is suppressed in this case and the system behaves as an optical limiter.
Data taken at δ , 0 and ∆ , 0.5 meV.

3For simplicity, we may use the terms linear, elliptical or circular excitation to refer to lin-
early, elliptically or circularly polarized excitation, respectively. In the following text, we make no
distinction between both expressions.
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5.4 Polarization control of optical instabilities

We investigate more in detail the behavior of Fig. 5.3. Indeed, the coherent control
of optical instabilities in a spinor system is interesting from many points of view.
Regarding all-optical processing application, it could for instance serve for the de-
velopment of optical switches with tunable sensitivities. It would also allow for
the design of spin-optoelectronics devices like polarization modulator and converter
operating in the absence of any magnetic field.

5.4.1 Bistability to optical limiter transition

In Figure 5.4, we show polarization resolved bistability curves demonstrating the
polarization control of the transition between the different optical instability regimes
described in Fig. 5.1. The curves are plotted for different excitation polarizations,
going from left circular (σ−) to right circular (σ+). The circular polarization degree
of the excitation is indicated by ρp:

ρp =
I in
σ+ − I in

σ−
I in
σ+ + I in

σ−
(5.15)

We work at positive cavity detuning δ , 0.6 meV, with a laser detuning ∆ =
0.55 meV. Optical bistability is observed for nearly circular excitation. The bista-
bility width decreases from 0.34 mW to 0.16 mW when ρp increases from −0.99 to
−0.64. For ρp = −0.34 the upper and lower bistability thresholds are equal: the
system behaves as an optical discriminator. Under linearly polarized excitation, the
system behaves as an optical limiter. A symmetric response is found for positive
values of ρp.

5.4.2 Polarization conversion

From the polarization resolved bistability data, one can retrieve the polarization
degree of the emission ρc defined as

ρc =
Iout
σ+ − Iout

σ−
Iout
σ+ + Iout

σ−
(5.16)

We display the evolution of ρc for the OB-OL transition experiment in Figure 5.5.
The polarization degree ρc jumps of up to 0.5.

Polarization conversion occurs at the bistability thresholds and presents memory
effect in function of the excitation power.

In addition, in the OD regime, the dominant polarization saturates above thresh-
old while the other continues increasing (see Fig. 5.4). Consequently, there is a
strong polarization conversion from weakly elliptical to circular at threshold and a
continuous modulation above threshold.

Under linear excitation, ρc is constant. Note that ρc is measured with a system-
atic shift of +0.12. It is attributed to a slight experimental artifact.
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Figure 5.4: Polarization controlled OB-OL transition: emission intensity. The
excitation power is scanned from 0.6 mW to 2.5 mW (and backward) for 9 different values
of the circular polarization degree ρp ranging from -1 to +1. OB to OL transitions are
observed from ρp = −1 to ρp = 0 and from ρp = 0 to ρp = 1. The bistable behavior is
simply controlled by changing the excitation polarization. Widths (↔) are given in mW.
Data are taken at δ = 0.597 meV (X2 = 0.58) and ∆ = 0.55 meV.
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Figure 5.5: Polarization controlled OB-OL transition: emission polarization
degree ρc. The polarization degree is calculated for each plots of Fig.5.4. Because of the
bistable behavior of the emission intensity, abrupt jumps are observed in the polarization
degree ρc at ρp = ±0.99, 0.86 and 0.64. It results in a bistable polarization conversion.
Hysteresis disappears at ρp = ±0.34 (OD regime). A power dependent polarization mod-
ulation is also observed in this regime. At ρp = 0 (OL regime), no significant change is
observed in ρc.
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5.5 Model vs experiments

We show here that the experimental results are in opposition with the simple pic-
ture for spinor interactions proposed at the end of Section 5.2.4. In this picture,
polaritons with opposite spins are assumed to be independent. Consequently, the
strength of polariton-polariton interactions is reduced under linear excitation. This
approximation is justified by the fact that it is commonly admitted that the inter-
action strength between polaritons of opposite spin α↑↓ is much weaker than the
interaction strength between polaritons of same spin α↑↑.

5.5.1 Bistability width

The comparison between expectations and experiment is shown in Figure 5.6. We
recorded the upper and lower bistability thresholds with respect to the polarization
of the excitation. We scanned the λ/4 plate on the excitation side with steps of 15◦.
Data are reported in a polar plot. At 0◦ and 180◦, the excitation is σ+ whereas at
90◦ and 270◦ it is σ−. The excitation is horizontal at 45◦, 135◦, 225◦ and 315◦.

Figure 5.6 a shows the theoretical prediction. We computed the thresholds and
widths according to Eqs. (5.11), (5.12) and (5.13) and using the renormalized ex-
pression for the interaction constant given in Eq. (5.14). They are expected to be
larger under circularly polarized excitation. The measurements, displayed in Fig-
ure 5.6 b, show a very different result. The picture holds for the lower threshold
but not for the upper. Therefore, the bistability width is reduced instead of being
enhanced.

Figure 5.6: Bistability thresholds vs polarization degree for α2 = 0. Radius:
pump power (mW) Angle: orientation of the λ/4 wave plate (deg). a Theory. For in-
dependent opposite spins populations, thresholds are at higher power in case of linearly
polarized excitation and the resulting bistability width is larger than under circularly po-
larized excitation. b Experiment. The upper threshold is found to be independent of
the polarization degree. Optical bistability is strongly suppressed under linearly polarized
excitation. δ , +0.16 meV, γ , 200 µeV and ∆ , 0.9 meV
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5.5.2 Thresholds and interactions

The simple treatment of polariton polarization proposed in Section 5.2.4 is there-
fore not sufficient to describe the observed phenomenology. Interactions between
polaritons of opposite spins cannot be neglected. The OB-OL transition shown in
Figure 5.4 suggests that the bistable behavior of polaritons with a given spin is
compromised by the presence of polaritons with opposite spin. In fact, interactions
between polaritons of opposite spins might play a very important role in this process.
For the following discussion, we keep in mind the following important observations:

i) optical bistability is suppressed under linearly polarized excitation

ii) in the experiment, the upper threshold does not depend much on the excitation
polarization degree

iii) the lower threshold follows the expected behavior and occurs at higher excita-
tion power under linearly polarized excitation

The question is now to identify which process can have such a strong influence on the
upper threshold and, in the meantime, leave the lower threshold almost unperturbed.

Hypothesis: biexciton formation

The OB-OL transition suggests that a linearly polarized excitation leads to an effec-
tive laser detuning and to an effective polariton linewidth such that ∆eff <

√
3γeff .

Once again, we stress the fact that the lower threshold follows the expected
behavior while the upper threshold does not vary significantly. The suppression of
bistability occurs under linear excitation, so for a simultaneous presence of both
spin-up and spin-down polaritons. The effective laser detuning should be such
that ∆eff < ∆: this suggests that the polariton energy is blueshifted under linearly
polarized excitation.

In fact, the system behaves as if polaritons of opposite spins paired into nonra-
diative (so long lived) states that contribute to the dynamics (energy shift, linewidth
broadening) without being detected.

We formulate the hypothesis that biexciton states are created under elliptical
and linear excitation. Indeed, biexciton states are decoupled to the cavity field and
therefore have a long relaxation time. In addition, they contribute to an increase of
the exciton density. Consequently, they contribute to the blueshift of both spin-up
and spin-down polaritons and to a broadening of the linewidth.

We model phenomenologically the effective laser detuning and polariton linewidth
as follows:

∆eff = ∆− a(1− ρ2
p) (5.17)

γeff = γ + b(1− ρ2
p) (5.18)

where a and b are two positive parameters.
In Figure 5.7, we show that applying such corrections to our simple model allows

efficient fits of the data.
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Figure 5.7: Phenomenological model. Fit of experiments. Circles: upper thresholds,
squares: lower thresholds, losanges: widths. Empty symbols theory. a Without effective
∆, γ. The data of Fig. 5.6 a are represented as a function of the angle of the quarter
wave plate. The constant upper threshold observed in the experiments is not reproduced
by the theory. b With effective linewidth and blueshift. The fits are in good agreement
with the measurements. Parameter a acts on the upper threshold and parameter b on the
lower threshold. Experiment parameters: δ , 0, ∆ = 0.5 meV and γ , 0.2 meV. Realistic
fit parameters: δ = 0, ∆ = 0.6 meV, γ = 0.2 meV, a = 0.13 meV, b = 0.05 meV and
α = 0.025.

5.6 Evidence for a contribution of biexcitons

We confirm our hypothesis by verifying two important points.

a) First, if changing from circular to linear excitation indeed modifies ∆ and γ so
that they do not satisfy the bistability condition anymore, then it should be
possible to retrieve a bistable behavior by increasing the initial laser detuning.

b) Second, if this effect is related to the biexciton formation, then it should
disappear at negative detuning, where the polariton resonance is farther from
the biexciton resonance.

In a series of experiments at different cavity detunings δ, we measure the bista-
bility widths as a function of the laser detuning ∆. The experiment on the laser
detuning is presented in Figure 5.8. Each row corresponds to a different cavity
detuning. Data are presented as a function of the energy difference between the
lower polariton and the exciton resonance δ′. The corresponding exciton content
X2 is also indicated. The left and right columns display the bistability thresholds
and widths, respectively. For simplicity, we do not display the numerous bistability
curves. We report the changes in the interaction regimes with tags (OL,OD and
OB) on the threshold curves.

5.6.1 Influence of the laser detuning

Figs. 5.8 a and b show data taken at δ′ = −1.01 meV (δ = +2.11 meV). Under
circularly polarized excitation, the system behaves as an optical limiter up to ∆ =
0.34 meV where it behaves as an optical discriminator. At ∆ = 0.43 meV and
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above, we observe a bistable behavior. The thresholds and the width increase with
∆ up to ∆ = 0.55 meV and then decrease. Under linearly polarized excitation, the
system behaves as an optical limiter as observed above. However, for a very large
laser detuning ∆ = 0.74 meV, we observe an OD behavior. In this case, the width is
always zero (the negative value is due to mechanical vibrations or to a small thermal
drift).

The effect is even more obvious in Figs. 5.8 c and d, corresponding to δ′ =
−1.24 meV (δ = +1.28 meV). Under circularly polarized excitation, OD regime
starts at ∆ = 0.32 meV and OB regime at ∆ = 0.69 meV. Under linearly polarized
excitation, we observe an OD regime from ∆ = 0.69 meV and an OB regime starting
at ∆ = 0.97 meV.

We evidence bistability under linear excitation for very large values of ∆. The
critical laser detunings are larger under linearly polarized excitation, showing that
the parameters ∆ and γ are actually modified in the presence of both spin-up and
spin-down polaritons.

5.6.2 Influence of the cavity detuning

At negative detuning, the bistability suppression effect clearly disappears. Figs. 5.8 e
and f are taken at δ′ = −1.86 meV (δ = −0.19 meV) and Figs. 5.8 g and h are taken
at δ′ = −2.07 meV (δ = −0.56 meV). The critical values of ∆ are the same under
circularly and linearly polarized excitation, and they are much lower than the ones
measured at positive detuning.

Furthermore, the upper thresholds are well fitted by a cubic law while the lower
thresholds are fitted by linear curves, as expected from Eqs. (5.11) and (5.12). The
factor 2 between the linear and circular thresholds and widths is not observed, which
is a signature of interactions between polaritons of opposite spin. These interactions
decrease with the detuning, as it can be seen by comparing the threshold difference
obtained in Fig. 5.8 e and g.

Finally, note that the variation of the threshold curves in Figs. 5.8 a and b and
in Fig. 5.8 e for ∆ > 0.30 meV is complicated (bumps, saturation...) and not fully
understood. This complex behavior is probably related to excitonic effects or many-
body collisions and may be the object of further investigations. Fortunately, this
does not compromise our conclusions.

5.7 Biexcitons in semiconductor microcavities

We shortly discuss how biexcitons are formed and what is their impact on linewidth,
blueshift and spin orientation in the system. Numerous theoretical and experimental
studies have been dedicated to the characterization of biexcitons in quantum well
and microcavities.

Binding energy

The biexciton is a molecular state composed of two excitons. The energy of a
biexciton EBX is given by twice the exciton energy EX minus the biexciton binding
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Figure 5.8: Effect of cavity detuning. Bistability thresholds (left) and resulting width
(right) under circular or linear excitation, at different polariton energies and different laser
detunings. a,b and c,d Bistability is suppressed under linear excitation. The threshold
behavior as a function of the laser detuning ∆ is very complicated and strongly differs
from the theoretical prediction. e,f and g,h The bistable behavior under linear excitation
is retrieved at negative detuning. The threshold dependence on ∆ is in agreement with
the expectations. The upper (lower) threshold is well fitted using cubic (linear) curves
(dotted lines). In e, the threshold behavior for ∆ > 0.3 meV is unexplained.
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energy EBX
b .

EBX = 2EX − EBX
b (5.19)

In microcavities with InGaAs quantum wells, EBX
b is of the order of 2 meV

[Saba 00, Baars 01, Borri 99]. Therefore, we expect a resonance for biexciton for-
mation our of two polaritons at 1 meV below the exciton energy.

In these experiments on 2D polaritons, we were not able to evidence a clear
biexciton resonance. However, our measurements clearly indicate that an important
interaction between spin-up and spin-down polaritons takes place up to 1.5 meV
below the exciton energy. At very negative detuning the expected bistable behavior
is recovered and the correct threshold dependence are found.

Let us highlight two contributions that can be related to our experiment.

Saba’s experiment

The first absorption experiments on biexciton were done by Saba et al. with pump-
probe measurements in a GaAs microcavity similar to ours. Interestingly, they
observed that the formation of σ− excitons is inhibited in the presence of a high
density of σ+ excitons. They could measure a transfer of the oscillator strength
from the exciton to the biexciton, i.e. a decrease of the exciton oscillator strength
to the benefit of the biexciton oscillator strength[Saba 00].

This calls to mind our observations in the OB-OL transition experiment. Close
to linear excitation, the system is in the OD regime and the dominant population
seemed to inhibit the increase of the other (see Fig. 5.4, ρp = ±0.34). Under linear
excitation, the system is in the OL regime (see Fig. 5.4, ρp = 0). The polariton
creation is strongly reduced. Finally, the saturation of the dominant population
intensity in the OD regime contrasts with the intensity increase in the OB regime.

Theory

A biexciton is a molecular state of two bound excitons. One could argue that, since
excitons are electric dipoles, Coulomb interaction between them is small so that
biexciton formation should not be an important process. The theory by Combescot
et al. describes the mechanisms for the formation of bound state out of two excitons
[Combescot 09].

The absorption of a circularly polarized photon in presence of one counter-
circularly polarized exciton is calculated. The final state is found to be constituted
of two excitons of opposite spins that bound with a probability depending on the
distance between their center of mass. They obtain a so-called ”bare” biexciton
oscillator strength, much smaller than exciton oscillator strength (see Chapter 1,
Section 1.4), given by

fBX
osc =

(
a2

BX

S

)
fX

osc

where aBX is the biexciton Bohr radius. fBX
osc is very small compared to the exciton

oscillator strength fX
osc. However, in the presence of an exciton gas, they find that

the probability to form biexcitons by absorption increases linearly with the exci-
ton density NX . This explains why significant biexcitonic effects can be measured
experimentally in the high-density regime.
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Finally they also indicate that at high densities, many-body effects (higher order
collisions, carrier exchange) can be responsible of strong modifications of the biexci-
ton resonance like large energy shifts, modification of the binding energy, broaden-
ing. Such effects are probably responsible for the complicated behavior obtained in
Fig. 5.8. However, the theoretical treatment of such processes is very complicated
and is not in the scope of the present work. Our phenomenological considerations
are sufficient to highlight the main issues of spinor effects on optical bistability. In
the next chapter, we will introduce the spinor Gross-Pitaevskii equation to model
spinor bistability in the case of 0D polaritons.

5.8 Conclusion

In conclusion, we have investigated spinor interactions between planar polaritons in
the degenerate parametric scattering regime. In case of circularly polarized exci-
tation, we observe a clear optical bistability for polaritons with the corresponding
spin-polarization. By decreasing the excitation circular polarization degree, we in-
crease the proportion of polaritons with opposite spin. We observe a progressive
reduction of the bistability width and a transition to optical discrimination and to
optical limiting, under linearly polarized excitation.

Detuning dependent experiments indicate that the bistability suppression effect
is related to the formation of biexcitons. On the one hand, the effect disappears for
very large laser detunings ∆ for values δ in the vicinity of the expected biexciton
resonance. On the other hand, it also disappears at very negative cavity detunings
(i.e. also far from the expected biexciton resonance), where the thresholds follow
the expected power dependence.

From an application viewpoint, these experiments demonstrate the coherent con-
trol of optical bistability. Transition between OB, OD and OL are simply monitored
by changing the polarization degree of the excitation. In addition, the polarization
degree of the emission can vary strongly with the excitation power, producing po-
larization modulation and bistable polarization conversion.

In the next chapter, we investigate spinor interactions with confined polaritons.
The weak disorder and the narrow linewidth reduce the biexciton influence and
enhance the polarization conversion effects. We successfully demonstrate coherent
spin multistability.
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Chapter 6

Spin Multistability of Confined
Polaritons

Coherent manipulation of spin ensembles in the solid state is a key issue in the
development of spintronics. In this respect, polarization multistability is a promising
effect. It describes the possibility, for a spinor system in presence of anisotropic
interactions, to switch between three different spin states for a given excitation
condition. This effect might lead to multi-valued spin switching and to new schemes
of spin-based logic gating and memories [Chattopadhyay 09, Lvovsky 09] 1.

In the early 80’s Kitano and Ogawa proposed an experiment to observe polar-
ization multistability with atomic vapors of sodium, with Zeeman splitting in the
ground state level. It was rapidly followed by several experimental investigations
[Cecchi 82, Giusfredi 85, Giacobino 85] in similar systems. However, from the 90’s,
research in this field dwindled, probably because no equivalent could be achieved in
solid-state systems.

The difficulty in observing spin-multistability comes from the fact that it requires
both the control of spinor interactions in the system and a strong spin coherence.
Recently, the emergence of spintronics stimulated its theoretical investigation in
different solid-state systems like magneto-optic cavities [Jonsson 99], ring cavities
[Haelterman 94], spatial solitons in fibers [Steiglitz 01], etc.

In 2007, Gippius et al. published a theoretical development pointing out the
possibility of observing polarization multistability in semiconductor microcavities
[Gippius 07]. In their model, they considered that polaritons of opposite spins are
independent, as we first did in Chapter 5, Sections 5.2.4 and 5.5. Hence, they ob-
tained decoupled bistability curves for spin-up and spin-down polaritons and higher
thresholds under linearly polarized excitation. By exploiting the latter decoupling,
they could determine the appropriate excitation conditions to observe spin multista-
bility. The work of Gippius gave rise to proposals exploiting the huge potential of
spin multistability in view of the design of localized memories [Shelykh 08], optical
circuits [Liew 08a] and of the optical characterization of optical disorder [Liew 09b].

In this Chapter, we demonstrate spin multistability with confined polaritons.
Through a large set of measurements, we could acquire sufficient knowledge about

1In a more general way multistability concerns various fields, from brain modeling [Bezrukov 09]
to nematic liquid-crystals [Smalyukh 10]
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the interactions in our system as well as the ways of controlling them. The spin
multistability occurs in a quite different regime than in the original proposal. The
main reason is that, in our system, contrarily to the generally admitted picture,
polaritons of opposite spins are interacting repulsively and not attractively.

We start the discussion in Section 6.1, with the description of the typical optical
instabilities that lead to spin multistability. The sample is excited just above the
polariton ground state. Thanks to the narrow linewidth of confined polaritons and
to the weak disorder in mesas, the behaviors obtained in Chapter 5, Section 5.4 are
modified. For instance, we are able to observe a clear resonance for the biexcitonic
effects, and we observe a decoupling of spin-up and spin-down polaritons bistability
curves, allowing for multistability. In Section 6.2, we give the theoretical bases to
model our experiments. We discuss different issues such as the interaction strengths
and the role of nonlinear losses through the formation of biexcitons.

The presence of decoupled bistability curves between spin-up and spin-down
polariton gives rise to strong linear to circular polarization conversion. In Section 6.3,
we investigate this effect and its dependence on the cavity detuning. Thanks to this
study, we could develop a clear experimental procedure to observe spin multistability.
Section 6.4 is dedicated to the spin multistability experiments. For a given excitation
condition, we demonstrate that the polariton spin switches between three stable
states and exhibits macroscopic coherence. Strikingly, we also evidence a regime of
macroscopic spin flip-flop, or spin trigger effect.

In addition, we discuss in Section 6.5 a series of measurements investigating the
role of the different excitation parameters. We show that the response of the system
can be tuned at will.

All these experiments open many pathways to the development of versatile spin-
tronic devices. We review the main perspectives in Section 6.6 and finally conclude
in Section 6.7.

6.1 Spinor interactions with confined polaritons

In this section, we describe the main effect responsible for multistability, which the
decoupling of bistability curves for spin-up and spin-down polaritons. The theoret-
ical model described in Section 6.2 helped us reproduce the experimental data and
estimate the interaction strengths in our system.

6.1.1 Experimental procedure

Setup

The experimental setup is identical to the one described in Chapter 5 (Section 5.3.1)
used for studying optical bistability with planar polaritons.

System under investigation

Thanks to the spatial confinement, the experiments are done with a single polari-
ton energy level. We work in 3 µm diameter mesas, where the typical polariton
linewidths are of 100 µeV and the spacing between the first excited state and the
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ground polariton state is of the order of 1 meV. The microcavity sample is excited
with a single-mode continuous wave laser, at normal incidence. The fine tuning of
spinor interactions is done by adjusting the excitation parameters: power, polar-
ization and energy detuning ∆ with respect to the polariton ground state. We can
change both the circular polarization degree of the pump ρp and the direction of
the linear polarization axis with respect to the crystalline axes. Note that ∆ is kept
smaller than the energy difference between the first excited state and the ground
state.

Real-time monitoring

Observing spin multistability requires the acquisition of a large number of data
points, with a high precision. In Section 5.3.1, we highlighted the fact that most
of the experimental elements are controlled by a computer. Real-time monitoring
and automation of the experiment were crucial to minimize mechanical vibrations,
power and thermal fluctuations and to obtain real time information on the polar-
ization resolved signal processing. In addition, the use of a control CCD allowed us
to acquire movies of the experiment to visualize the independent evolution of the
two polarization resolved channels. Finally, power thresholds are very sensitive to
fluctuations and the mesa position in the 20 µm gaussian excitation spot needs to be
accurately stabilized. To do so, we inserted piezoelectric actuators in the cryostat
translation stages in order to be able to adjust the mesa position within 30 µm with
a precision of a few tens of nanometers.

Measurement of spin coherence

We resolved the emission polarization not only in the circular (σ+,σ−) basis, but
also in the linear (H,V) and diagonal (D+,D-) bases. This gave us the projection
of the optical polarization along the three axes of the Poincaré sphere, hence the
polariton spin in the Bloch sphere. By this, we could measure the macroscopic spin
coherence.

6.1.2 Spinor bistability

The knowledge of spinor interactions in our system was acquired by studying the
influence of the excitation power and polarization in various configurations. We
scanned the excitation power for different excitation polarizations and resolved the
emission in the (σ+,σ−) basis. Under circularly polarized excitation, a single po-
larization component is excited and the emission intensity exhibits conventional
bistability. In Fig. 6.1, we show that the behavior is much richer under elliptical or
linear polarization.

As discussed in the previous chapter, the reason is that spinor interactions are
strongly anisotropic: the interactions strengths between same- (α1) and opposite-
(α2) spin-polarized polaritons are not equal. In addition, like in the case of planar
polaritons, we have strong indications for biexcitonic effects, which we will be able to
study very precisely since we work with a single confined state of narrow linewidth
(see Section 6.5).
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Figure 6.1: Evidence of spinor interactions through excitation power depen-
dence. The excitation power was scanned from 0.2 to 3 mW, forward (fw) and backward
(bw), for 4 excitation polarization degrees: ρp = 0,77, 0,64, 0,17 and 0. a Conventional
bistability. At high circular polarization degree (ρp = 0.77), the system exhibits con-
ventional bistability for only one spin-polarization. b Evidence for nonlinear losses.
(ρp = 0.64) σ+ polaritons jump to their upper branch at 1.5 mW. The jump of σ− po-
larized polariton to their upper branch causes a very strong decrease of the σ+ polaritons
intensity. This gives rise to the appearance of a middle intensity branch. Similarly, when
σ− polaritons jump to their lower branch, σ+ polaritons jump back to their upper branch.
This shows that important nonlinear losses occur in the presence of polaritons of opposite
spins. c Evidence for a non radiative contribution. The decrease of the bistability
width compared to a, as well as the 2.5 intensity ratio between the upper and middle
spinor bistability branches are the signature of a non radiative contribution to the dy-
namics in the presence of polaritons of opposite spins. c, d Evidence for repulsive
interactions. Simultaneous jumps of σ+ and σ− polaritons are the result of repulsive
interactions: the blueshift of the one spin-polarization favors the blueshift of the other
spin-polarization. Again, one distinguishes three bistability branches (lower, middle and
upper), resulting from important nonlinear losses and from a non radiative contribution to
the dynamics. Because of these observations, we formulate the hypothesis that biexciton
formation through pairing of spin-up and spin-down polaritons occur under elliptically and
linearly polarized excitation. Biexciton states have a long radiative lifetime and contribute
to the blueshift of both polarizations. Upper threshold powers are thus lower under linear
excitation than under circular excitation. Parameters: δ′ = −1.47 meV, ∆ =0 .49 meV.
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To understand the experimental data plotted in Fig. 6.1, one can first think
about two distinct spinor polariton populations, σ+ and σ−, independently excited
by the laser. The respective effective excitation powers felt by σ+ and σ− polaritons
are obtained by weighting the nominal excitation power according to the excitation
polarization degree ρp.

Circularly polarized excitation

For nearly σ+ excitation, the coherent emission is dominated by σ+ polaritons (see
Fig. 6.1 a). We observe a jump of about two orders of magnitudes in the emission
intensity. The measured emission powers are of the order of 10 nW on the lower
branch and 1 µW on the upper branch. This latter power corresponds to a number
of polaritons of the order of 102 in the 10 µm2 mesa. Hence, the term macroscopic
is justified in the following discussion.

Elliptically polarized excitation: signature of nonlinear losses

In Fig.6.1 b, ρp is decreased to 0.64. The proportion of σ− polaritons (18%) becomes
sufficient to cause a jump to the upper intensity branch within the range of the
power scan. A striking observation is that, at 2.3 mW, the jump in the σ− intensity
causes a drop in the σ+ intensity. The scan at higher powers (P>2.3 mW) unveils
a middle intensity branch for σ+ polaritons. When the power is decreased, the
reversed process occurs: when σ− polaritons jump down, σ+ polaritons jump back
to the upper branch. This shows that the presence of polaritons of opposite spins
causes strong nonlinear losses in the spinor populations.

Nearly linearly polarized excitation: signature of a non radiative contri-
bution

For even smaller values of ρp, the upper thresholds are equal. The σ− hysteresis
becomes wider, but the lower threshold for σ− stays at higher power than for σ+ (see
Fig. 6.1 c and d). When the σ− population jumps down, one observes an increase
of the σ+ population by more than a factor of 2. We therefore can distinguish three
branches, with notably large intensity differences.

The middle branch is observed when the excitation power is above the upper
power thresholds of both σ+ and σ− polaritons. The coexistence of both spinor
gases on their upper branch is impeded by a strong nonlinear process. However,

when the power is decreased, we observe the jump from the middle branch to the
upper branch, with an exceptional gain. Note that the intensity of the upper branch
is roughly the same for all excitation polarizations.

These results suggest that, when both spin-up and spin-down polaritons are
present in the system, a process takes place so that most of them2 are not cou-
pled to light anymore, while still participating to the dynamics. The formation of a
middle bistability branch is the manifestation of such a process. Like in Chapter 5,

2About 80 percents under linearly polarized excitation.
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we are inclined to think that a pairing of polaritons of opposite spins into non ra-
diative states takes place. Here again, we attribute this effect to the formation of
biexcitons.

Note that, as in Chapter 5, the width of the bistability region is smaller under
linearly polarized excitation than under circularly polarized excitation.

Thresholds independence

The last comment is about the independence of the lower thresholds around ρp = 0.
It induces drastic changes in the population ratios, hence in the circular polarization
degree of the emission. This results into very efficient linear to circular polarization
conversion and is crucial for multistability. It will be discussed in Section 6.3.

6.2 Theoretical two-mode model

6.2.1 Model

A theoretical two-mode model qualitatively reproduces the experimentally observed
trends and informs us about spinor interactions in the system. The model accounts
for polarization anisotropic interactions, polariton linewidth γ and linear polariza-
tion splitting εlin. The latter two parameters were directly measured experimentally
(see Fig. 6.2). Here, nonlinear losses in the presence of polaritons of opposite spins
are included through a nonlinear contribution to the decay rate β. The two coupled
Gross-Pitaevskii equations for the field amplitudes read

i
d

dt
ψ± = [−εg −

i

2
(γ + β|ψ∓|2) + α1|ψ±|2 + α2|ψ∓|2]ψ±

+
εlinψ∓

2
+ F±e−iωLt (6.1)

6.2.2 Repulsive interactions

A first issue concerns the sign of the interactions between counter-circularly polar-
ized polaritons α2. We have experimental evidence for the manifestation of repulsive
interactions between polaritons of opposite spins. The most obvious one is the si-
multaneous jumps at high power observed in Fig. 6.1 d. Indeed, in the bistability
regime, the jump to the higher branch occurs once the energy of the state has shifted
close enough to resonance. Simultaneous jumps to the higher branch therefore sug-
gest that the high density of one polarization stimulates the blueshift of the other.
From Eq. (6.1), the blueshift given by

∆ε(ψ±) = α1|ψ±|2 + α2|ψ∓|2 (6.2)

Therefore, our observations show that α2 > 0. This is in stark contrast with common
α2 < 0 value obtained in the Born approximation [Renucci 05]. Theoretical predic-
tions of multistability by Gippius et al. [Gippius 07] were made under this assump-
tion. A refined microscopic calculation however shows that α2 can be positive when
the two-polariton energy is in the vicinity of the biexciton resonance [Kwong 01].
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Figure 6.2: Linear polarization splitting. We performed high-precision measurements
of the polarization resolved transmission spectrum in 3 µm mesas. The excitation linear
polarization axis was rotated with respect to our reference horizontal polarization axis,
with steps of 4◦. For each orientation, we scanned the laser energy over 70 GHz with
steps of 0.5 GHz. We obtained a linear polarization splitting of about 20 µeV, with
orthogonal axes at ±45◦ with respect to our reference horizontal polarization axis. These
axes correspond to the [001] and [010] crystallographic axes of our microcavity sample.

6.2.3 Nonlinear losses

Second important ingredients of the theory (see Eq. 6.1) are the nonlinear losses in
presence of polaritons of opposite spins. An experimental clue of their influence is
the narrowing of the hysteresis region when going from circular to linear excitation.
Their effect is the most pronounced in Fig. 6.1 b, where the hysteresis loop in σ−
is much reduced due to the large σ+ density. Additionally, in Fig. 6.1 c and d, the
σ+ population increases at the lower threshold of σ−.

The panels of Fig. 6.3 summarize the theoretical investigations on the effects of
the different interaction parameters. Fig. 6.3 a shows the theoretical reproduction
of the experiments with repulsive interactions α2 = 0.4 α1 and nonlinear losses β =
0.3 α1. All the experimental features are qualitatively reproduced by the simulation.
At ρp = 0.77, the emission is dominated by the σ+ signal. At ρp = 0.64, an optical
discriminator behavior is observed for σ− at a higher upper thresholds than σ+.
The increase of the σ− intensity corresponds to a decrease of the σ+ intensity.
At ρp = 0.17, the upper thresholds coincide but the lower thresholds are different.
Finally, the σ− bistability widens as ρp approaches 0.

We stress the fact that our model is not a model of the effects of biexcitons on
spinor bistability. We do not account for the non radiative contribution to the dy-
namics, nor for the many-body effects3. Therefore, we may underestimate the inten-
sity losses and the changes in the power thresholds of Fig. 6.1 c and d. Nevertheless,
the qualitative agreement is very satisfactory for our needs here. In particular, it
is enough to show important differences with the result obtained without nonlinear
losses or with attractive interactions. The variation of the parameters from their
optimal values significantly alters the reproduction of the experimental results.

3This complicated treatment may be the object of a further work.
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Figure 6.3: Theoretical modeling. The experimental behavior observed in Fig. 6.1
is reproduced. We analyze the role of repulsive interactions and the impact of nonlinear
losses on the spinor bistability. Each panel contains simulations of a power scan for the
4 excitation polarization degrees used in the experiment. a Theory with repulsive spinor
interactions α2 = 0.4α1 and nonlinear losses β = 0.3α1. The qualitative behavior of
the bistability is well represented. b Nonlinear losses are neglected β = 0. We cannot
reproduce the independence of the lower thresholds at ρp = 0 nor the separated upper
thresholds with the strongly reduced hysteresis width for σ− at ρp = 0.64. c Theory with
attractive interactions α2 < 0: the simultaneous jumps to the upper branch cannot be
reproduced for ρp = 0.64, 0.17, 0.

Figure 6.3 b and c show comparisons with the behavior calculated for β = 0
and for α2 < 0, respectively. Clearly, theoretical predictions made with the latter
two choices of parameters do not agree at all with the experimental observations.
When the nonlinear losses are suppressed (panel b), the σ− bistability appears at
higher values of ρp (no inhibition). The effect of repulsive interactions is already
visible at ρp = 0.64, where the upper thresholds already coincide. The threshold
independence around ρp = 0 is suppressed. If, in addition, the interaction between
counter-polarized polaritons is made attractive, the upper thresholds are no longer
the same.

6.2.4 Threshold independence

Our theoretical simulations have shown that there is a strong interplay between
nonlinear losses and repulsive interactions. Repulsive interactions tend to make
the thresholds coincide. Nonlinear losses make the lower bistability thresholds un-
der linearly polarized excitation to be different for σ+ and σ−. As we will see,
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this independence of the lower thresholds close to ρp = 0 is essential for achieving
polarization multistability.

In the prediction by Gippius et al., α2 ≤ 0 and β = 0. With such parameters,
the independence concerned the upper threshold as it can be seen in Fig.6.3 c. We
comment on this prediction in Section 6.4.4.

In the Section 6.5.1, we show additional experimental confirmation of the role
of nonlinear losses. At lower energy δ′ of the polariton state, and therefore further
away from the biexciton resonance, we find a single lower threshold under linear
excitation. An extensive study of the dependence on the detuning allows us to de-
termine a resonance between -0.9 and -1.1 meV, where nonlinear losses are peculiarly
important.

6.3 Conversion of the internal spin-polarization

In the present section, we show how multistability arises form the threshold inde-
pendence around ρp = 0. We have shown above that the bistability behavior is
strongly modified by the interactions between spin-polarized polaritons. From now,
we will adopt the pseudospin picture for polaritons and discuss the physics inside
the cavity in terms of spin-up and spin-down polariton populations.

6.3.1 Polarization conversion

The main consequence of the threshold independence is the drastic changes in the
population ratio, hence, a significant conversion of the spin-polarization. In Fig-
ure 6.4, we show the polarization conversion resulting from the experiments of
Fig 6.1. We calculate the emission polarization degree ρc

ρc =
Iσ+ − Iσ−

Iσ+ + Iσ−

and plot ρc versus the excitation power for ρp = 0.64, 0.17, 0 and -0.10. The threshold
independence yields a fully spin-polarized region that we call a spin conversion
plateau. Fig. 6.4 a corresponds to the case where the upper thresholds are different
and the σ− bistability is reduced (see Fig. 6.1 b). In the detection, initial elliptical
polarization is first converted to fully circular polarization, which corresponds to
the situation where spin-up polaritons are at resonance with the laser and spin-
down polaritons far from resonance. When spin-down polaritons jump to the upper
branch, the emitted light is again elliptically polarized. Fig. 6.4 b,c and d show
the cases around ρp = 0. The main effect is visible on the backward scan, where a
linearly polarized excitation results into a fully circularly polarized emission. The
near-field polarization resolved emission in the (σ+,σ−) basis is shown in Figure 6.5.
Depending on the excitation power, the channels can be

a both channels ”off” (linear polarization)

b both channels ”on” (linear polarization)

c one channel ”on”, one channel ”off” (circular polarization)

for the same value of ρp.
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Figure 6.4: Polarization conversion experiment. The polarization degree ρc is
calculated out of the measurements of Fig. 6.1 and plotted versus the excitation power.
a Data of Fig. 6.1 c. Spin-up polaritons jump to the upper branch at 1.5 mW and
the emission becomes fully circularly polarized. At 2.5 mW, spin-down polaritons jump
up, which reduces the emission polarization degree to ρc , ρp. On the backward path,
spin-down polaritons jump down again at 2.5 mW: their bistability width is reduced
by nonlinear losses attributed to biexciton formation. Polarization is again converted
to ρc = 1. Spin-up polaritons jump to their lower branch at 0.3 mW. The threshold
independence thus leads to polarization conversion with hysteresis behavior. b Data of
Fig. 6.1 c. The upper thresholds are coupled because of repulsive interactions. Lower
thresholds are at 0.8 mW for spin-down and 0.4 mW for spin-up polaritons. We observe
polarization conversion from ρc = 0.23 to ρc = 0.98. c Data of Fig. 6.1 d. We observe
high contrast linear to circular polarization conversion at ρp = 0. ρc jumps from 0.07 to
0.97. The hysteresis is 0.23 mW wide. d For slightly negative ρp = −0.10, ρc jumps from
-0.04 to -0.97 with a 0.26 mW hysteresis. The polarization conversion of the transmitted
light reflects the macroscopic spin conversion inside the microcavity. Parameters: δ′ =
−1.47 meV, ∆ =0 .49 meV.
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Figure 6.5: Polarization conversion: CCD snapshots. Images recorded at different
excitation powers during the experiment of Fig. 6.4 c. The emission from the mesa is
polarization resolved in the circular polarization basis. Left channel: σ−, Right channel:
σ+. Forward scan. At 0.74 mW and 1.02 mW, both channels are ”off”. Simultaneous
switch ”on” occurs at 1.56 mW. Backward scan. Hysteresis is visible on the backward
scan, where channels are still ”on” at 1.01 mW. σ− channel switches ”off” at 0.74 mW,
and one observes a strong increase of the σ+ channel intensity due to the jump of spin-up
polaritons to their higher branch. σ+ channel switches ”off” at 0.22 mW.

6.3.2 Principle of multistability

The inversion of the circular polarization observed between ρp = 0.17 (Fig. 6.4 b)
and ρp = −0.1 (Fig. 6.4 d) is a crucial point for the appearance of multistability.
Consider that the system is on the circular polarization plateau at ρp = 0.17. Let us
now fix the excitation power and slightly scan ρp towards −0.17. The question is to
figure out how the system is going to switch from a ρc = +1 plateau to a ρc = −1
plateau.

We may expect a smooth change of the value of the plateau, but the measurement
at ρc = 0 shows that it is not the case. Under linearly polarized excitation, the
plateau is not elliptically but still fully circularly polarized. Note that, at ρp = 0,
the sign of the plateau is very sensitive to the excitation conditions (power, mesa
position etc.).

Now let us assume that there is polarization hysteresis on the plateau between
ρp = +0.17 and ρp = −0.17. We may obtain three stable solutions ρc = ±1, 0 in the
vicinity of ρp = 0.

This is illustrated in more details in Figure 6.6.
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Figure 6.6: Principle of multistability. The blue curve represent the spin conversion
plateaus obtained in power dependence experiments at different excitation polarization
degrees ρp =0.34, 0.17, -0.17 and -0.34 (see Fig. 6.4). The sign of the plateau (±1)
depends on the sign of the excitation polarization degree. We represent a case where
the polarization conversion is symmetric with respect to the linearly polarized excitation
axis and display mirrored curves for nearly linear excitation power. For instance, on the
ρp = ±0.17 curve, the polarization is converted to ρc ± 1. Consider the system is initially
prepared in the yellow cross state (fixed power) in the plateau of the ρp = +0.34 curve.
Black curve: what happens upon a continuous change of ρp from +0.34 to -0.34? In
fact, ρc will follow the plateaus, and, eventually, polarization hysteresis in the vicinity
of ρp = 0 will causes the right circular polarization ρc = 1 to be preserved beyond the
linearly polarized excitation axis before switching to linear ρc = 0 and then to left circular
ρc = −1. Red curve: on the backward scan of ρp (red curve), the opposite polarization
ρc = −1 is preserved by hysteresis, producing a multistability region (green circle)
around ρp = 0 where three spin polarization states are admitted (green crosses).
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Figure 6.7: Multistability. Emission polarization degree ρc versus excitation polar-
ization degree ρp. At constant excitation power, ρp is scanned from +0.5 to -0.5 and
backward. a Polarization hysteresis. At high excitation power, narrow polarization
hysteresis is observed for spin-up and spin-down polaritons. On the forward path (black)
a first jump of spin-up polaritons out of their upper branch causes a decrease of ρc to a
value close to ρp. Then a jump of spin-down polaritons to their upper branch brings ρc to
-1. On the backward path, the process is reversed with a hysteresis behavior b Effect of
excitation power. A decrease of the excitation power brings the polarization hysteresis
cycles close to ρp = 0. c Multistability. Further decrease of the power make the two
polarization hystereses merge, as described in Fig. 6.6. Three values of ρc are allowed in
the multistability region M. d Spin trigger. At even lower excitation power, the overlap
is complete. At the edge of the A region, a small variation of ρp leads to a total spin-
up/spin-down conversion. ρc jumps from ±0.97 to ∓0.97. Parameters: δ′ = −1.47 meV,
∆ =0 .49 meV.
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6.4 Spin multistability

6.4.1 Polarization multistability

We indeed observed strong hysteresis effects as a function of the excitation polariza-
tion degree ρp. In Fig. 6.7, we show the measured polarization ρc versus ρp. We see
that, for a given ρp even three stable solutions for the ρc can be found (see Fig. 6.7 b
and c).

As a matter of fact, if both spinor gases are on their lower bistability branch,
nonlinearities are negligible and ρc varies linearly with ρp. Hence, to observe multi-
stability, we first prepare the system by using high excitation power with ρp = 1 in
order to place the σ+ polaritons on the upper branch. The excitation power is then
decreased to the desired value, where, thanks to hysteresis, σ+ polaritons stay on
the upper branch.

For high excitation powers (Fig. 6.7 a), by decreasing ρp we first observe a jump
from ρc = 1 to ρc = 0.4 when the σ− population becomes sufficient to jump to the
upper branch. The emission polarization degree ρc then changes linearly with ρp

until ρp = −0.5, where the σ+ population becomes too low to stay on the upper
branch and ρc jumps to -1. We will see in Section 6.5.3 that the slope of this
middle branch depends on the orientation of the excitation linear polarization axis.
Presence of hysteresis for both jumps is an evidence of polarization bistability for
each population.

When the experiment is repeated at lower excitation power, the two hysteresis
loops open and get closer to the center of the plot. In other words, the decrease of
excitation density must be compensated by the polarization degree for σ− polaritons
to jump to the upper branch (Fig. 6.7 b). Note that, in this case, the system already
behaves as a very high efficiency circular-to-linear polarization switch.

A further decrease of the excitation power brings polaritons to the power range
where there is an independence of the lower thresholds around ρp = 0 (see Fig. 6.1 d
and e). The two polarization hysteresis loops merge, which demonstrates the polar-
ization multistability regime. Under linearly polarized excitation, the polarization
of the coherent emission can either be σ+, σ− or linear (see Fig. 6.7 c).

Strikingly, at an even lower excitation power, both σ+ and σ− populations jump
together in opposite directions without staying on the middle branch(Fig. 6.7 d and
g). The polarization degree switches abruptly from ρc > 0.97 to ρc < −0.97. We
observe a total spin flip of the ∝ 102 polaritons present in the system for a variation
of the excitation polarization of only a few percents (∆ρp , 0.05). The system
behaves under these conditions as a spin trigger. Snapshots of this experiment are
displayed in Figure 6.8

Below this critical excitation power, the jump of σ+ polaritons to the lower
branch occurs first (and causes a simultaneous jump of σ− polaritons to the lower
branch because of repulsive interactions). In this case, both populations end up on
their lower branch. Any memory of the high-population regime is lost. No jump can
be observed by re-increasing the excitation polarization degree without changing the
excitation power.

Figure 6.9 a and b show that the theory described above is again in good qualita-
tive agreement with the experimental results. The main difference is the strong con-
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Figure 6.8: Spin trigger: CCD snapshots. Images recorded during the spin trigger
experiment described in Fig. 6.7 d. Left channel: σ−, Right channel: σ+. On the forward
scan, the spin-up to spin-down flip is recorded at ρp = −0.2: the σ+ channel switches off
and the σ− channel simultaneously switches on. On the backward scan, the spin-down to
spin-up flip is recorded at ρp = +0.2, showing a 0.4 hysteresis in the spin-flip operation as
a function of the excitation polarization degree.

a b

Figure 6.9: Multistability: theory. Emission polarization degree ρc versus excitation
polarization degree ρp. Qualitative agreement is found in the reproduction of a multi-
stability, b spin trigger. The main difference is the strong conservation of the circular
polarization degree observed in the experiment (Figs. 6.7 c and d). It is not reproduced
because the intensity difference between the middle and upper branches is smaller in the
simulation.

servation of the circular polarization degree observed in the experiment (Figs. 6.7 c
and d). This comes from the fact that, as explained above, the theory underesti-
mates the intensity difference between the middle and upper branches in the spinor
bistability.
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Figure 6.10: Stability: three spin polarization branches. The polarization multi-
stability cycle a is formed by b a σ− and c a σ+ polarization hysteresis loops that can be
independently measured. d During the multistability cycle, the scan of ρp is interrupted
on the linear polarization branch ρc , 0. We then play forward and backward with ρp to
evidence the stability of the linear polarization branch (blue markers and arrows). We thus
obtain three branches, labeled 1, 2 and 3, corresponding to three stable spin-polarization
states +1, 0 and -1. Multistability appears when the three branches are overlapping in a
given range of excitation conditions. Parameters: δ′ = −1.37 meV, ∆ =0 .46 meV.

6.4.2 Stability

Three stable polarization states

We verified the stability of the ρc = 0 solution by scanning the excitation polarization
degree back and forth on the middle branch. As explained before, the multistability
cycle is composed of two polarization hysteresis cycles that merge in the region of
linearly polarized excitation. This is illustrated in Figure 6.10. We interrupted the
scan on the middle branch and played back and forth with ρp. The gap in the middle
branch could then be filled, demonstrating the stability of the ρc = 0 solution.
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Figure 6.11: Intensity resolved stability experiment. Three stable intensity
branches (lower, middle and upper) are evidenced for a spin-down and b spin-up po-
laritons. The branches are labeled 1, 2 and 3 according to the labeling of the polarization
branches in Fig.6.10. They overlap in the multistability regime. Linear polarization oc-
curs when both spin-polarizations are on their respective middle branch. Parameters:
δ′ = −1.37 meV, ∆ =0 .46 meV.

Three stable intensity branches

Directly correlated to the three polarization branches is the existence of three stable
intensity branches for each spin-polarization. In Figure 6.11, we display the po-
larization resolved intensity of plot 6.10 d. The three branches originate from the
biexciton formation, as explained in Section 6.1.2. We label the branches 1, 2 and 3
to show the correspondence with the spin-polarization states. It is interesting to no-
tice that, in fact, the multistability in intensity allows for four stable configurations
of the intensity branches:

1. σ+ in the upper branch and σ− in the lower branch → ρc = +1

2. σ+ in the middle branch and σ− in the middle branch → ρc = 0

3. σ+ in the lower branch and σ− in the upper branch → ρc = −1

4. σ+ in the lower branch and σ− in the lower branch → ρc = 0

The last solution corresponds to the loss of bistability for both spin-polarizations.
If the system is in this state, there is no way to switch it back to the other states
without changing the excitation power. We can say that, in this case, the system is
OFF. In the three first cases, the system is ON. It is possible to switch reversibly
between the three spin-polarization states.

Having described the multistability in spin-polarization and intensity, we now
come to the demonstration of the macroscopic spin coherence.
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Figure 6.12: Macroscopic spin coherence. The four jumps and the gap (circle) in
the middle branch trajectory are characteristic of the multistability regime. The spin
coherence is maintained during the whole cycle. a Experimental data. b Theory. The
experimental features of polarization multistability are well reproduced: the jumps, the
multistability gap, the pseudospin precession as well as the conservation of coherence.
The pseudospin trajectory (red triangles) is clearly distinct from the trajectory of the
excitation (blue triangles).

6.4.3 Macroscopic spin coherence

In order to characterize the complete polarization state, one needs information on
the phase relation between the two spin-polarizations. As explained in Section 1.5
this is done by analyzing the emitted polarization in the Bloch sphere.

Bloch sphere

Thanks to the reproducibility of the multistability cycle, we independently measured
the three Stokes parameters to track the pseudospin vector in the Bloch sphere as
shown in Figure 6.12.

One easily identifies the features of multistability. In this experiment we started
on the σ− pole of the sphere, where the pseudospin is pinned before jumping
abruptly close to the D+ state. A wide precession towards the H state is then
observed before the second jump to the σ+ pole occurs. On the backward path, the
third jump brings the pseudospin farther from the D+ state, producing a gap in
the precession trajectory (purple circle in Fig. 6.12). Then the pseudospin precesses
towards the V state and finally jumps down to the σ− state. No significant loss of
coherence is observed during the cycle. As observed in polariton stimulated scatter-
ing experiments [Lagoudakis 02], we note that the precession trajectory close to the
linear plane does not follow the excitation path. This precession can be explained
by the excitation induced splitting between σ+ and σ− polariton states.
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Stokes parameters

To illustrate this point, we display the results of the independent measurements of
the Stokes parameters in Figure 6.13. It is interesting to notice the existence of
three branches also in the linear and diagonal bases. Clearly, on the middle branch,
while ρp varies along the σ+ and σ− axis, the major changes are observed in the
linear (circular and diagonal) polarization degrees.

The conservation of the a pseudospin coherence independent from the excitation
during the multistability cycle demonstrates the control of a macroscopic coherent
spin ensemble.

Figure 6.13: Measurement of the Stokes parameters. The total spin characteriza-
tion is done by measuring the emission along the three projections of the Bloch sphere.
Three branches are highlighted by the markers while the dotted lines reproduce the mul-
tistability cycle in circular, linear and diagonal polarization. HW160 Orientation of the
λ/2 plate to favor the D+ linear polarization in the multistability region. Note that the
D+ and D- directions correspond to the crystallographic axes of the linear polarization
splitting. HW182 The linear axis of the excitation is H. The favored linear polarization in
the multistability region is also H. The little shift towards the positive values of linear po-
larization is attributed to the linear polarization splitting. Parameters: δ′ = −1.77 meV,
∆ =0 .37 meV.
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6.4.4 Summary

To conclude this section, we summarize our main results.

Polarization conversion

The first observation is that the spinor bistability behavior is very rich. Because
of repulsive spinor interactions and biexciton formation, each spin-polarization ex-
hibits three bistability branches. In addition, we could observe independent lower
bistability thresholds for spin-up and spin-down polaritons. This independence is
responsible for a high contrast linear to circular polarization conversion around lin-
early polarized excitation ρp = 0.

Spin multistability

We observed spin-polarization hysteresis as a function of the excitation polarization.
When the system is prepared in the high intensity regime, a scan of ρp reveals two
polarization bistability loops on each side of the ρp = 0 line. By decreasing the
excitation power, the two loops get closer to each other and finally merge, giving
rise to a multistability region where three polarization states are available. A special
case has been evidenced, where the system is able to switch directly from spin-up
to spin-down for minor changes in the excitation polarization degree. We called this
regime the spin trigger regime, by analogy with the Schmitt trigger in electronics
(see Fig. 6.14).

Figure 6.14: Multistability and spin trigger. Parameters: δ′ = −1.37 meV, ∆ =
0.46 meV.

Spin coherence

We characterized the complete polariton spin state by measuring the three Stokes
parameters. We could therefore trace the multistability loop in the Bloch sphere and
demonstrate the macroscopic spin coherence during the whole cycle. Very distinct
trajectories are obtained for the excitation and for the detection polarization vectors.
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Figure 6.15: Gippius proposal. Image reproduced from [Gippius 07]. The theory
considers zero or negative interactions between polaritons of opposite spins. The threshold
independence holds for both thresholds (see Fig, 6.3 c). a Under weakly elliptical excitation
(ρ = 0.2), spin-up polaritons jump to the upper branch at A, increasing the internal
polarization degree to , 1. Spin-down polaritons jump up at B, decreasing the internal
polarization degree to close to , 0. On the backward path, spin-down polaritons jumps
down at C and spin-up polaritons jumps down at D. b Multistability is predicted for a
constant excitation power between A and B.

The measurement is the demonstration that we are actually manipulating coherently
the macroscopic polariton spin ensemble.

Comment on Gippius proposal

The main difference between our results and the original proposal from Gippius et al.
comes from the fact that we evidence repulsive spinor interactions. The proposal was
made under the assumption that these interactions were attractive or zero. In this
case, as shown in the theoretical investigations, the threshold independence holds
for both bistability thresholds and is more important for the upper thresholds. A
different condition for the multistability power is the found, as shown in Figure 6.15.

Characterization of spinor interactions

The achievement of spin multistability required a control over the spinor interactions
and a deep understanding of the different excitation parameters. This knowledge
was acquired through a series of experiments in different conditions. In the following
section, we overview the role of each optical parameter.

6.5 All-optical control

A series of experiments allowed us to identify the role of each control parameter.
We give here a summary of the outcome of these studies. In the following, the
energy difference between the polariton ground state and the exciton δ′ is indicated
preferably to the cavity detuning δ. This allows us to identify critical energies where
the nonlinear losses are stronger.
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6.5.1 Effect of cavity detuning

In Figs. 6.1 and 6.3, we showed the important role of the nonlinear losses. Those
nonlinear losses are attributed to the formation of biexciton (see Section 6.2). We
proceed the same way as in Chapter 5 and investigate the role of the cavity detuning
on these interactions. Contrary to the 2D polariton case, here, we observe a clear
biexciton resonance. We find that nonlinear losses are enhanced in the vicinity
of -1.0±0.2 meV below the quantum well exciton, which is the expected biexciton
resonance in our sample (see Section 5.7).

Negative δ: away from the biexciton resonance

At very negative detuning, the exciton content is small so the interaction strength
is reduced. The threshold powers are larger than at zero detuning. In addition,
the ground polariton state is far from the biexciton resonance. The threshold in-
dependence is lost for |ρp| < 0.5. This corresponds to our theoretical predictions
for β = 0 (see Fig. 6.3). The data of this experiment are displayed in Figure 6.16.
We distinguish only two bistability branches except for the case ρp = 0.64, where a
small threshold independence is observed.

To understand this, one should recall that the threshold coincidence is the sig-
nature of repulsive interactions. Formally, each polarization experiences a different
blueshift: ∆ε↑ = α1n↑ +α2n↓ versus ∆ε↓ = α1n↓ +α2n↑ for spin-up and spin-down
polaritons, respectively. This means that the effect of one spin-polarization density
on the blueshift of the other is stronger at higher power and for ρp close to zero.
That is, at ρp = 0.64 (Fig.6.16 g and h), the lower threshold are still independent.
Note that only 18 % of the polaritons are σ− polarized in this case. Multistability
cannot be observed at such negative detuning.

Polariton state at resonance with the biexciton

In Figure 6.17, we show data taken for a polariton state at 1.2 meV below the
exciton resonance, hence in the vicinity of the biexciton resonance.

Suppression of bistability. For small laser detunings, bistability is considerably
reduced in the dominant population and suppressed under linearly polarized excita-
tion. In Figs.6.17 a to d, we see that spin-up polaritons exhibit an optical discrimi-
nation behavior, while spin-down polaritons are in the optical limiter regime.

When the laser detuning is increased, (see Figs.6.17 e to h), bistability open in
one spin-polarization only and remains inhibited in the other.

Polarization modulation. Figures. 6.17 e and f shows the same kind of polariza-
tion modulation as observed with planar polaritons (Chapter 5, Section 5.4). The
effect is even stronger in the case of confined polaritons. The linear to circular and
circular to linear polarization modulation is observed as a function of the excitation
power only and under linearly polarized excitation. It is a very interesting effect
that could have promising applications.
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Figure 6.16: Large negative cavity detuning. Spinor bistability in function of the
excitation circular degree ρp. According to our assumptions, at large negative detuning,
the polariton state is far from the biexciton resonance. a - f Nonlinear losses are negligible.
Upper and lower thresholds in σ+ and σ− are equal. g - h Threshold independence is
only observed for very elliptical excitation . In addition, we notice that the width of the
bistability decreases when the excitation approaches the linear polarization. Multistability
is not possible at large negative cavity detuning.
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Figure 6.17: Polariton state at the biexciton resonance. Two different ∆ are stud-
ied: 0.29 and 0.75 meV. Nonlinear losses are enhanced by the proximity to the biexciton
resonance. a - d ∆ = 0.29 meV: spin-up polariton are in the OD regime and spin-down
polaritons in the OL regime. We obtain a polarization modulation like in the case of
planar polaritons. By increasing the laser detuning to e - h ∆ = 0.75 meV: the bistable
behavior is recovered for spin-up polaritons. f On the forward path, we observe a discon-
tinuous linear to circular polarization conversion and then a circular to linear polarization
modulation. A hysteresis in observed on the backward path.
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6.5.2 Effect of laser detuning

We showed that nonlinear losses are important when polaritons are near the biex-
citon resonance. We now discuss the role of the laser detuning ∆. We evidence
that the laser detuning is responsible for the robustness of the polarization hystere-
ses leading to multistability. We also show that the conditions for multistability
and spin trigger effect (threshold independence, polarization hysteresis) are the best
when the laser energy is close to the biexciton resonance.

Hysteresis robustness

We choose a cavity detuning where biexciton effects start to have an influence on the
spinor bistability behavior (δ′ = −1.96 meV). A threshold independence is observed
(see Figure 6.18 a to d). In case of a too small laser detuning ∆ = 0.27 meV, it is not
possible to merge the polarization hystereses by lowering the excitation power (see
Figure 6.18 a to d). Instead, the bistability regime is lost in both spin-polarizations.

By simply increasing the laser detuning to ∆ = 0.43 meV, we strengthen the
polarization hysteresis and a clear multistability is evidenced (see Figure 6.19). Note
that the multistability cycle shown in Fig. 6.19 f is not centered at ρp = 0 but rather
at ρp = 0.2. We also observed an effect due to the alignment of the excitation linear
polarization axis with respect the crystallographic axes of the linear polarization
splitting. We confirm this hypothesis later.

Conditions for the spin trigger regime

In the experiment presented in Fig. 6.19, the spin trigger regime could not be ob-
served. In fact, the spin trigger regime requires a more important threshold inde-
pendence, hence to bring the polaritons a bit closer to the biexciton resonance. In
Figure 6.20, we show that the spin trigger regime could be observed for a similar
value of ∆ (0.39 meV) but for a higher polariton energy (δ′ = −1.49 meV instead
of −1.96 meV. The three intensity branches are distinct and the polarization con-
version plateaus are wide (≥ 0.5 mW). The parameters of this experiment are the
same as in the experiment presented in Section 6.4.1.

Large ∆

We finally observed that a too large laser detuning can also prevent multistability to
appear (see Figure 6.21). We worked at the same polariton energy as previously δ′ =
−1.49 meV. We excited the sample at a much larger laser detuning ∆ = 0.91 meV
instead of 0.39 meV. In this case, the effect of nonlinear losses is also hindered
and no threshold independence is observed. This is additional confirmation of our
hypothesis of biexciton. We can determine a resonance between -1 meV and -
1.2 meV. In the case of planar polariton, we could not evidence such a resonance
because of the disorder and of the large polariton linewidths.
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a b

c d

e f

g h

Figure 6.18: Too small laser detuning. a - d Spinor bistability measurements. At
slightly negative cavity detuning (δ = −0.35 meV) the threshold independence is observed
around ρp = 0. e - h Because of a too small laser detuning, the polarization hysteresis
is not robust enough and the multistability cannot be observed. g Instead, the bistability
regime is lost in both spin-polarizations (red circle). h The multistability cycle is not
”closed”. An increase of ∆ is necessary.



6.5. ALL-OPTICAL CONTROL 133

a b

c

e f

g h

d

Figure 6.19: Conditions for spin multistability. Same cavity detuning as in Fig. 6.18.
a - d Spinor bistability measurements. Threshold independence is observed at ρp = 0.34
but not resolved at ρp = 0. e - h Multistability. Because of an asymmetry, multistability
occurs at ρp = 0.2. Polarization hysteresis is more robust than in Fig. 6.18 because of the
increase of ∆.
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Figure 6.20: Conditions for spin trigger regime. Mesa at zero cavity detuning,
same ∆ as in previous case (Fig. 6.19) . a - h Effect of nonlinear losses are more visible,
with a significant independence of the lower thresholds around ρp = 0 (a, c and e).
High contrast linear to circular polarization conversion is observed (b, d and f). Spin
multistability and spin trigger regime are observed in this case (see Figure 6.7).
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Figure 6.21: Too large laser detuning. Mesa at zero cavity detuning. Very large
laser detuning . Nonlinear losses are not efficient anymore. Multistability might not be
observed in this case. Comparison to Fig. 6.20 shows that the nonlinear losses (through
biexciton) resonance is about 1.1 meV lower than the exciton energy, which is consistent
with the literature.



136 CHAPTER 6. SPIN MULTISTABILITY OF CONFINED POLARITONS

Biexciton resonance

The threshold independence is clearly related to the presence of nonlinear losses. In
order to confirm experimentally our hypothesis that polariton pairing into biexci-
tons occur under elliptical excitation, we studied in details the dependence of the
nonlinear losses on the laser energy, for a fixed polariton detuning δ′=-1.49 meV. We
performed a series of power dependent experiment for different laser detunings and
excitation polarization degrees and looked at the evolution of the power difference
between the lower thresholds. The results, presented in Fig 6.22, are clearly indi-
cating a resonance for the nonlinear losses at the expected energy of the biexciton
resonance.
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Figure 6.22: Resonance for nonlinear losses. We consider a fixed polariton energy
δ′=-1.49 meV. The laser energy with respect to the exciton ∆′ is changed from -1.24 to
-0.58 meV. For each value of ∆′, a series of spinor bistability experiment is performed. We
record the lower threshold difference for linearly polarized excitation ρp = 0 (red squares)
and for elliptically polarized excitation ρp = 0.17 (blue losanges). We observe a clear
enhancement of the nonlinear losses when the laser energy is 1.1 meV lower than the
exciton energy, i.e. at the biexciton resonance.

6.5.3 Orientation of the excitation linear polarization

We now confirm the hypothesis of a dependence of the symmetry of the multistability
cycle on the orientation of the linear polarization axis. We studied the shape of the
multistability cycle in a series of experiments for different angles θ of the linear
polarization with respect to the horizontal axis. Depending on the selected angle,
we could displace the position of the multistability region and tune the asymmetry in
the widths of the polarization hystereses. In Figure 6.23 a, b and c, we show that we
could tune the multistability center from -0.3 to +0.3. The polarization hystereses
are very large for these orientations of the linear axis. The critical power is found
to be much weaker in the symmetric case (Figure 6.23 b). However, by doing the
experiment, we found that the multistability behavior is very hard to achieve is this
case. The multistability width is very small and bistability is easily lost. This case
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corresponds to a linear polarization along the D+ axis, hence along one axis of the
linear polarization splitting. The simulations also showed that multistability is more
difficult to achieve close to these axes.

a d

b e

c f

Figure 6.23: Symmetry. By rotating the linear polarization axis of the excitation,
the multistability cycle can be made strongly asymmetric. The width of the polarization
hystereses is also modified. Angles are indicated with respect to the reference orientation
θ0, which corresponds to an orientation along D+, i.e. along one linear polarization
splitting axis. a-c The middle branch is horizontal. Multistability occurs at a ρp = −0.45,
b ρp = 0 and c ρp = +0.45. The power for multistability is much lower in the symmetric
case θ0. d-f The middle branch is diagonal. Multistability occurs at d ρp = −0.2, e ρp = 0
and f ρp = +0.2. The power for multistability does not change significantly.

On the other hand, a very robust multistability is obtained for a nearly perpen-
dicular angle. The polarization hystereses are a bit reduced and the multistability
gap in the symmetric case is larger (see Figure 6.23 d, e and f). We also notice that
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the middle branch is not horizontal but strongly tilted.
To explain this behavior, one can think about the Bloch sphere experiment. A

change in the linear polarization axis of the excitation changes the path of the po-
lariton spin vector in the sphere. A different azimuthal angle generates a different
phase relation between spin-up and spin-down polaritons. We suspect that, depend-
ing on the angle, this phase relation can be more or less favorable to the observation
of multistability.

6.5.4 Summary

We realized all-optical control of the spinor interactions in our system. We summa-
rize the role of the different optical parameters as follows:

Cavity detuning δ: tunes exciton content and the strength of the biexciton ef-
fect. Multistability disappears at large negative detuning. However, if the
biexciton effect is too strong, bistability is suppressed. We observed a circular
to linear polarization modulation regime.

Laser detuning ∆: tunes the robustness of the polarization hystereses and can
also be used to tune the biexciton formation.

Excitation polarization degree ρp: changes the ratio between spin-up and spin-
down polaritons

Excitation power P : sets the position on the spin conversion plateaus. It allows
to merge the polarization hystereses in order to establish the multistability
regime

Orientation of the excitation linear axis θ : tunes the phase relation between
spin-up and spin-down polaritons and modifies the symmetry of the multista-
bility cycle.

The design of devices based on multistability would require a full mastering of
the optical excitation parameter. A wise combination of their different roles would
allow special manipulation of polariton spin ensemble, like for instance, triggering
the spin-switching to the desired state, as demonstrated in the following section.

6.6 Perspectives

6.6.1 A spintronic device

This work opens many perspectives. The most direct one will be to characterize the
system as a spintronic device. For this, it will be necessary to perform two beam
experiments in order to trigger the switching and to characterize the switching time.

Two preliminary two-beam experiments have been carried out. We excited the
sample with a pulsed laser in addition to the cw source. The 5 nm (FWHM) broad
pulse was centered on the exciton resonance so that the whole polariton spectrum
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was resonantly excited. This resulted into a blueshift of the whole polariton spec-
trum. For both experiments, the pulsed laser was sent with the same polarization
as the cw laser.

Suppression of bistability

The first experiment was done under circularly polarized excitation for both sources.
We measured the dependence of the bistability threshold powers of the cw laser in
function of the power of the background pulsed laser. The results of this experiment
are displayed in Figure 6.24. The lower threshold is found to be constant while the
upper threshold decreases with the background power.

This experiment may be related to the bistability suppression effect due to biex-
citon (see Chapter 5 and Section 6.5.1). It shows that, when the polariton states are
blueshifted because of a background density, the upper bistability threshold is the
most influenced one. The bistable behavior can thus be controlled with an additional
source.

a b

c d

Figure 6.24: Suppression of bistability The presence of a background density cre-
ated by a pulsed excitation mimics the bistability suppression effect due to the biexciton.
An increasing power of the pulsed laser leads to an increasing blueshift of the polariton
spectrum. The detuning of the cw laser need to be corrected accordingly. The bistability
condition should be written as a function of the new effective laser detuning (and polari-
ton linewidth). a-c The width of the bistability strongly decreases with the power of the
pulsed laser, i.e. with the background density. At 100 µW, the system behaves as an
optical discriminator. d While the lower threshold is not influenced by the background,
the upper threshold drastically decreases with the background power. This reminds the
conclusions of the OB-OL transition experiment with planar polaritons.
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Triggering multistability

The second preliminary experiment is more device oriented. We took advantage of
the power modulation caused by the pulsed laser to trigger a switch in the spin-
polarization state. To do so, we first excited the sample with the cw laser alone and
prepared the system in the multistability regime. We interrupted the scan of the
cw excitation polarization degree on the ρc = −1 branch, at a value of ρp around 0.
We then sent the pulsed laser in to modulate the excitation power. Depending on
the bias of ρp, we could trigger a switch to ρc = 0 or to ρc = +1. This experiments
demonstrates that spin switching can be triggered selectively with a polarization-
biased background control. It opens pathways to the development of logic gates.

Figure 6.25: Selective spin switching The scan of the multistability cycle is interrupted
on the ρc = −1 branch and a secondary excitation is sent to modulate the excitation power.
When ρp = 0, we trigger a polarization switch to ρc , 0. When ρp = 0.1 we trigger a
switch to ρc = +1.

Switching time

The characterization of the spin-switching time is an important issue that will be
investigated in further experiments. Different time resolved experiments can be
designed. We enumerate few of them:

i It is possible to excite the sample near the bistability threshold with the cw
laser and to trigger the jump to the upper branch with a secondary excitation.
Preliminary tests showed that, depending on the power combination, the system
remains or not on the upper branch after the secondary excitation is removed.
In the case where it does not, a time resolved experiment would inform us about
the switching time. In addition, it would help determine condition under which
the system performs either switch or latch operations.

ii The selective spin switching experiment (Fig. 6.25) shows that it should be
possible to trigger the switch between three output states −1, 0 and 1 by sending
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σ−, linear or σ+ pulses on a system prepared with a linearly polarized cw-
background4. A characterization of the switching time could be done by sending
three pulses at different delays. Studies of the dependence of the switch on the
pulses power, or of the switch sensitivity on the pulses polarization degree would
also be an interesting characterizations of such a multi-valued switch.

6.6.2 Spin squeezing

It is known that, in the bistability regime, squeezing is likely to appear. Karr
et al. [Karr 04] demonstrated this effect in the case of planar polaritons. The
observed squeezing was quite small (4 percents), and one can expect this effect to
be enhanced with confined polaritons as they constitute a much cleaner system.
Studying the correlations between spin-up and spin-down polaritons at the edges
of the multistability threshold would probably reveal the presence of sizable spin
squeezing.

Figure 6.26: Multistability of excited confined levels: conventional regime
Three branches intensity branches are observed in the intensity plot in the multistability
regime. A decrease of the excitation power leads to a spin trigger regime.

6.6.3 Multistability with excited states

We also evidenced multistability with high-energy confined polariton levels. Strik-
ingly, we could observe to multistability regimes, depending on excitation power. In

4If the multistability is symmetric, otherwise the background polarization may be slightly el-
liptical see Fig. 6.23
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the first one, shown in Figure 6.26, the behavior is the same as the one observed
with the ground state: three intensity branches are present and a transition from
multistability to spin triggering regimes is observed by decreasing the excitation
power.

In the case of excited states, this gives rise to a second multistability regime,
with only two intensity branches. On the middle polarization branch, both spin-
polarizations are on their lower intensity branches (see Figure 6.27). This effect is
very interesting because it indicates a strong memory effect. It is in contrast with
the multistability experiments with the ground state, where we saw that the memory
of the high-density regime is completely lost when the two spin-polarizations are on
their lower branch.

Here, a possible explanation would be that several energy levels are involved in a
multistability cycle so that the if a given states gets out of resonance with the laser,
another higher energy state might become resonant.

6.6.4 Transport

Another important observation in the multistability experiment with excited states
is that planar polariton states are well populated in the high-density regime. This is
illustrated in Figure 6.28, where one distinguishes the confined lower polariton states
but also the lower and upper planar polariton dispersions. This experiment suggests
a coupling between 0D and 2D states due to parametric scattering processes. In the
next chapter, we will see that it can have an influence on the collective spinor-fluid
dynamics of planar polaritons.

6.7 Conclusion

In conclusion to this chapter, we have investigated spinor interactions with confined
polaritons. The ”clean” system that constitute polariton mesas allowed us to acquire
a deep knowledge of the influence of the different optical excitation parameters on
the excitations. Spinor bistability substantially differs from conventional bistability.
In particular we faced an interplay between the repulsive spinor interaction between
polaritons of opposite spins and the biexciton formation by pairing of polaritons of
opposite spins. The former interaction is responsible for a coupling of the bistability
curves while the latter is responsible for a narrowing of the bistability of the minor
spin population. This effect can lead to an independence of the lower bistability
threshold, that produces drastic variations of the spin-up/spin-down population
ratio when the excitation power is changed. We therefore were able to demonstrate
high efficiency linear to circular polarization conversion and modulation. In addition,
because of the presence of polarization hysteresis, we demonstrated polarization
multistability for the first time in the solid state. Thanks to a characterization of
the complete polariton spin state, we evidence that the spin coherence is preserved
for the ∝ 102 polaritons present in the system. This is the demonstration that,
in these experiments, we are coherently manipulating a macroscopic spin ensemble
and justifies the use of the term spin-multistability. In addition to this regime, we
could evidence a regime of macroscopic spin-flip, where all the spins present in the



6.7. CONCLUSION 143

Figure 6.27: Multistability of excited confined levels: unusual regime. Lower
excitation powers than in Fig. 6.26 are studied. Strikingly, only two intensity branches are
observed in the multistability regime. We suppose that several excited states are involved
in this effect.

Figure 6.28: Multistability of excited confined levels: spectral information.
At high excitation power, LP2D and UP2D states are populated because of parametric
scattering processes. This indicates a coupling between 2D and 0D in the bistability
regime.
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system switch from spin-up to spin-down for a very small variation of the excitation
polarization degree.

In addition to the understanding of polariton spinor interactions, these experi-
ments open many perspectives to the design of polariton-spintronic devices.



Chapter 7

Spinor Effects in the Polariton
Fluid Dynamics

7.1 Theory of polariton superfluidity

The first prediction of microcavity polariton superfluidity was made by Carusotto
and Ciuti in 2004. In their approach, developed in Refs. [Carusotto 04] and [Ciuti 05,
Ciuti 01], they first consider separately the exciton and photon fields ΨX,C(x). The
elementary excitation spectrum is determined using a linearization theory. In pres-
ence of a static defect, different regimes for the collective fluid dynamics can be
found. The upper and lower polaritonic excitations can be retrieved by applying the
basic transformation Eq. (1.17)

(
ψLP

ψUP

)
=

(
Xk −Ck

Ck Xk

)
·
(

ψX

ψC

)
(7.1)

where Xk and Ck are the Hopfield factors. In our experiments, the energy blueshifts
due to polariton-polariton interactions are smaller than the Rabi splitting. There-
fore, upper and lower polaritons are not interacting with each other and can be
treated independently. We are then allowed to consider only the lower polariton
branch ψLP . In the following, we give a general summary of this theory and its
predictions. We recommend the reader to refer to the original papers for a detailed
description of the calculations.

7.1.1 Excitation spectrum

Model

The time evolution of the mean field ψLP (x, t) (Schödinger picture) is given by the
Gross-Pitaevskii equation

i
d

dt
ψLP =

(
ωLP − iγ + α|ψLP |2

)
ψLP + Fp ei(kp·x−wpt) (7.2)

where the polariton dispersion is approximated by a parabola ωLP = !2kp
2/2mLP .

We consider the polariton field in the rotating frame such that

ψLP (x, t) = ψ̃LP (x, t)ei(kp·x−wpt) (7.3)
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The Gross-Pitaevskii equation becomes

i
d

dt
ψ̃LP =

(
ωLP − ωp − iγ + α|ψ̃LP |2

)
ψ̃LP + Fp (7.4)

Linearization

The elementary excitations are obtained with a procedure analog to the Bogoliubov
theory for a weakly interacting Bose gas. The Gross-Pitaevskii equation is linearized
around a stationary solution ψ̃0. We write Eq. (7.4) for ψ̃0 + δψLP

i
d

dt
(ψ̃0 + δψLP ) =

(
ωLP − ωp − iγ + α|ψ̃0 + δψLP |2

)
(ψ̃0 + δψLP ) + Fp (7.5)

and develop the expression to the first order

i
d

dt
δψLP =

(
ωLP − ωp − iγ + 2αψ̃∗

0ψ̃0

)
δψLP + αψ̃0ψ̃0δψ

∗
LP (7.6)

Here again, we can assume that the field δψLP oscillates at the laser frequency and
is in phase with the laser.

Note that the same procedure gives a similar equation for the field δψ∗
LP . Both

equations are coupled to each other. Therefore, the equation can be written in the
(δψLP , δψ∗

LP ) basis. The evolution of the vector 3δψLP is then given by

i
d

dt
3δψLP = L · 3δψLP (7.7)

where the matrix L is

L =

(
ωLP − ωp + 2α|ψ̃0|2 − iγ αψ̃0

2

−αψ̃0
∗2 −ωLP + ωp − 2α|ψ̃0|2 − iγ

)
(7.8)

The Bogoliubov modes are the eigenvalues of L. They determine two dispersion
branches (diagonal terms) with anti-hermitian coupling (opposite signs for the anti-
diagonal terms). The two dispersion branches are symmetric with respect to the
pump position and are approximated by the following expression [Ciuti 05]

ω±
LP (k) , ωp + δk · vp − iγ ±

√
(2α|ψ̃0|2 + ηδk −∆p)(ηδk −∆p) (7.9)

where ∆p = ωp − ωLP (kp) − α|ψ̃0|2 is the effective detuning, vp = !kp/mLP is the
flow velocity, δk = k− kp and ηδk = !δk2/2mLP .
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7.1.2 Scattering against a defect

In presence of a defect, Eq. 7.7 needs to feature a driving force term 3f

i
d

dt
3δψLP = L · 3δψLP + 3f , 3f =

(
VLP (3x)ψ̃0

−VLP (3x)ψ̃∗
0

)
(7.10)

with VLP (3x), the scattering potential. The excitations satisfy the equation

3δψLP = L−1 3f (7.11)

This equation presents resonances for

ω±(k) = ωp (7.12)

This means that when flowing against a defect, polaritons will scatter to the points of
the dispersions that have the same energy as the laser. Depending on the excitation
conditions, it is possible to suppress the scattering. In this case, the defect does
not influence the polariton propagation: polaritons behave as a superfluid. Exact
calculations of the Bogoliubov dispersions in the normal and superfluid polariton
phases are shown in Figure 7.1, together with the corresponding momentum and
real space density patterns.

Non interacting gas

In Fig. 7.1 a, a low density of polaritons is excited resonantly, and with a wavevector
kp = 0.34 µm−1. The blueshift is very small, so the Bogoliubov dispersions are not
interacting. Scattering against the defect produces a resonant Rayleigh scattering
(RRS) ring in the momentum space. The real space pattern presents parabolic
fringes on top of the defect. The period of these fringes is related to the difference
in wavevector ∆k between two counter-propagating waves of the Rayleigh ring. In
this case, ∆k , 2kp.

Superfluid regime

In Fig. 7.1 b, polaritons are excited with a laser positively detuned and the same
wavevector as is the previous case. A high polariton density is created, so that the
resulting blueshift is large enough to overcome the laser detuning. The interaction
between the Bogoliubov branches is strong and one sees that they are drastically
modified. In particular, one notices a linear region of the dispersion. In addition,
for a smart choice of kp, it is possible to obtain special Bogoliubov dispersions for
which Eq. (7.12) admits no solution. In this case, scattering against the defect is
suppressed. In the presence of a defect, the fluid will flow without being perturbed
at all. The far-field collapses at kp and no fringes are observed in the near-field.

Landau criterion A criterion analog to the Landau criterion can be written for
polariton superfluidity as a function of the sound velocity cs =

√
α|ψ|2/mLP and

for ∆p ≤ 0 :

mLP
!2kp

2

m2
LP

−mLP c2
s < |∆p| (7.13)
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Figure 7.1: Bogoliubov dispersions: linear and superfluid regimes The exact
calculations of the Bogoliubov dispersion are represented, together with the correspond-
ing momentum space and real space densities. a Linear regime Dispersions. The
pump (purple dot) is given a small wavevector kp = 0.34 µm−1 and is at zero detuning
ωp−ωLP (kp) = 0. The blueshift is extremely small (10−4 meV), so that the parabolic dis-
persions are unperturbed. The two dispersions ω+

LP and ω−
LP touch each-other at kx = kp.

The dispersions are intersecting the 0 line (red dot) which corresponds to ωp. Momentum
space. In presence of a defect, polaritons will scatter to all the states that have the same
energy of the laser ωLP (kp) = ωp (see Eq. (7.12)). We obtain (red circle) the well known
resonant Rayleigh scattering (RSS) ring . The speckles are due to the presence of many
defects in the potential used for the calculation. Real space. The flow direction (kp) is in-
dicated by the large yellow arrow. The scattering against a defect (center) is characterized
by large parabolic fringes. This pattern results from the presence of counter-propagating
waves (e.g. large grey arrow). The period of the fringes λf depends on the difference
∆k between to interfering points of the momentum space. b Superfluid regime Dis-
persions. The dispersions are calculated for a large laser detuning compensated by the
interactions. Here, the Landau criterion Eq. (7.13) is verified. A special situation occurs,
where the Bogoliubov dispersions do not cross the 0 line. Momentum space. There is no
solution for ω±

LP = ωp and scattering is suppressed. The far-field emission collapses to
the wavevector of the laser. Real space. The propagation is not perturbed by the defect.
From Ref. [Ciuti 05].
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7.1.3 Experiments on polariton superfluidity

Amo’s experiments

Two important experiments on superfluidity have been carried out by Amo et al.
The first one consisted in observing the time resolved dynamics of a polariton gas
flowing against a defect without being scattered [Amo 09b]. In this experiment,
the Landau criterion could not really be applied because of the non-equilibrium
dynamics. The second experiment was closer to the proposal described above and
clearly demonstrated the superfluid behavior of polaritons by direct application of
the Landau criterion [Amo 09c].

Other indications

Other kinds of experiments also point out the superfluid behavior of polaritons.
Let us mention the experiments on the Bogoliubov dispersion by the group of
Yamamoto [Utsunomiya 08] and the experiments on full [Lagoudakis 08] and half
[Lagoudakis 09] quantized vortices in a polariton condensate by Lagoudakis. Note
that, this latter experiment not only constitutes the first observation of half-quantized
vortices, but it is also a crucial experiment regarding the possibility of having de-
coupled fluid dynamics for spin-up and spin-down polaritons.

7.1.4 Other regimes

An exhaustive description of the different regimes that can be obtained apart from
superfluidity is given in Ref. [Ciuti 05]. Among those, we highlight the sticking
branches regimes and the Cerenkov regime where special scattering resonances pro-
duce peculiar propagation wavefronts. These regimes are illustrated in Figure 7.2,
where we display the corresponding predicted near-field patterns.

Sticking branches

In Figure 7.2 a, the laser detuning is larger than the blueshift, so that ∆p > 0.
Because of anti-hermitian coupling, the Bogoliubov branches stick together between
their intersection points, yielding a linear region of the dispersion. The intensity
of the corresponding region of the momentum space is enhanced. The real space
pattern is characterized by large fringes and a shadow after the defect.

Narrow fringes

We consider the previous case of the sticking branches regime, but with a much
larger ∆p. In this case, the anti-hermitian coupling cannot overcome the separation
between the two branches, so that they only stick in the vicinity of their intersection
points (see Fig. 7.2 b). The pump is not touching the dispersions so it is immediately
scattered. Two intense spots are visible in the Rayleigh ring. The corresponding
propagating waves produce narrow interferences fringes all around the defect.
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Figure 7.2: Bogoliubov dispersions: other regimes Different propagation regimes
are calculated for a pump wavevector kp = 0.34 µm−1. Sticking branches. Dispersions.
The laser detuning is small !(ωp − ωLP (kp)) = 0.1 meV and almost compensated by the
blueshift α|ψ|2 = 0.07 meV. The two parabolic dispersion branches stick together between
their intersection points (green dots) because of anti-hermitian coupling. This produces
a linear modification of the dispersion. Near field. The intensity of the Rayleigh ring is
increased in the region kx , kp. Real space. The shadow after the defect is characteristic
of this regime. Narrow fringes. Dispersions. The blueshift α|ψ|2 = 0.075 meV is small
compared to the laser detuning !(ωp−ωLP (kp)) = 0.47 meV . The ω+

LP and ω−
LP branches

stick only close their intersection points (green circles), but in between, the anti-hermitian
coupling is not large enough to compensate the spacing between them caused by the large
laser detuning. Momentum space. The pump does not touch the Bogoliubov dispersions,
so it scatters to the points of the RRS ring at kx = kp. Real space. The two bright spots
in the momentum space give rise to two waves flowing with the same kx = kp but opposite
ky (large yellow arrows). The interferences produces narrow fringes all around the defect,
which period is related to the momentum difference: ∆kx,y , 2 µm−1. In the linear
regime this difference was ∆k , 1 µm−1, yielding a fringe period twice as large as in the
present case. Cerenkov-like regime. In this regime, interactions compensate the laser
detuning but the flow velocity is too large to satisfy the Landau criterion. The scattering
waves are linear. One can retrieve the ratio between the sound and fluid velocities by
measuring the aperture angle φ: sinφ = cs/vp.
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Cerenkov waves

We consider the superfluid regime, but with a much larger excitation wavevector
kp. In this case, the Landau criterion is not fulfilled. One can think that kp gives a
tilt to the dispersions so that there is now a solution for Eq. 7.12 and scattering is
possible. In this regime, called the Cerenkov regime (Fig. 7.2 c), the flow velocity is
larger than the sound velocity in the polariton fluid. One observes linear scattering
waves on top of the defect.

7.1.5 Spinor component

As suggested in Ref. [Solnyshkov 08], the polariton spin may have an influence on
the Bogoliubov modes. Clearly, controlling polariton fluid dynamics by acting on
polariton spins opens the way to very efficient spin-transport devices. We propose
to explore the polariton flow dynamics of microcavity polaritons and its sensitivity
to spinor effects.

7.2 Polariton fluid dynamics

In the following we describe preliminary studies of the polariton fluid dynamics.
Although we do not demonstrate a clear superfluid transition, we have strong indi-
cations for a suppression of the scattering against the defect. This superfluid-like
transition is in competition with the appearance of narrow fringes resembling the
ones described in Fig. 7.2. However, in our case, the narrow fringes seem to origi-
nate from a coupling between 2D and 0D states. We also evidence a Cerenkov like
regime. Finally we show that the dynamics of the polariton fluid is sensitive to the
excitation polarization and also to the position of the defect.

7.2.1 Experimental procedure

We study the propagation of a polariton fluid created with a 30 µm diameter exci-
tation spot. The fluid created with a given wavevector so that its flow is directed
toward a 3 µm diameter mesa. The laser is initially positively detuned with respect
to the polariton state. We use near field imaging in order to access the real space
propagation pattern. In addition, we spectrally resolved far-field imaging to access
the dynamics in the momentum space. A power study allows us to observe different
propagation regimes. As the experimental results discussed here are preliminary, we
discuss them only qualitatively. The observed dynamics did not significantly depend
on the detuning.

7.2.2 First observations

In Figure 7.3, we show a first power dependent study of polaritons propagation
against a mesa. We already can distinguish three phases.
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 0.79 mW  1.60 mW

 2.93 mW  3.59 mW  4.68 mW

 2.39 mW

FLOW

mesa

Figure 7.3: Collective fluid dynamics: near-field Polaritons are created by a 30 µm
diameter excitation spot (dashed circle) and flow against a 3 µm diameter mesa. We
record the near field pattern for 6 different powers. Two transitions can be observed: one
to a regime where scattering is suppressed and another one to a 2D-0D coupling regime.
0.79 mW: We distinguish large scattering waves. 1.60 mW: The region around the
mesa becomes smoother. A second, narrower wave pattern can be observed around the
mesa. 2.39, 2.93 mW: The scattering around the mesa is reduced. The large waves can
be seen only at the edge of the polariton spot. 3.59, 4.68 mW: At very high power,
the polariton density becomes maximal at the mesa position. The narrow fringes pattern
is also more visible. Horizontal axis: x, Vertical axis: y. Parameters: δ′ , −1.9 meV,
∆ , 0.6 meV, klaser , 0.5 µm−1.

Linear regime At low excitation power (0.79 mW), the system behaves as a non
interacting gas and the flow is characterized by large scattering waves similarly to
what is presented in Fig. 7.1.

Suppression of scattering fringes By increasing the excitation power (2.3,
2.4 mW), we reach a phase where the scattering intensity is reduced, reminding
us the features of a collapsing RRS ring and could be related to the build-up of a
superfluid phase. However, narrow fringes start to appear all around the mesa. In
addition we observe a shadow after the mesa as in the sticking branches regime (see
Fig. 7.2 a). The system is thus probably in competition between different regimes.

Narrow fringes At higher excitation power (>3 mW), the real-space pattern is
similar to the prediction for the narrow fringes regime (see Fig. 7.2 b). Hence, we
evidence two transitions dependent on the excitation power. However, there should
not be any no power dependent transition between the regimes of Figs. 7.2 a and
7.2 b1. We propose to discuss the corresponding spectral information.

1Or, at least, the sticking branches regime of Fig. 7.2 a should occur at a higher excitation
power than the narrow fringes regime of Fig. 7.2 b, contrary to what we observe.
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7.2.3 Spectral information

Suppression of scattering fringes

We are first interested in the transition to the low scattering regime, characterized
by a vanishing of the large scattering waves. The near-field is imaged on the slits of
the spectrometer in order to obtain dispersion (E, ky) images. Note that, here, we
study the polariton fluid dynamics at a different detuning than shown previously.
A similar two-transition dynamics is observed, the only difference being the values
of the threshold powers. The planar polariton state is at zero detuning. The mesa
acts as a 6 meV deep defect.

The first transition is characterized by a collapse of the far-field emission to the
laser position. As shown in Figure 7.4 a to d, the backscattering peak suddenly
disappears at the threshold power P1 , 1.6 mW. This indicates that the scattering
is strongly reduced along this first transition. It is in agreement with the near-field
images, where the suppression of the scattering waves around the mesa indicates a
superfluid-like. However, the presence of a shadow after the mesa shows that the
scattering on the mesa is not totally cancelled. This could be responsible for the
halo around kp observed in Fig. 7.4. In the following, we refer to this regime as the
low scattering intensity regime.

Coupling to confined states

The second transition corresponds to the build-up of narrow fringes and of a strong
emission from the region of the mesa. The spectral information shows that during
this transition, the states of the mesa suddenly light-up. In addition, scattering lobes
appear at large wavevectors and at the energy of the laser. This second transition
is depicted in Figure 7.4 e to h.

Figure 7.4 e is the emission spectrum of Fig. 7.4 d, saturated at the laser energy to
show that no emission is coming from the confined states. We observed a threshold
power 1.6 < P2 < 2.1 mW at which the 0D polariton states start to emit (Fig. 7.4 f).
Two lobes appear at k = 1.9 µm−1 and k = −2.2 µm−1. This kind of asymmetry
is likely to appear in the case where the scattering to the ω−

LP dispersion branch is
important. The ground state being at very negative detuning, it has a very poor
exciton content and therefore is only weakly populated by collisions.

At higher excitation power (Fig. 7.4 g and h), no significant change is observed
in the intensity of the emission from the mesa.

Open question

The coupling to confined state regime coincides with a spatial pattern similar to
the one predicted for the narrow fringes regime of Fig. 7.2. From our spectroscopic
measurement (see Fig. 2.7), we know that at these detunings, there is an overlap
in energy between the high-energy states of the mesa and the bottom of the planar
polariton dispersion. Therefore we are not sure whether the appearance of the
narrow fringes is due to the mesa states or to the scattering of planar polaritons.
The fact that this regime appears at high excitation power (hence for a blueshift
comparable to ∆p) might be an indication in favor of a contribution from the mesa.
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Figure 7.4: Spectrally resolved far-field images a-d Reduction of scattering intensity.
a At 800 µW, the emission is characterized by a strong peak at the laser position kp =
−0.6 µm−1 spot and backscattering peak at -kp. b and c When the power is increased, the
backscattering peak becomes less important. d At 1.6 µW, at first transition occurs, where
the backscattering peak disappears. This situation corresponds to the suppression of the
large scattering waves observed in Fig. 7.3. e,f Coupling to confined states transition. e
Shows the data of (d) with a saturated color scale to show that there is no emission coming
from the mesa. f At 2167 µW, a new transition occurs and the confined state suddenly
emit. In the near-field images, this corresponds to the appearance of a strong emission
from the mesa and of the narrow scattering waves pattern. g, h At higher excitation
power, there is no significant change in the intensity of the confined states. Note that
the same color scale is used for (e) to (h). Parameters: δ′ , −1.57 meV, ∆ , 0.3 meV,
kp , 0.5 µm−1.
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This would indicate that the build-up of a superfluid phase is hindered by a coupling
to the confined states in our system.

7.3 Spinor effects in the polariton fluid dynamics

7.3.1 Bistable transitions

We have evidenced transitions towards two scattering regimes for a polariton fluid
flowing against a potential well. The first is characterized by a suppression of the
scattering against the mesa and the second one to a coupling between the polari-
ton fluid and the confined states. Because of the polariton spinor component, we
evidenced different transitions under circularly or linearly polarized excitation.

In Figure 7.5, we plot the emission intensity with respect to the excitation power,
integrated over the energy axis. In case of circularly polarized excitation (Fig. 7.5 a),
we evidence two clear threshold powers at which the intensity jumps abruptly. The
first one corresponds to the transition between the linear and the low scattering
intensity regime. During this transition, the large scattering waves around the mesa
disappear and the far-field emission collapses at kp. The second transition rapidly
follows as shown previously: it corresponds to the transition to the 2D-0D coupling
regime. A clear bistability is observed for this transition. In some cases, we also
observed a bistable behavior at the first transition. The two transitions are very close
to each other, and this might be a reason why we don’t observe a clear superfluid
regime.
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Figure 7.5: Power study. We plot the emission intensity as a function of the excitation
power under circularly and linearly polarized excitation. The power is scanned from 0.6
to 4 mW and backward. We show the behavior of the polarization resolved emission in
the (σ+,σ−) basis. a The excitation is σ+ polarized. The σ− emission is negligible. We
notice two sharp transitions in the evolution of the σ+ emission. The first one corresponds
to the transition to a low scattering intensity regime and the second one to the coupling
between 2D and 0D states. A hysteresis behavior can be observed or each transition. In
the data shown here, the hysteresis is present for the second transition. b Under linearly
polarized excitation, σ+ and σ− emissions are equal. No sharp transition is observed any
more. Parameters: δ′ , −1.50 meV, ∆ , 0.3 meV, kp , 0.5 µm−1.
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In the case of linearly polarized excitation (Fig. 7.5 b), we observe a continuous
transition. No peculiar threshold is identified. The near-field evolution is character-
ized by a very smooth transition between the different regimes.

 -0.85  0  0.85 

Figure 7.6: Spinor effects The fluid dynamics is controlled by the excitation polarization
degree. Under nearly circularly polarized excitation, ρp = ±0.85, the system is in the 2D-
0D coupling regime. Under linearly polarized excitation ρp = 0, the system is in the low
scattering intensity regime.

7.3.2 Controlling parametric instabilities

By exploiting these differences, it is possible to tune the dynamics by simply chang-
ing the polarization degree of the excitation. That is, we prepared the system in
the narrow fringes regime under left-circular excitation and then we continuously
changed the excitation polarization to right-circular. At ρp , ±0.5, we observed
transitions between the low scattering intensity and narrow fringes regimes. We
illustrate briefly this experiment in Fig. 7.6. At ρp = ±0.85, the polariton fluid is
coupled to the mesa. Narrow fringes are observed around the mesa and the inten-
sity is maximal at the mesa position. At ρp = 0, the scattering against the mesa is
suppressed.

7.4 Position dependence

We finally discussed an interesting issue, which is the position of the mesa in the
excitation spot. Since we use a gaussian spot of 30µm diameter, the polariton
density is strongly inhomogeneous. Depending on the position of the mesa, it is
therefore possible to switch between the different regimes.

Figures 7.7 and 7.8 display experiments that illustrate this observation. In
Fig. 7.7, the system is in the high density regime. The mesa position is changed and
we observe successively a low scattering intensity regime, a narrow fringes regime
and a Cerenkov-like regime when the mesa is at the bottom, the middle and the
top of the spot, respectively. In Fig. 7.8, we show the power dependence study at
two different positions of the mesa in the spot. When the mesa is at the bottom of
the spot, we observe a transition to low scattering intensity regime. When the mesa
is at the top of the spot, we observe the build-up of a Cerenkov-like linear waves
pattern.
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a b c

Figure 7.7: Position dependence. The dynamics regime of the polariton fluid strongly
depends on the mesa position. a Low scattering intensity regime b 2D-0D coupling regime
c Cerenkov-like regime.

 5.45 mW 2.66 mW 1.06 mWa b c

 2.95 mW 1.96 mW 1.32 mWd e f

Figure 7.8: Power study: position dependence a-c Superfluid-like transition. d-f
Cerenkov-like transition. Note that in both cases, the coupling to confined states is likely
to be observed at even higher excitation powers.

7.5 Conclusion

In conclusion, we have presented preliminary experiments showing the great poten-
tial of the mesas structures to study polariton parametric instabilities and collective
fluid dynamics.

In further studies, the role of various parameters such as the spot size, the spot
shape, the relative depth of the mesa, the size of the mesa and the flow velocity (vp)
should be explored. The goal of this chapter is to show that it is possible to take
advantage of spinor interactions to monitor the polariton fluid dynamics.

Our study points out a very rich phenomenology, with, in particular, a compe-
tition between the suppression of scattering and the coupling between 2D and 0D
polaritons.

We observed striking differences in the dynamics under linearly or circularly
polarized excitation and successfully controlled the fluid scattering regime with the
excitation polarization.
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Conclusion

The goal of this Ph.D. thesis was to study the dynamics of microcavity polaritons
under lateral confinement. We analyzed different aspects of polariton interactions,
some that had already been widely studied with planar microcavity polaritons, oth-
ers that had not. As a general outcome, we showed that confining polaritons presents
several advantages that lead us to explore a novel and very rich physics.

We design cylindrical extensions of the cavity spacer, called mesas, to trap polari-
tons by acting on their photonic component. Thanks to confinement, the polariton
spectrum is discrete and the confined states present much narrower linewidths than
planar polaritons. In addition, the significant energy spacing between the states
allows us to work with single polariton levels. The system is thus easier to model
and to manipulate.

Polariton interactions are dominated by scattering with phonons and free carriers
in the low-density regime and by polariton-polariton scattering in the high-density
regime. Moreover, collisions between polaritons are strongly influenced by the po-
lariton spin. In this work, we characterize these interactions through appropriate
examples and underline the peculiar physics of confined polaritons. We establish
that the spinor nature of polaritons offers the possibility to achieve very efficient
control of polariton interactions and to develop innovative polariton spintronic de-
vices. We now review our main conclusions.

On the relaxation mechanisms of confined polari-
tons

We studied the way confined polaritons relax from the high-energy states to the low
energy states and the ground state. By means of time-resolved spectroscopy and
photoluminescence excitation experiments, we addressed this question both in the
low and high-density regimes.

Enhancement of polariton thermalization

In the low-density regime, we performed experiments on polariton thermalization.
It is well know that thermalization does not occur in planar microcavities unless the
temperature is raised or an electron gas is injected in the system. We performed
photoluminescence excitation experiments and studied the polariton energy distri-
bution as a function of the mesa diameter. In addition, we were able to create
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polaritons in a single energy levels of the upper or lower polariton multiplet and to
measure the time needed for polaritons to relax to the ground energy level.

We demonstrated that efficient polariton thermalization takes place in the
mesas of small (3 and 9 µm) diameters. In the large diameter mesas (20 µm), we
showed that thermalization is inefficient, as in the case of planar microcavities. We
could determine that scattering with phonons is favored by the relaxation of the
momentum conservation rule in small mesas. In large mesas, we determined the
role of states with large exciton content in slowing down the relaxation. In addition,
we demonstrate that the coupling between planar and confined polaritons is weak
so that no relaxation occurs between polaritons of different dimensionalities. We
found a very good agreement between our experiment and a theoretical model. We
developed a general picture for the mechanisms of polariton thermalization under
lateral confinement.

Collisional relaxation

In the high-density regime, we studied the impact of polariton-polariton collisions
on the spatial dynamics of microcavity polaritons. We performed two-dimensional
time-resolved spectroscopy to observe the dynamics of the polariton density in the
momentum space. We first created polaritons in a coherent superposition of the
three lowest energy states of a 9 µm mesa. This resulted into a peculiar state, which
dynamics was characterized by dipole oscillations of constant amplitude.

We compared the low and high-density regimes for mesas at negative and positive
detuning. At negative detuning, we found that the amplitude of the oscillations
decreases with the excitation power.

At positive detuning, where the larger exciton content increases the polariton-
polariton scattering rate, we observed a continuous damping of the dipole oscillations
during the polariton lifetime. We determined that this damping originates from mul-
tiple parametric scattering processes, which cause important energy redistribution
to the benefit of the ground state.

The role of collisions was emphasized by polarization dependent excitation ex-
periments in which we showed that the collisional damping is reduced under linearly
polarized excitation compared to circularly polarized excitation.

Perspectives

Achieving Bose-Einstein condensation in a controlled environment is essential to
deepen our knowledge of this peculiar state of matter. Obviously, the understand-
ing of the relaxation mechanisms is important to develop new samples and original
trapping structures. The research in determining new trapping techniques is fruc-
tuous and stimulating.

From a technological point of view, the spatial dynamics of polaritons in a trap
is an important issue on the route to the development of polariton circuits. Our
work shows that the polariton propagation is strongly influenced by the density and
that it can be polarization controlled.

In the next years, a new generation of samples will be fabricated in our laboratory.
Our findings may contribute to the design of smart and efficient structures.
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Lasing and condensation

We showed that nonlinear effects under nonresonant excitation cannot take place in
our sample because it contains only a single quantum well. Polariton lasing has been
achieved by many groups now, and a similar sample as the one studied here with
more quantum wells would certainly exhibit a kinetically driven transition towards
a macroscopic coherent phase under nonresonant excitation.

From our results on thermalization, we expect the possibility to drive such a
transition in the low density regime i.e. in the absence of collisions. This study
should better be done in mesas of less than 10 µm diameter. Moreover, it would
be interesting to address this problem in mesas of sub-micrometer diameters, in the
presence of only one confined state.

Collisional relaxation

Collisional relaxation should be investigated with other combinations of states (higher
energy, larger number of states, ...) and in mesas of different diameters, where the
energy level spacings (hence the scattering conditions) are different.

In addition, while accidentally doing this experiment in the presence of line
defects around the mesa, we observed strong polarization beats in the high den-
sity regime, but with very irregular periods. The study of collisional relaxation in
strongly asymmetric mesas (large ellipticity, rectangles) should be a way to control
this effect better.

On the spinor nature of polariton interactions

The collisional damping experiment was the start of deep investigations of the role
of spin in polariton interactions. Optical bistability was the ideal subject to address
this question since it originates essentially from polariton-polariton interactions. We
performed polarization resolved bistability experiments and compared the cases of
planar and confined polaritons.

Polarization control of optical instabilities

We observed that the optical bistability of planar polaritons is suppressed under
linearly polarized excitation. Consequently, we showed that the transition between
the different optical instability regimes (optical limiting, discrimination and bistabil-
ity) could be monitored by the excitation polarization. We attributed these effects
to the pairing of polaritons of opposite spins into biexcitons and reproduced the
experiments with a simple phenomenological model.

Spin multistability

We then studied optical bistability of confined polaritons in 3 µm diameter mesas,
where the energy difference between the ground state and the first excited state
is large enough to do our experiments only with the ground state. We performed
an extensive series of experiments to characterize spinor interactions and the role
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of biexcitons. We determined a resonance for the polariton pairing and clearly de-
fined the role of each control parameters (detunings, polarization, power). We were
then able to achieve all-optical manipulation of a coherent spin ensemble in the
solid state. We demonstrated high efficiency polarization conversion and modula-
tion, polarization-controlled hysteresis, spin multistability and high contrast spin
flip operations. This work opens many pathways to the spintronic applications of
microcavity polaritons.

Collective fluid behavior

We finally did a preliminary study of the collective fluid behavior of planar polariton.
In this case, we use the mesa structures as well-controlled defects. We investigated
the polariton propagation against a 3 µm diameter mesa and compared the different
regimes observed with theoretical predictions. We observed a competition between
the build-up of a low viscosity regime and the coupling to confined states. In ad-
dition, we highlighted the role of the excitation polarization and of the position of
the mesa in the excitation spot.

Perspectives

The spinor nature of polariton interactions is a subject that has been neglected
for a long time. We show that, because of the strong anisotropy of spinor inter-
actions, most polariton nonlinear phenomena can be controlled by the excitation
polarization. We could determine the sign of the interaction constant for polaritons
of opposite spin, which is opposite to what was generally assumed by theory. Note
that this result is in agreement with independent studies of polariton superfluidity.

Interactions

Here again, we evidenced the advantages of polariton confinement. We could acquire
a deep knowledge of spinor interactions and determine the conditions for observing
multistability. The pairing of polaritons of opposite spins into non radiative states
should be investigated theoretically in more details. In the case of confined po-
laritons, we could determine a resonance for this effect, which is determinant for
achieving multistability in our system. In the case of planar polaritons, no sharp
resonance could be observed. From our results, new samples could be designed to
observe multistability with planar polaritons. For instance, with larger Rabi split-
tings and narrower linewidths, it could even be possible to study multistability far
from the biexciton resonance and to obtain a multistable behavior similar to the
original proposal.

Device

Future experiments in mesas will be oriented towards time resolved multi-valued
spin switching. The coupling between bistable confined states and delocalized po-
lariton states has been suggested by the collective fluid experiments and by the
multistability with excited states experiment. This effect indicates the possibility
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of coupling propagating information to a localized memory and should clearly be
investigated in more details.

“Exotic” multistability

The multistability of excited states is an interesting issue. For instance one could
imagine creating switches with optical vortices states. Multistability could also be
used to generate half-vortices-like states.

Spinor superfluidity

Finally, the fundamental issues of polariton spinor fluid dynamics will also be ex-
plored. For instance, we have indications for the coexistence of superfluid and normal
fluid phases depending on the polariton spins.

Certainly, many more interesting issues will come out of the study of polariton
spin dynamics. Important connections can also be made with other fields.

Single photon generation, entanglement

The generation of on-demand single photon emitter is an important topic in the
research with quantum dot. Bistability is strongly related to the photon block-
ade effect with quantum dots coupled to cavities, and one could imagine designing
small diameter mesas to achieve this effect. Interestingly, a recent theoretical work
proposed to take advantage of the biexciton resonance in microcavities to generate
single photons. Regarding the importance of biexciton in our observations, this will
probably be an important issue in further works. Finally, let us mention the pos-
sibility of observing spin squeezing and entanglement in polariton mesas. Indeed,
since squeezing was observed in optical bistability experiments with planar cavities,
we expect to see at least similar effects with confined polaritons by doing correlation
measurements.
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E. Feltin, J.-F. Carlin & N. Grandjean. Spontaneous Po-
larization Buildup in a Room-Temperature Polariton Laser.
Physical Review Letters, vol. 101, no. 13, page 136409, 2008.

[Bezrukov 09] Sergey M. Bezrukov & Laszlo B. Kish. Deterministic multi-
valued logic scheme for information processing and routing
in the brain. Physics Letters A, vol. 373, no. 27-28, pages
2338–2342, 2009.

[Bloch 98a] J. Bloch, F. Boeuf, J. M. Gérard, B. Legrand, J. Y. Marzin,
R. Planel, V. Thierry-Mieg & E. Costard. Strong and weak
coupling regime in pillar semiconductor microcavities. Phys-
ica E: Low-dimensional Systems and Nanostructures, vol. 2,
no. 1-4, pages 915–919, 1998.

[Bloch 98b] J. Bloch, T. Freixanet, J. Y. Marzin, V. Thierry-Mieg &
R. Planel. Giant Rabi splitting in a microcavity containing
distributed quantum wells. Applied Physics Letters, vol. 73,
no. 12, pages 1694–1696, 1998.

[Bloch 02] J. Bloch, B. Sermage, C. Jacquot, P. Senellart & V. Thierry-
Mieg. Time-Resolved Measurement of Stimulated Polariton
Relaxation. physica status solidi (a), vol. 190, no. 3, pages
827–831, 2002.
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[Houdré 95] R. Houdré, J. L. Gibernon, P. Pellandini, R. P. Stanley,
U. Oesterle, C. Weisbuch, J. O’Gorman, B. Roycroft &
M. Ilegems. Saturation of the strong-coupling regime in a
semiconductor microcavity: Free-carrier bleaching of cavity
polaritons. Physical Review B, vol. 52, no. 11, page 7810,
1995.
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