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Abstract—Network coding has been proposed recently as an  Multimedia delivery systems, however, face importantsran
efficient method to increase network throughput by allowing mission challenges due to strict timing constraints thaigot
network nodes to combine packets instead of simply forwardig  the gesign of network coding algorithms. A practical networ
them. However, packet combinations in the network may incrase di h . ted in [4 hich
delay, complexity and even generate overly redundant infona- coding scheme 1S presented In [ 1, whic Proposes a proper
tion when they are not designed properly. Typically, the bes format for distributed transmission of multimedia streams
performance is not achieved when all the nodes perform netwk  This scheme adopts randomized network coding (RNC) tech-
coding. In this paper, we address the problem of efficiently f[acing  niques [5] and devises a special protocol to deal with binfger
network coding nodes in overlay networks, so that the rate of jsq 65 and timing constraints. Moreover, it introduces the

innovating packets is kept high, and the delay for packet dévery . . .
is kept small. We first estimate the expected number of dupligted  CONCEPt Of generations that restricts the coding operation

packets in each network node. These estimations permit to lset  Packets that share similar decoding deadlines. In thisrsehe

the nodes that should implement network coding, so that the the network coding coefficients are communicated along with
innovating rate increases. Two algorithms are then proposifor  the data packets so that the decoder can recover the trégsmit
the cases where a central node is aware of the full network information. However, network coding also induces delays

statistics and where each node knows the local statisticsdm its d tati | head that i ith th b
neighbor, respectively. The simulation results show thatri the and computatonal overhea at increase wi € number

centralized scenario the maximum profit from network coding Of network coding nodes. As delay is critical in streaming
comes by adding only a few network coding nodes. A similar applications, nodes often have to perform packet comlanati
res_ult is obtained with the algorithm based on Io_cal statigits, with only a few packets from their receiving buffer. Hendwe t
which moreover performs very close to the centralized solubn. probability of generating purely redundant packets ingesa

These results show that the proper selection of the network h twork codi fi vel ted i
coding nodes is crucial for minimizing the transmission dedy WNEN NEWOrk coding Operations aré successively repeated |

in streaming overlays. many nodes. It becomes important to select efficiently the
Index Terms—Network coding, delay minimization, through- Subset of nodes that perform network coding in order to
put maximization, overlay networks. maximize the performance of the streaming system.

In this paper, we discuss solutions for the placement of
network coding nodes in order to minimize the transmission

The recent development of overlay networks is quite integejays. We adopt the generation and buffer models of the
esting for multimedia transmission since these networfeyofpractica| network coding scheme proposed in [4]. We estmat
significant network diversity that can be used for improveghe rate of innovative packets in the network nodes, and we
quality of service. The traditional streaming systems Base |ater select the network coding nodes in order to minimize th
ARQ or channel coding techniques often fail to efficiently exedundant information in the network. We consider two cases
ploit this diversity, since they suffer from high computatal \yhere (i) a central node is aware of full network statistics o
costs and are quite unreliable in large scale networks thﬁy only local statistics are known by the nodes, respetyiv
channel conditions are hard to estimate. A different pgradi |n poth cases, we further design algorithms that iterativel
has been initiated recently with network coding [1], [2].ev@ determine the positioning of a given number of network
some processing is requested from the network nodes cding nodes such that the innovative rate is maximized. The
order to improve the transmission performance. Speciicalkimylation results show that only a few network coding nodes
network coding nodes randomly combine the buffered packgigd to throughput gains close to max-flow min-cut bound
before forwarding them to next hop nodes. It is particularlyng greatly decrease the delay necessary for data delivery.
appealing in networks with diversity, as it does not impos@oreover, the algorithm that only considers local network
coordination between nodes. It allows for better adaptaiio statistics performs very competitively with the algoritihat
the available bandwidth and even permits to approach maxses full knowledge of the network topology. Both algorithm
flow min-cut bound of the network graph. Overall, the networkyen select the same nodes for network coding in most of
coding systems show improved resiliency to dynamics, delayhe cases. Furthermore, they both outperform solutionsavhe
scalability and buffer capacities [3]. network coding nodes are selected randomly.

This work has been partly supported by the Swiss Nationabrgei  1Ne€ Problem of the selection of network processing nodes
Foundation, under grant PZOOP2-121906. has been addressed in a different context in [6]. The plaoeme

I. INTRODUCTION



Client network coded packets that are sent to neighbour nodes. As

g suggested in [4], the NC nodes first check whether the redeive
packets are innovativeNon-innovative packets are discarded
immediately as they do not increase the symbol diversity int
the network. Then the nodes randomly combine the remaining
‘% 0 packets with coding operations performed in large Galoidgie
..... : in order to reduce the probability of generating duplicatds
) SF nodes simply transmit at each opportunity the first packet
i in their incoming buffer, which has not been sent previously
) The buffer is managed in a first-in-first-out manner, wheee th
5o .
oldest packets are replaced by the new ones when the buffer is
full. When the outgoing bandwidth is larger than the incagnin
Fig. 1. lllustration of a system for streaming on overlaywwks. Multiple One'_a SF node randomly rep_llcatgs _paCket_S from its buffer by
streaming servers (SS) send information to clients on & Ipasket network making sure that the packet diversity is maximal for eacltnef t
via intermediate nodes that can be either network coding) Cstore and outgoing links. Finally, the clients perform network detuayl
forward’ (SF) peers. L ! . .
after receiving enough packets to build a full rank decoding
system.

of a limited number of network-embedded FEC nodes (NEF) is When the network is mostly composed of SF nodes, there is
considered in networks that are organized into multicaststr @ non-zero probability for the reception of duplicate pashe

The placement is chosen in order to enhance the robustn&§snetwork nodes. The duplicates can be generated by a node
to transmission errors and to improve the network’s threugHat does not receive enough diverse packets, or from elfter
put. NEF nodes first decode and successively re-encode f@éles that independently transmit identical packets. &hes
recovered packets in order to increase the symbol diversityduplicate packets decrease significantly the packet diyers
greedy algorithm is proposed for placing NEF nodes. AlthougspPecially in networks containing bottlenecks. Howeviee t
the proposed method is efficient, it is computationally expecareful placement of a few network coding nodes in the
sive and unrealistic to be deployed in dynamic networks. Ryerlay can help to reduce the number of duplicates in the
contrast to [6] we rather consider the placement of prongssinetwork. Indeed, the network coding nodes act somehow
nodes in the more general case of overlay mesh networks witfnilarly to sources in the sense that they refresh the set of
randomized network coding for distributed packet deliverpackets in the network by coding operations. However, when
Note finally that the problem of finding network codes with &1e number of network coding nodes becomes too large, the
minimal number of encoding nodes has recently been studid@bability for the randomized network coding operations t

in [7] where the problem is shown to be NP-hard. In thigenerate duplicate packets becomes non-negligible. I+ add
paper we rather consider randomized network codes for #@n, the delay and computational overhead in the system
implementation of practical distributed systems where rye tgenerally increase with the number of coding nodes. This

to limit the number of coding nodes while large performanc@early outlines the tradeoff underlying the effectiveqelment
gains are achieved. of network coding nodes.

Source

Lossy packet network

Client

1. SYSTEM DESCRIPTION [1l. SELECTIVE PLACEMENT OFNC NODES

The overall streaming system consists of servers, clients'V& Now propose algorithms for an effective placement of
and intermediate nodes, as illustrated in Fig. 1. The ndtwdf€ network coding nodes. The objective is to minimize the
is modeled by a directed acyclic gragh= (V, E) whereV average delay at.decoder by reducmg t_h(_a packet_ repl|ca}t|on
is the set of network nodes afdis the set of edges (links) in With network coding, and hence maximizing the innovative
the network. Each network link is characterized by its citpac floW rate in the network. We first estimate the packet replica-
c;; which is expressed in terms of packets per second as wif? Probability at the clients and later propose two iteeat
as the packet loss rate ;. We assume that all servers transmi@!gorithms for network coding node selection.
the same multimedia content to clients via intermediateesod
that could either be network coding (NC) or “store ané. Packet replication probability
forward” _(SF) nodes_. We conS|der_ that the intermediate 8ode |, order to compute the packet replication probability, we
are not interested in the transmitted content, but rather @,y consider the SF nodes in the overlay. We assume that the
as helper nodes and assist the packet delivery system. T{€ nodes cancel the replication effects and we do not conside
system implements a push-based strategy which involvesrlowhem in the computation of the packet replication probtibdi
communication and coordination overhead than a pull-bas@g then definey? (k) as the probability for the client to
solu_t|0n. The servers also implement randomized network.eive times a packet sent from node This probability
coding for improved robustness, and the coded packets gk pe computed recursively starting from the clients to the
then pushed to the clients through the successive inteateedige yers. We defind®,, as the set of children for node The

nodes. _ _ probability p” (k) is then given by
The intermediate nodes that perform network coding com-

bine randomly the buffered packets in order to generatéinnovative packets are the packets that carry novel infioma



NN m at m, or all replicas are lost in the case the packet has been
pe(k) = Z P - (1= Tnm) - B {07 (M)- 1) replicated at noden.
WTGD" m m (1) We can now compute the packet replication probabilities
P (M +1,k) + (1= 0™(M)) - P"(M +2,k)} at the clients with an iterative algorithm, as illustrated i
wherep,, ,, = ——S2m is the probability that a packet fromAlgorithm 1. The algorithm starts by first initializing the
Z Crnm, probabilities for all clients. All paths in the directed atig

) meD, graph are visited backwards from clients to servers. Every i
noden is forwarded to a descendant node The parameter {ormediate node computes by Egs. (1) and (2) the probasiliti

P represents the probability that a packet received by tigy; each client receivésreplicas. The intermediate nodes are
nodem is not deleted due to buffer overflow. It is written as;onsjgered only when all their child nodes have been already
5 {bo(m> bo(m) < b;(m) processed. The NC nodes are excluded from the analysis. This

be(m)’ process terminates at servers. When a packet is recéived
1, bo(m) > b;(m) . . i . )
times by a client, it meank — 1 duplicates are received (only
b,(m) andb;(m) are respectively the cumulative incoming andthe first received packet is innovative). Therefore, theeeigad
outgoing capacity (in packets) of node. number of packet replicas received by each clieid given
By the design of our packet replication protocol, the numbéy
of replications is the same for every packet with at most one

. . . . N,
unit difference. In particular, a packet can only be dupéda B =
either M or M + 1 times, with N(e) = 26; bo(s) - ; Pe(k) - (k1) )
M = LLJ ’ where S denotes the set of servers and NC nodes &pgd..
bi(m) is the maximal number of duplicates that can be generated by

wherer™ is the total number of duplicates generated at nodiee network. The expected flow of innovative packets at tlien
m (i.e., ™ = b,(m) — b;(m)). We denote by:” the number c is finally given by

of duplicates transmitted by the node for each packet it

receives. We can define the probability that this number of I(c) = bi(c) — N(c) (5)
duplicates isM as

67 (M) = Prob(z™ = M) =1 — o AIgorllthm. 1 F:omputatlon of mngyguve flow raFes
bi(m) 1: Initialization: set the probabilities of the client nodes:
Respectively, we havé™(M + 1) = 1 — 6™ (M). Finally, _ Lj=c _
P™(M,k) in Eq. (1) is the probability that: duplicates pL(l) = 0.7 % ¢ pL(k) =0,k #1

of a packet reach the client, when M replicates of this
packet had originally been generated by nede Note that 2: while there are unprocessed nodes remaimiog
k might be larger thad/ due to successive replication stages3:  Process next node (in inverse topological order), apply-
in the network. We assume that each packet replica travels ing recursively Egs. (1) and (3).
independently through the network, and we can compute th¢ end while
probability P (M, k) as 5. The expected number of duplicate packetseceived by
each clientc is computed from Eq. (4).
k ws wy—1 M-—1 6: The expected flow of innovative packetdor client ¢ is
P™(M, k) = Z Z Z H P (L) - p(war) (2) computed from Eq. (5).

11=012=0 lm—1=0 j=1

wherew; = k—zz;ll l;. By iterating between Eq. (1) and Eq.B. Node selection algorithms

(2), we can estimate the number of duplicates received fromypq problem of the optimal selection of the NC nodes is
any source in the network. Note that, for the special case&Vhgnq\yn to be an NP-hard problem. We focus here on a greedy
k is zero (i.e., no copy of a packet transmitted from nade yn5rq4ch that searches at each step the optimal placement fo
is received at client), the probability of replicates can beqye| network coding node, assuming that all other NC nodes

written as are known. The candidate nodes for turning into NC mode
p(0) = Z prm ATnm + (1= mpm) - (1= B) + are only the SF intermediate nodes. The algorithm iterigtive
meD,, ' ' examines all nodes backwards from clients to servers and

(1= mp) - B - {0 (M) - PP(M +1,0) + O fin?lly EUtp(;l'tS the subset of nodes that should implement
m m network coding.
(L—=0™(M)) - P"(M +2,0)}}. We now consider two different cases with (1) a centralized
The three terms in the right side of Eq. (3) corresporgblution with global knowledge of the network and (2) a
respectively to the fact that a packet can be either erasedsmution where all the nodes only have a local view of the
the link connecting nodes andm, lost due to buffer overflow network. The Algorithm 1 is used in both cases to compute



Algorithm 3 Distributed NC node selection
1: fori=1to Kdo
the innovative rates, whose computation stops before iiegch 2:  for every SF node: do

the server in the second scenario. 3 Estimate the flow of innovative packets received by
1) Global information: A fully centralized algorithm is every client when node is not NC (computation is

devised to accurately determine the number of duplicate limited to the neighbourhood of).

packets received by each client node (see Algorithm 2)4: Temporarily transform node into NC.

Global information about the network is used to compute the: Estimate the new flow of innovative packets received

innovative rate at each client. This leads to the selection o by every client (computation is limited to the neigh-

K NC nodes by iteratively computing the change that would bourhood ofn).

maximize the increment in innovative rate at the clientse Th 6: Compute benefit of transforming into NC.

value of K can be determined based on the maximum number:  end for

of nodes that the network can support or the delay that the: Globally select node with largest benefit and add it
transmitted data can tolerate. permanently to the set of NC nodes.

9: end for

Algorithm 2 Centralized NC node selection
1: for i =1 to Kdo

2. for each candidate node.., in the set of SF nodes. jreqular overlay networks using NS-3 [8] simulator. Weatee

do the irregular network topologies starting from regulargdra
3 Add nes; to the set of NC nodes. . where nodes are grouped into coding stages, depending on
& Estimate the flow of innovative packets received by, hop distance to the server. The regular topologies have
every client (Algorithm 1). the same number of nodes per coding stage and each node is
5: Removern,.; from the set of RNC nodes. connected to all nodes in the next coding stage. We consider
6. end for _ _ regular graphs with 26 coding stages and 4 nodes per coding
7. Select among the different candidates the nede: gsiage where all the nodes have the same number of parent
that maximize the innovative rate. and children nodes. Then we create irregular topologies by
8  Add this node permanently to the set of NC nodes. (andomly pruning or shifting network links. Pruning simply
9: end for consists in removing a link from the regular topology. Shijt

consists in randomly changing the destination of some Jinks
2) Local information: The centralized approach above isvhile making sure that cycles are avoided. The link pruning
probably unrealistic in large networks because it requines and shifting probabilities follow uniform distribution drthe
a hypernode is aware of the network status and is able to tragsgkining and shifting rates are set to 5 %. We also force all
all packet replications. We therefore propose to distélthe peer nodes to have at least two incoming and two outgoing
node selection algorithm to address a scenario where e#igks, since path diversity is at the core of network coding
node only has a local view of the network. An algorithngolutions. Finally, the packet loss rate of each link is set t
similar to the centralized solution is applied in each nede5% and the capacities of the link follow uniform distribution
neighbourhood in order to compute the benefit of replacingi®the rangef5, 20] packets/second.
SF node by a NC node. We assume that every node knowShe network coding operations are performed in a Galois
the total input capacity of the clients even if clients are ndield of size GF256), and the size of a coding generation is 32
part of the node’s subnetwork. Thus, the information aboptckets. The decoding is performed by gaussian elimination
clients’ total input capacity is propagated upwards on thge analyze the performance in terms of decoding delay. We
network. Every node uses the receiveft(k) and clients’ compute the average delay as the time needed for each client
input capacitiesV;(i) for computing its probabilitiep; (k). to receive 32 linearly independent packets (i.e., a geioeat
This data are successively forwarded to the ancestor nod@sorder to be able to decode the source information. The
The above procedure is repeated till the servers are reache@écoding times are, however, not included in the overalylel
Note that, in a fully distributed scenario, each node indenalysis as they mainly depend on the implementation. lyinal
pendently decides whether it should be replaced by a NC naglesimulation results are averages of 100 simulations.
and the decision is taken by comparing the estimated benefifirst, we compare the proposed centralized algorithm (Algo
with a predetermined threshold value. In our implementatiqithm 2) with two methods that choose the position of 10 NC
the decision is, however, greedy and centralized. Thud) eafdes in an overlay network consisting of 108 nodes by: (a) a
node independently computes the potential gain that aifisegcheme (greedy search) using Algorithm 2 but using instéad o
it turns into a NC node. These gains are sent to a central nadgimates the real network statistics and (b) randomlyepilae
that eventually decides about the location of the NC nod@$cC nodes. Fig. 2 (a) and (b) shows respectively the average
The algorithm used for selecting network coding nodes is delay times for each client and the effective throughputnir
illustrated in Algorithm 3. the results, it is obvious that the decay of decoding timeb an
IV. SIMULATION RESULTS the corresponding increase of throughput is sharp for tise fir
We evaluate here the performance of the proposed netwéelv selected NC nodes. The gains become less pronounced
coding node selection algorithms for multimedia streaming after the addition of 8 NC nodes. We can also see that the
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Fig. 2. Performance of the NC node selection algorithm foiregular network of 108 nodes. Linear NC and routing flowrespond to the extreme cases
where all nodes are NC and SF nodes respectively.

In our scheme, only a few nodes perform RNC in order to
proposed algorithm performs similarly to the greedy exhauseet a tradeoff between computational complexity, delay an
tive algorithm. The random replacement algorithm perfornpmacket duplicates. Two different algorithms are proposed f
poorly and is comparable to the other methods only for large effective placement of the NC nodes. The first algorithm
number of NC nodes. We also compare with the case whassumes full network knowledge, while only local statstce
all nodes perform network coding. From Fig. 2(b) we obsenavailable for the second one. The experimental evaluation o
that with 10 NC nodes the maximum throughput is almogtregular networks shows that both schemes could achieve th
achieved, but with a significantly smaller computationadtcosame throughput as a full network coding system with only a
compared to a full network of NC nodes. Finally, the routinfew well-positioned NC nodes.
flow denotes the achievable multicast throughput when the
network only contains SF nodes. We note that the throughput REFERENCES
becomes smaller than that of the r_outi_ng scheme when thﬁr]eR_Ahlswede‘ N. Cai, S-Y. R. Li, and R. W. Yeung, “Netwdriformation
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We have presented a streaming system based on network
coding for multimedia transmission in overlay mesh network



