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ABSTRACT

This paper describes a publicly available database of subjective
scores, relative to quality assessment of 156 video streams encoded
with H.264/AVC and corrupted by simulating packet losses over
an error-prone network. The data has been collected in controlled
test environments at the premises of two academic institutions. A
detailed statistical analysis of subjective results has been performed,
showing high consistency of the collected scores. In addition to sub-
jective scores, we have made available to the research community
both the uncompressed files and the H.264/AVC bitstreams of each
video sequence, in order to provide a common database of bench-
mark data to test and compare the performance of full-reference,
reduced-reference and no-reference video quality assessment algo-
rithms.

Index Terms— Subjective test, video quality assessment,
H.264/AVC, packet losses.

1. INTRODUCTION

Research in the field of video quality assessment relies on the avail-
ability of subjective scores, collected by means of experiments
where groups of people are asked to rate the quality of video se-
quences. In order to gather reliable and statistically significant data,
subjective tests have to be carefully designed and performed, and re-
quire a relevant number of subjects. For these reasons, the subjective
tests are usually very time consuming. Nevertheless, subjective data
are fundamental to test and compare the performance of the objec-
tive algorithms, i.e. metrics, which try to predict human perception
of video quality by automatically analyzing the video streams.

Examples of comparative studies of objective video quality met-
rics are those carried out by VQEG (Video Quality Expert Group)
[1] and [2], based on the results of two extensive campaigns of sub-
jective tests which involved many laboratories. Unfortunately, the
subjective results and the test material used to perform these studies
have not been made publicly available, thus VQEG subjective results
cannot be used by independent researchers for testing of more recent
and future metrics. Also, many studies are available in literature, re-
porting results of subjective experiments, such as [3] and [4] which
investigate quality degradation in video streaming applications, but
none of them has provided public access to the collected data to the
research community.

At the best of author’s knowledge, the only publicly available
databases of subjective results and related test material, in the field
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of visual quality assessment, are the LIVE database [5] and the
TID2008 database [6] for standard definition images, and the EPFL
database for high resolution images [7]. The first contribution of
a public database for video quality evaluation has been proposed
by the authors in [8]. This database includes CIF video sequences
coded with H.264/AVC reference software and impaired by simulat-
ing packet losses over an error-prone channel. The subjective data
have been gathered at the premises of two academic institutions:
Politecnico di Milano (PoliMI) - Italy, and Ecole Politechnique
Fédérale de Lausanne (EPFL) - Switzerland. In addition to sub-
jective data, the database includes the original video contents and
configuration files used to encode them, the original and corrupted
H.264/AVC bitstreams, as well as the network simulator used to
generate the test material.

Our goal in this paper is to present an extension of the study
in [8], by including also video contents at 4CIF resolution and to
discuss the statistical analysis of the subjective data gathered by the
two aforementioned institutions. The rest of the paper is organized
as follows: Section 2 briefly describes the test material, the envi-
ronmental setup and the subjective evaluation methodology used in
our study; Section 3 presents the statistical analysis performed on
the subjective data in order to describe the results of the experiments
and to compare the data of the two laboratories; Section 4 concludes
the paper.

2. SUBJECTIVE TEST CAMPAIGN

In order to produce meaningful subjective results, the test material
needs to be carefully selected and the subjective evaluation proce-
dure must be rigorously defined. In our work, we adapted the spec-
ifications given in [9] and [10] as detailed in [8] and summarized in
the following.

2.1. Test video sequences

To produce the test material, we considered twelve video sequences
in raw progressive format. Six sequences, namely Foreman, Hall,
Mobile, Mother, News and Paris, have CIF spatial resolution
(352×288 pixels) and frame rate equal to 30 fps. The other six
sequences, namely Ice, Harbour, Soccer, CrowdRun, DucksTakeoff
and ParkJoy, have 4CIF spatial resolution (704×576 pixels): the
former three sequences are available at 30 fps; the latter three se-
quences were obtained by cropping HD resolution video sequences
down to 4CIF resolution and downsampling the original content
from 50 fps to 25 fps. These sequences were selected since they are
representative of different levels of spatial and temporal complexity,
as computed by means of the Spatial Information (SI) and Temporal
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Fig. 1. Spatial Information (SI) and Temporal Information (TI) in-
dexes computed on the luminance component of the selected video
sequences [11].

Table 1. Quantization Paramaters used to encode the video se-
quences and corresponding bitrates and PSNR values.

Sequence Spatial res.
and fps

Bitrate
[kbps]

PSNR
[dB]

QP

Foreman CIF 30fps 353 34.4 32
News CIF 30fps 283 37.3 31
Mobile CIF 30fps 532 28.3 36
Mother CIF 30fps 150 37.0 32
Hall monitor CIF 30fps 216 36.2 32
Paris CIF 30fps 480 33.6 32
Ice 4CIF 30fps 1325 40.8 28
Soccer 4CIF 30fps 2871 37.2 28
Harbour 4CIF 30fps 5453 36.3 28
CrowdRun 4CIF 25fps 6757 33.47 30
DucksTakeOff 4CIF 25fps 7851 30.43 34
ParkJoy 4CIF 25fps 6187 31.46 32

Information (TI) indexes [11] and showed in Figure 1.

We encoded all sequences using the H.264/AVC [12] High Pro-
file to enable B-pictures and Context Adaptive Binary Arithmetic
Coding (CABAC) for coding efficiency. Each frame is divided into
a fixed number of slices, where each slice consists of a full row of
macroblocks. The rate control available in the reference software
was disabled since it introduced visible quality fluctuations along
time for some of the video sequences. Instead, a fixed Quantiza-
tion Parameter (QP) was carefully selected for each sequence so as
to ensure high visual quality in absence of packet losses. The QP
values used for each sequence, along with the corresponding bitrates
and PSNR values, are shown in Table 1. Apart from considering
the PSNR values as indicators of the quality level, each coded se-
quence was visually inspected in order to check whether the chosen
QPs minimized the blocking artifacts induced by lossy coding. For
further details of the coding configuration please refer to [8].

For each of the twelve original H.264/AVC bitstreams, we gen-
erated a number of corrupted bitstreams by dropping packets accord-
ing to a given error pattern. To simulate burst errors, the patterns
have been generated at six different PLRs [0.1%, 0.4%, 1%, 3%,
5%, 10%] with a two state Gilbert’s model with an average burst
length of 3 packets, since it is characteristic of IP networks [13]. For
each PLR and content, two realizations were selected, thus a total of
72 CIF test sequences and 72 4CIF test sequences were included in
the test material.

2.2. Subjective evaluation procedure

The CIF and 4CIF data were presented in two separate test sessions.
Subjects were seated directly in line with the center of the video
display at a specified viewing distance, equal to 6-8H for CIF data
and 4-6H for 4CIF data, where H is the native height of the video
frame. Laboratories set up and environmental conditions are detailed
in [8].

In our subjective evaluation we adopted a Single Stimulus (SS)
method in which a processed video sequence is presented alone,
without being paired with its unprocessed reference version. The
test procedure included also the reference version of each video se-
quence, which in this case is the packet loss free sequence, as a free-
standing stimulus for rating like any other.

Each sequence was displayed for 10 seconds. At the end of each
test presentation, follows a 3-5 seconds voting time, when the subject
rates the quality of the stimulus using the 5 point ITU continuous
scale in the range [0− 5] as described in [11].

Each session included 83 video sequences: 72 test sequences,
i.e. realizations corresponding to 6 different contents and 6 different
PLRs; 6 reference sequences, i.e. packet loss free video sequences; 5
stabilizing sequences, i.e. dummy presentations, shown at the begin-
ning of the test session to stabilize observers’ opinion. The dummy
presentations consist in 5 realizations, corresponding to 5 different
quality levels, selected from the same test sequences. The results
for these items are not registered by the evaluation software but the
subject is not told about this.

The presentation order for each subject is randomized according
to a random number generator, discarding those permutations where
stimuli related to the same original content are consecutive.

Before each test session, written instructions are provided to the
subjects to explain their task. Additionally, a training session is per-
formed to allow the viewer to familiarize with the assessment pro-
cedure and the software user interface. The contents shown in the
training session are not used in the test session and the data gathered
during the training are not included in the final test results. In partic-
ular, for the training phase we used two different contents for each
spatial resolution, namely Coastguard and Container at CIF resolu-
tion, City and Crew at 4CIF resolution, and 5 realizations of each,
representatives of the 5 point ITU continuous scale.

The number of subjects involved in the test sessions are as fol-
lows: twenty-three for CIF and twenty-one for 4CIF at PoliMI and
seventeen for CIF and nineteen for 4CIF at EPFL. All subjects re-
ported that they had normal or corrected to normal vision. Their age
ranged from 24 to 40 years old. Some of the subjects were Ph.D. stu-
dents working in fields related to image and video processing, some
were naive subjects.

3. STATISTICAL ANALYSIS OF THE RESULTS

The statistical analysis of the results aims at studying whether: i) the
variation in subjective scores is a result of the intended variation of
experimental variables, rather than a random variation; ii) the con-
clusions of a study based on a limited sample of subjects are valid
for the entire population. The scores collected for the CIF and 4CIF
sessions by the two laboratories have been processed separately but
applying the same procedure. Prior to any processing, we used the
Shapiro-Wilk test to verify the normality of distributions of scores
across subjects. The results of this test showed that the scores distri-
butions are normal or close to normal, thus justifying the processing
detailed in the next subsections.



3.1. Data screening

Although each subject has been trained according to the same pro-
cedure, subjects may have used the rating scale differently. This be-
haviour can be modeled by representing the raw score mij assigned
by the subject i for the test condition j as:

mij = gimj + oi + nij (1)

where mj is the true quality score for the stimulus j, gi is a gain
factor, oi is an offset, and nij is a sample from a zero-mean, white
Gaussian noise [14]. In this model, the gain and offset could vary
from subject to subject. If the variations are large across the subjects
or the number of subjects is small, a normalization procedure can be
used to reduce the gain and the offset variations among test subjects.

In order to check the between subject variability, a two-way
ANOVA was applied to the raw scores [14]. Under the null hy-
pothesis for between subjects variation, scores given by the various
subjects are samples drawn from the same distribution. The p-value
resulting from the ANOVA expresses the probability of observing
the obtained scores if the null hypothesis was true. Therefore, a suf-
ficiently small p-value suggests that the null hypothesis can be firmly
rejected. The p-value for between subjects variation computed on the
raw scores was always equal to zero, showing that there were signif-
icant differences among mean scores of different subjects. Thus, a
subject-to-subject correction was applied, according to the following
rule [14]:

m′
ij = (mij − m̄i + µ) / (4σi/K) (2)

with the score after normalization m′
ij , the mean m̄i and the standard

deviation σi computed for each subject i across the test conditions,
the overall mean µ across all subjects and test conditions, and K a
scaling factor equal to the upper limit value of the rating scale. An
example of the effect of the normalization over score distribution is
shown in Figure 2, where the boxplot of the raw scores obtained at
EPFL for CIF data before and after normalization are shown.

After the normalization, outliers have been detected according
to the guidelines described in section 2.3.1 of Annex 2 of [10].

3.2. Mean opinion scores and confidence intervals

After screening, the results of the test campaign can be summarized
by computing the mean opinion score (MOS) for each test condition
j (i.e. combination of video content and PLR) as:

MOSj =

∑N
i=1 m′

ij

N
(3)

where N is the number of subjects after outliers removal and m′
ij is

the score by subject i for the test condition j after normalization.
The relationship between the estimated mean values based on

a sample of the population (i.e. the subjects who took part in our
experiments) and the true mean values of the entire population is
given by the confidence interval of estimated mean. Due to the
small number of subjects, the 100 × (1 − α)% confidence inter-
vals (CI) for mean opinion scores were computed using the Students
t-distribution, as follows:

CIj = t(1− α/2, N) · σj√
N

(4)

where t(1 − α/2, N) is the t-value corresponding to a two-tailed t-
Student distribution with N − 1 degrees of freedom and a desired
significance level α (equal to 1-degree of confidence). N corre-
sponds to the number of subjects after outliers detection, and σj
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Fig. 2. Effect of the normalization over EPFL scores for CIF data.

is the standard deviation of a single test condition across subjects.
The interpretation of a confidence interval is that if the same test is
repeated for a large number of times, using each time a random sam-
ple of the population, and a confidence interval is constructed every
time, then 100 × (1 − α)% of these intervals will contain the true
value. We computed our confidence intervals for an α equal to 0.05,
which corresponds to a degree of significance of 95%.

An example of resulting plots showing PoliMI MOS values and
associated confidence intervals for one CIF and one 4CIF content,
namely News and DucksTakeoff, is presented in Figure 3. Here, the
horizontal axis indicates the PLRs together with the considered re-
alization (“a” or “b”). The plots for the entire set of contents con-
sidered in the study are available for download 1. As a general com-
ment, the MOS plots resulting from the study, like that in Figure 3,
clearly show that the experiments have been properly designed, since
the subjective rates uniformly span the entire range of quality levels.
Also, the confidence intervals are reasonably small, thus, prove that
the effort required from each subject was appropriate and subjects
were consistent in their choices.

3.3. Comparing results of the two laboratories

The most straightforward way to compare the results obtained in the
two independent laboratories for each video content is to show ob-
tained MOS and CI values in the same plot, along with the corre-
sponding scatter plot of MOSs, as shown in Figure 4 for Foreman
content. The scatter plot and the correlation coefficients give indica-
tion of the excellent degree of correlation among the results of the

1http://mmspg.epfl.ch/vqa or http://vqa.como.polimi.it
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Fig. 3. MOS values and 95% confidence interval obtained by PoliMI
laboratory for Foreman CIF content and Ice 4CIF content.

two laboratories. Particularly the Pearson’s coefficient measures the
scatter of the points around the linear trend, while the Spearman’s
coefficient measures the monoticity of the mapping, i.e. how well an
arbitrary monotonic function describes the relationship among the
two set of data. The results for the other video sequences are avail-
able for download.
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Fig. 4. (a) MOS values and 95% confidence interval obtained by
PoliMI and EPFL laboratories for Foreman CIF content and (b) re-
lated scatter plot and correlation coefficients.

4. CONCLUSION

In this paper the procedure followed in order to produce a pub-
licly available dataset of subjective results for 156 CIF and 4CIF
video sequences has been described. The test material, the tools
used to produce it, and the subjective results of the study are avail-
able for public download at http://mmspl.epfl.ch/vqa and
http://vqa.como.polimi.it. The results of the subjective
tests performed in two different laboratories show high consistency
and correlation.

We believe that such a publicly available database will allow
easier comparison and performance evaluation of the existing and
future objective metrics for quality evaluation of video sequences,
contributing to the advance of the research in the field of objective
quality assessment.
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