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ABSTRACT

We propose a novel non-linear video diffusion approach which

is able to focus on parts of a video sequence that are relevant for

applications in audio-visual analysis. The diffusion process is con-

trolled by a diffusion coefficient based on an estimate of the syn-

chrony between video motion and audio energy at each point of the

video volume. Thus, regions whose motion is not coherent with the

soundtrack are iteratively smoothed. The discretization of the pro-

posed continuous diffusion formulation is carefully studied and its

stability demonstrated. Our approach is tested in challenging situa-

tions involving sequence degradation and distracting video motion.

Results show that in all cases our method is able to keep the focus of

attention on the sound sources.

Index Terms— Audio-visual processing, linear/nonlinear diffu-

sion, finite difference methods

1. INTRODUCTION

Natural scenes are very rich and it is difficult to understand them

properly without using information coming from different sensory

modalities. In order to emulate human behavior, scientists have been

trying to combine different research domains. In particular, audio-

visual analysis aims to put together information coming from audio

and video channels. Thus, it is possible to use the video informa-

tion to improve results in the audio domain for applications such as

speech recognition, speech enhancement [4] and sound source sep-

aration [12]. Other methods try to assess coherence between both

modalities to track or locate [5, 9] sound sources in the video signal.

Some latter approaches go further and try to separate a scene into

audio-visual structures, each of them composed by a visual part and

the associated soundtrack [2, 6].

The challenge in audio-visual analysis lies in efficiently com-

bining the 3-D video signal recorded with a video-camera and the

corresponding 1-D audio signal coming from one microphone. Fu-

sion of audio and video modalities is still an open problem. Most

of the approaches in audio-visual analysis first define features for

each modality such as audio energy [5, 11] or cepstrum coefficients

[9] for the audio, and pixel intensities [11] or temporal variations

[5, 9] for the video. Then, they use these representations in a fu-

sion step, which try to assess the synchrony between both modalities

using canonical correlation analysis [5] or joint audio-visual proba-

bilities for the features [11]. All those methods are based on pixel

behavior, which makes them vulnerable to visual noise and does not

ensure video spatial coherence. Other approaches propose to de-

compose each modality [6] or both modalities at the same time [7]

over redundant dictionaries of signals. That makes the fusion step

cheap and intuitive since we deal now with a small number of video

structures. However, this decomposition is time consuming.
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Most applications in audio-visual analysis only use video parts

that are coherent with the soundtrack, i.e. speech recognition only

needs the speaker’s mouth, and sound source localization is based

on regions moving coherently with sounds. Even if the remaining

video information is not needed, identifying a mouth or discrimi-

nating relevant motion from distracting motion involves a signifi-

cant amount of computational cost. The aim of this research work is

to simplify audio-visual sequences by eliminating most of this non-

relevant video information through a cheap and fast procedure.

The method we present here is able to homogeneously diffuse

parts of the video signal whose motion is not coherent with a syn-

chronously recorded audio track while keeping the rest. The diffu-

sion process is controlled by a diffusion coefficient that is a function

of the synchrony between audio energy and video motion at each

point of the video signal. An accurate discretization scheme is pro-

posed in order to ensure the diffusion process stability and to prevent

the creation of new maxima. Several tests are performed in challeng-

ing real-world sequences presenting degraded signals and important

distracting video motion. Results show that the proposed approach is

able to automatically focus on the sound source region. As a result,

the relevant movements are kept and the distracting video motion is

eliminated or attenuated.

Sec. 2 recalls the main principles of PDE-based diffusion, while

Sec. 3 presents the proposed continuous model for nonlinear audio-

based video diffusion. In Sec. 4 the numerical scheme used for the

problem discretization is detailed and its properties are discussed.

Sec. 5 presents the obtained results when analyzing challenging nat-

ural audio-visual sequences. Finally, in Sec. 6 achievements and

future research directions are discussed.

2. DIFFUSION BACKGROUND

Let us consider a 3-D video domain Ω := (0, b1)× (0, b2)× (0, b3)
with boundary Γ := ∂Ω and let a video signal v be represented

by a mapping f ∈ L∞(Ω). Then, a general continuous model for

anisotropic diffusion filters is represented by the following boundary

value problem :

∂τv = div(D∇v) on Ω × (0,∞) , (1)

v(x, 0) = f(x) on Ω , (2)

〈D∇v,n〉 = 0 on Γ × (0,∞) , (3)

where D is a positive definite diffusion coefficient, n denotes the

outer normal, τ refers to the diffusion time, x = (x, y, t) are the

3-D video coordinates and 〈., .〉 is the Euclidean scalar product on

R
3. Finally, div(·) and ∇ denote respectively the divergence and the

gradient operators with respect to the space variables. Notice that in

this paper τ is used for the diffusion time and t for the temporal axis

of the video signal.

The diffusion equation in (1) belongs to a general class of equa-

tions satisfying the maximum principle (see the proof in [8]). The
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principle states that all the maxima of a solution of equation (1) for

diffusion times τ ∈ [τ0, τ1] are to be found on the boundary Γ or at

τ = τ0 provided that the diffusion coefficient D is positive. Since in

our case the diffusion is 0 across the boundary Γ (see equation (3))

the maxima can only belong to the original image (initial condition

at τ = τ0). In practice, the principle prevents the creation of new

local extrema when applying the diffusion process to any function v.

Chronologically, applications in the signal processing domain

have evolved from using simple constant values for the diffusion co-

efficient D until much more complex expressions :

1. Linear diffusion: The diffusion coefficient is constant on

space and diffusion time : D(x, τ ) = c, where c is a scalar.

The solution of the resulting diffusion equation ∂τv = c∆v
is equivalent to convolving the original video signal v(x, 0)

with a Gaussian of variance σ =
√

2τ (see [13] for a more

detailed explanation).

2. Scalar-valued nonlinear diffusion: At each point x and itera-

tion step τ the diffusion coefficient is represented by a scalar

value : D(x, τ ) ∈ R, ∀x, τ . In fact, the diffusion coefficient

depends on the evolving video signal itself. This model was

first proposed by Perona and Malik in [10] and it is commonly

applied to edge detection.

3. Vector-valued nonlinear diffusion: The diffusion is controlled

by a tensor depending on x and τ : D(x, τ ) ∈ R
3×3, ∀x, τ .

This characteristic gives more freedom to the diffusion pro-

cess and it can be applied to detection of corners or line-like

structures (see Weickert’s work in [13]).

3. AUDIO-VISUAL DIFFUSION

In this paper we propose the following scalar-valued diffusion coef-

ficient D :

D(x, τ ) = g(sσ(x, τ )) , (4)

where the function g(·) determines the intensity of the diffusion pro-

cess given sσ , which is a regularized measure of synchrony between

audio and video channels defined as :

sσ(x, τ ) = (a(x) · ∂tv(x, τ )) ∗ Gσ(x) . (5)

Here, Gσ is a 3-D Gaussian of variance σ2, a(x, y, t) = a(t) ∀x, y
represents the energy on the audio channel at time t and ∂tv is the

temporal derivative of the video signal. Thus, the audio-video syn-

chrony sσ evaluates the coherence between both channels by com-

bining audio energy and video motion at each point x of the video

volume. sσ is high when an important acoustic event matches a rel-

evant pixel motion while its value is close to 0 in the rest. Other

possibilities for the audio feature are a smoothed version of a bi-

nary activity detector or the acoustic energy in an important audio

sub-band. In fact, a(t) should not be very selective since audio and

video channels are never exactly synchronous. The convolution with

a Gaussian Gσ in expression (5) makes our audio-visual synchrony

measure sσ much more robust to visual and acoustic noise. Further-

more, this procedure has been used by Catté et al. in [3] in order to

regularize the nonlinear diffusion problem presented by Perona and

Malik in [10], whose formulation is similar to ours.

Let us now discuss the shape of the function g(·) in equation (4).

First of all, we want a linear diffusion process to take place in spatio-

temporal regions with low audio-visual synchrony sσ. In addition,

the diffusion coefficient D should be close to 0 in points with high

synchrony sσ in order to stop there the diffusion. Finally, the dif-

fusion coefficient D has to be positive to accomplish the maximum
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Fig. 1. Shape of the function g(·) in equation (6).

principle. An appropriate function g(·) can thus be the non-negative

monotonically decreasing function proposed by Perona and Malik in

[10] (see Fig. 1) :

g(sσ) =
1

1 +
`

sσ

K

´2
. (6)

The value of the constant K should be chosen carefully since it acts

as a threshold : points where sσ < K are strongly affected by linear

diffusion while points where sσ > K are least diffused. The value

of K can then be either set by the user or fixed for example to some

percentile of the initial distribution of the variable sσ (τ = 0). No-

tice that if we plot an histogram of sσ most of the values are close to

0, since a great majority of the points have either a negligible video

motion or a small audio energy.

Let us analyze qualitatively the behavior of the proposed audio-

visual diffusion process. First of all, the diffusion coefficient is max-

imal and constant to D(x, τ ) = 1 in video regions where sσ = 0,

that is :

1. Static video regions (video inactivity).

2. Silent time slots (audio inactivity).

3. Situations where the visual motion is not synchronous with

the appearance of sounds (audio-video incoherence).

Since inside these regions, the diffusion coefficient is constant to 1,

the diffusion equation in (1) becomes the heat equation (∂τv = ∆v)

and the region is linearly diffused. Out of those regions, the diffusion

coefficient D becomes smaller and the diffusion process is stopped.

Furthermore, the nature of linear diffusion together with the regular-

ization with a Gaussian in equation (5) bring implicitly spatial coher-

ence to our approach by prevailing structures over pixels. Notice that

the diffusion coefficient D ≈ 1 in a single pixel surrounded by pix-

els with low audio-visual coherence, independently of the synchrony

of the pixel itself.

An important consequence of applying the proposed diffusion

procedure to an audio-visual sequence is the iterative elimination of

the video motion which is not related to the soundtrack. Indeed,

spatio-temporal edges situated in regions whose motion is not co-

herent with the audio channel activity are progressively smoothed

since those regions are affected by linear 3-D diffusion. As a re-

sult, the variation of the pixels intensity across frames decreases and

the video motion is reduced. In fact, by observing the resulting video

motion after some iterations of the proposed method we can discover

where our algorithm places its attention, that is the possible location

of the sound sources in the image.

4. DISCRETIZATION

The proposed discretization scheme has been studied and advised by

Aubert and Kornprobst in [1]. The continuous diffusion equation in



(1) can be rewritten as :

∂τv = ∂x(D∂xv) + ∂y(D∂yv) + ∂t(D∂tv) . (7)

The left part has been discretized following a forward finite differ-

ence scheme as commonly done in literature [1] :

∂τv|nijk ≈ δ+
τ vn

i,j,k :=
vn+1

i,j,k − vn
i,j,k

∆τ
, (8)

where vn
i,j,k is the value of v at location (i∆x, j∆y, k∆t) and diffu-

sion time n∆τ . Here ∆x, ∆y and ∆t are the grid spacing used in the

discretization of the video dimensions (∆x = ∆y = ∆t = h = 1),

while ∆τ is the grid spacing used for the diffusion time discretiza-

tion and controls the diffusion speed. Then, the derivative discretiza-

tions in the x, y and t directions are defined as :

∂xv|ijk ≈ δ∗xvi,j,k :=
vi+ 1

2
,j,k − vi− 1

2
,j,k

∆x
, (9)

∂yv|ijk ≈ δ∗yvi,j,k :=
vi,j+ 1

2
,k − vi,j− 1

2
,k

∆y
, (10)

∂tv|ijk ≈ δ∗t vi,j,k :=
vi,j,k+ 1

2

− vi,j,k− 1

2

∆t
. (11)

The values of v at location ((i ± 1

2
)∆x, (j ± 1

2
)∆y, (k ± 1

2
)∆t)

are obtained by linear interpolation. Developing and rearranging the

terms we obtain :

vn+1

i,j,k = vn
i,j,k

 

1 − ∆τ

h2

X

l

Dn
l

!

+
∆τ

h2

X

l

Dn
l vn

l , (12)

where l = {E, W, N, S, F, R} are the mnemonic subscripts for

East, West, North, South, Front, Rear, and :

DE = Di+ 1

2
,j,k , vE = vi+1,j,k , (13)

DW = Di− 1

2
,j,k , vW = vi−1,j,k , (14)

DN = Di,j+ 1

2
,k , vN = vi,j+1,k , (15)

DS = Di,j− 1

2
,k , vS = vi,j−1,k , (16)

DF = Di,j,k+ 1

2

, vF = vi,j,k+1 , (17)

DR = Di,j,k− 1

2

, vR = vi,j,k−1 . (18)

Thus, at each point (i∆x, j∆y, k∆t) and iteration n + 1 the inten-

sity of the video signal depends only on its previous intensity and

the intensities of the six closest spatial neighbors at iteration n. The

contribution of each spatial neighbor vl is determined by the inter-

polated diffusion coefficient Dl. Concerning the rest of the studied

boundary value problem, the original video signal is used as initial

condition in equation (2), and the boundary condition in equation (3)

has been accomplished by setting the diffusion coefficient D to zero

at the video boundaries.

A choice of ∆τ ∈ [0, 1/6] ensures the positiveness of all coef-

ficients in equation (12) since h = 1 and D ∈ [0, 1]. Under those

conditions, our discretization satisfies the maximum principle intro-

duced in Sec. 2. This can be proven easily by extending from two to

three dimensions the demonstration performed by Perona and Malik

in [10]. Thus, if we define the maximum and the minimum of the

neighbors of vi,j,k at iteration n as vM = max{(v, vl)
n
i,j,k} and

vm = min{(v, vl)
n
i,j,k} for l = {E, W, N, S, F, R}, we can prove

from equation (12) that :

(vm)n
i,j,k ≤ vn+1

i,j,k ≤ (vM )n
i,j,k . (19)

As a result, at each iteration the maximum and the minimum of v
become closer and no new maxima or minima are created.

5. EXPERIMENTS

In all experiments the video signal v(x) ∈ [0, 255] and the audio

activity a(x) ∈ [0, 1]. The parameter ∆τ = 0.15 to satisfy the

maximum principle in equation (19). The regularization parameter

in (5) has been fixed to σ = 0.3. This value is enough to avoid

noise and ensure video spatio-temporal coherence while providing a

good spatial resolution. Videos showing the original and resulting

video signals are available online at http://lts2www.epfl.

ch/∼llagoste/AVdiff.htm.

In Sequence1, a person is playing a guitar while another one

is shaking a pair of drumsticks without making any sound (see Fig.

2(a)). The video is sampled at 30 fps with a resolution of 240× 320
pixels, and the audio at 44 kHz. For its analysis, the video has been

resized to 120×160 pixels, while the audio has been sub-sampled to

8 kHz. The sequence is ≈16s long. The parameter K has been fixed

to the 95th percentile of sσ (K = 1.8). Fig. 2(c) shows the origi-

nal motion (computed as |δ∗t v0| in equation (11)) in a frame where

the distracting motion caused by the drumsticks is important. After

applying n = 30 iterations of our method, the frame is blurred and

the only edges that remain sharp are situated around the guitarist’s

hand (see Fig. 2(b)). In the resulting motion map (Fig. 2(d)), all

the distracting motion disappears and the guitarist hand is indicated

as sound source. The robustness of our approach to severe Gaussian

noise is also tested on this sequence. The quality of the video sig-

nals in the noisy case with respect to the clean case are expressed in

terms of PSNR. The noise effect can be observed in Fig. 2(e) and

specially in Fig. 2(g), where the real video motion is very difficult

to distinguish between the noisy motion. Even in such a challenging

situation our method is able to converge towards a very similar re-

sult in terms of intensity and motion (Fig. 2(f) and 2(h)), leading to

global PSNRs of 44 dB and 45 dB respectively.

Sequence2 is taken from the state-of-the-art source localization

work presented by Kidron et al. in [5]. It is composed of two moving

objects: one of them is associated to the audio signal (a hand playing

a guitar and then a synthetizer) and the other one represents a strong

visual distraction (a rocking horse). The video is sampled at 25 fps at

resolution of 576×720 pixels and the audio at 44.1 kHz. For its anal-

ysis, the video signal has been resized to 144×180 pixels, while the

audio has been sub-sampled to 8 kHz. The sequence is ≈10s long.

As expected, after n = 34 iterations of our method (K = 1.5) the

hand that is playing the synthesizer is the only element well-defined

in Fig. 3(b). Even if the rocking horse is moving continuously, its

silhouette is blurred and its details are very difficult to appreciate. In

Fig. 3(d) the relevant motion is kept while the rocking horse mo-

tion is attenuated. In fact, when the analyzed sequence contains a

very consistent distracting motion for a long period, our algorithm is

not able to remove it completely. In this case, our method keeps a

slight focus on the rocking horse in temporal slots where its motion

coincides with a sound because it could be the sound source.

6. DISCUSSION

We have introduced a novel method which is able to automatically

smooth parts of a video signal that are not used in audio-visual anal-

ysis. Resultant sequences are thus simplified using an audio-based

non-linear video diffusion. The main contribution of this work is the

introduction of a diffusion coefficient which depends on an estimate
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Fig. 2. Results obtained when applying our algorithm to Sequence1 before [top] and after [bottom] adding Gaussian noise to the video signal.

a) Frame 165 b) Resulting frame

c) Original motion d) Resulting motion

Fig. 3. Results obtained when applying our method to Sequence2.

of the synchrony between video motion and audio energy at each

point of the video signal. As a result, video regions presenting low

coherence with the soundtrack are affected by homogeneous diffu-

sion. The discretization of the proposed continuous diffusion model

has been studied and its stability demonstrated.

Our method has been tested on sequences presenting video

degradation and complex distracting video motion. Results show

that sound sources are naturally highlighted after a few iterations,

concentrating most of the resulting video motion. Our method is

only based in the assumption of synchrony between audio and video

channels, and thus distracting video motion which is consistent for a

long period with the audio signal can not be completely eliminated.

A post-processing step penalizing regions that move in silent peri-

ods could allow the application of our procedure to sound source

localization. However, in this paper we want to keep our algorithm

as general as possible so that other methods can profit from it.
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