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ABSTRACT

Multichannel sound field reproduction techniques, such as Wave Field Synthesis (WFS) and Sound Field
Reconstruction (SFR), define loudspeaker filters in the frequency domain. However, in order to use these
techniques in practical systems, one needs to convert these frequency-domain characteristics to practical
and efficient time-domain digital filters. Additional limitation of SFR comes from the fact that it uses a
numerical matrix pseudoinversion procedure, where the obtained filters are sensitive to numerical errors when
the system matrix has a high condition number. This paper describes physically-motivated modifications of
the SFR approach that allow for mitigating conditioning problems and frequency-domain loudspeaker filter
smoothing that allows for designing short time-domain filters while maintaining high sound field reproduction
accuracy. It also provides comparisons of sound field reproduction accuracy of WFS and SFR using the
obtained discrete-time filters.

1. INTRODUCTION

In the last decades, a number of multichannel sound
field reproduction techniques for a wide listening
area have been proposed. The most notable are
Wave Field Synthesis (e.g., see [1,2]) and Ambisonics
(e.g., see [3, 4]).

Recently, the present authors have proposed in [5]
an approach termed Sound Field Reconstruction

(SFR), that is based on transforming the problem
of extended-area sound field reproduction into that
of multiple-input multiple-output (MIMO) channel
inversion and provides a numerical optimization pro-
cedure that minimizes the sound field reproduction
error on a grid of points in the desired listening area.
A similar MIMO-inversion-based technique was pro-
posed by Corteel in [6] for room equalization for
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Wave Field Synthesis systems. However, there are
notable differences between the two approaches in
the way the control point grid is chosen1 and in the
procedure used for the MIMO channel inversion.2

The analysis, and consequently the design of loud-
speaker driving signals (including loudspeakers’ fil-
ter design) of all the mentioned techniques is done in
the frequency domain and so considers only steady-
state system behavior. Moreover, as will be shown
in Section 3, the frequency-domain filter responses
in SFR are computed with a non-linear numerical
matrix pseudo-inversion procedure, making the ob-
tained filters sensitive to computational noise at low
frequencies, where the problem’s effective condition
number tends to be high. Additionally, depending
on the physical setup, filters for some of the loud-
speakers can have low energy, making them addi-
tionally sensitive to numerical noise, which is re-
flected through irregular local oscillations around
the mean in their frequency characteristic.

This paper deals with the design of practical SFR
time-domain filters. It tackles the problems inher-
ent to the SFR approach, but also to WFS and other
techniques which define filters by their frequency
characteristic. Namely, the SFR approach will be
extended in order to allow for using physically-based
(relative to the desired source’s position) subsets
of loudspeakers—a technique described by Corteel
in [6]. On the other hand, filters specified in the fre-
quency domain will be processed in order to make
them more amenable to time-domain filter computa-
tion. In particular, magnitude and phase responses
are smoothed so that they can be modelled by ra-
tional functions, and in the presented approach—as
finite impulse response (FIR) filters. Additionally,
the impulse responses of the filters thus obtained
are pruned in order to reduce the implementation
complexity while maintaining high reproduction ac-
curacy.

A sound field reproduction system should be able
to correctly reproduce impulsive, as well as station-
ary sound events with good accuracy. Therefore,

1SFR uses a grid of points spaced at the Nyquist dis-
tance corresponding to the maximum reproduced frequency,
whereas in [6], control points are spaced at 100 mm.

2In [6], a regularized matrix pseudo-inversion described
in [7] was used, whereas SFR uses a pseudo-inversion de-
scribed in [8], which better addresses the problem of ill-
conditioning at low frequencies.

in order to assess the performance of the WFS and
SFR systems using the designed filters, this paper
will show the time behavior (responses to impulsive
sound events) and frequency behavior (responses to
single-frequency tones) of a loudspeaker-array repro-
duction setup where the reproduction filters are ob-
tained with the aforementioned WFS and SFR filter
design procedures.

The paper is organized as follows. Section 2 briefly
presents WFS and describes a procedure for design-
ing discrete-time loudspeaker filters for WFS sys-
tems. WFS using filters obtained with the described
procedure are later compared with the correspond-
ing SFR system. Section 3 presents SFR and the de-
sign of practical, discrete-time loudspeaker filters for
SFR systems. Section 4 presents simulation exper-
iments which compare time- and frequency-domain
reproduction accuracy of WFS and SFR. Conclu-
sions are given in Section 5.

2. WAVE FIELD SYNTHESIS FILTER DESIGN

2.1. Wave Field Synthesis basics

Wave field synthesis (WFS) is a spatial sound
reproduction technique which is based on Huy-
gens’ principle and its mathematical description ex-
pressed through Kirchoff-Helmholtz and Rayleigh
integrals [1, 2].

The Rayleigh I integral states that3 reproduction of
a sound field is possible with the use of a continu-
ous distribution of monopole sources on an infinite
plane that separates the reproduced primary sources
from the listening area. Denoting by S the sur-
face with the secondary monopole source distribu-
tion, the Rayleigh I integral gives the relation be-
tween the sound pressure P (r, ω) in the listening
area and the particle velocity vector’s normal com-
ponent Vn(rS , ω) on the surface S,

P (r, ω) = ρ0c
jk

2π

∫

Vn(rS , ω)
e−jk|r-rS |

|r-rS |
dS , (1)

where ρ0 is the density of air, c is the speed of sound,
ω is the temporal frequency, and k the wave number
given by ω

c
. Physically, the right side of (1) can

3Provided the Green’s function satisfies the Sommerfeld
radiation condition [9].
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be interpreted as a sound field of a distribution of
secondary point sources driven with the signals

Q(rS , ω) = ρ0c
jk

2π
Vn(rS , ω) , (2)

which are proportional to the component of the par-
ticle velocity vector that is normal to the surface S.

Derivation of the loudspeaker driving signals for
practical WFS systems is usually done for discrete
and finite linear distribution of secondary sources
(loudspeakers), making a simplifying assumption
that primary sources, loudspeakers, and listening
area are situated in the same plane. Additionally,
since a correct reproduction with a line of monopole
sources is not possible in a wide listening area, the
loudspeakers’ driving signals are computed for cor-
rect reproduction on a reference line. Fig. 1 shows a
linear loudspeaker array that is used for reproducing
the sound field of a primary monopole source on a
reference listening line with WFS.

Fig. 1: A sound field reproduction setup using a line
loudspeaker array of 18 loudspeakers spaced at ∆l =
20 cm. The loudspeaker array is located at xi = 4 m,
and extends from y0

i = 30 cm to y1
i = 370 cm. The

primary source to be reproduced is a point source placed
at rm = (3 m, 1 m). The listening area of interest is
located in front of the loudspeaker array, starting from
xl = 8 m, and extends from y0

l = 0 m and y1
l = 4 m. The

reference line is located at xl = 8 m and is covered by a
grid of points spaced at ∆c = 2 cm, between y0

l = 0 m
and y1

l = 4 m.

After simplification with a line integral and dis-

cretization, the Rayleigh I integral becomes

P (r, ω) =
∑

i

Q̃i(ω)
e−jk|r−ri|

|r − ri|
, (3)

where ri denotes the position of the i-th monopole
loudspeaker. The loudspeaker driving signals Q̃i(ω)
are given by [10]

Q̃i(ω) =

√

jk

2π

√

|xl − xi|

|xl − xm|
S(ω)

e−jk|ri−rm|

√

|ri − rm|
cos θi∆y ,

(4)
where xl, xi and xm are the x coordinates of the
reference listening line, the line containing the loud-
speakers, and the primary point source, respectively;
S(ω) is the primary source’s spectrum, θi the angle
between the axis x and the particle velocity vector
V(ri, ω) in the point ri, and ∆y the spacing between
secondary sources.

The main limitations of WFS can be summarized as
follows:

• Amplitude errors that stem from approximat-
ing planar loudspeaker distribution with a lin-
ear one.

• Truncation effects, such as the reduction of the
area of correct reproduction, resulting from ap-
proximating infinitely long loudspeaker distri-
butions with finite apertures.

• Aliasing artifacts, resulting from a coarse spac-
ing of loudspeakers. Namely, a correct recon-
struction with practical WFS systems can be
achieved only up to a maximum frequency fm

given by

fm =
c

2∆y sin αmax

, (5)

where c is the speed of sound, ∆y the spac-
ing between loudspeakers, and αmax the maxi-
mum incidence angle between the loudspeaker
line and the particle velocity vector of the re-
produced sound field.

2.2. Wave Field Synthesis improvements

2.2.1. Tapering on edges of the loudspeaker ar-

ray to decrease diffraction

As already mentioned, WFS systems suffer from
the truncation effects due to the use of finite-length
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loudspeaker arrays. The truncation effectively re-
duces the sound field reproduction area to the in-
side of the angle subtended by the reproduced source
and the edges of the loudspeaker array, inside of
which diffraction waves interfere with the repro-
duced sound field [11].

One way of mitigating the effects of diffraction waves
on the reproduced sound field is the use of a spatial
window on the loudspeaker driving signals—a tech-
nique termed tapering. According to [11], the best
diffraction energy smoothing is achieved through the
use of a raised-cosine taper. An example of a raised-
cosine taper with taper width of 40 cm, designed
for the loudspeaker array from Fig. 1, is shown in
Fig. 2. For a more detailed tapering description,
refer to [11].

0.5 1 1.5 2 2.5 3 3.5
0

0.2

0.4

0.6

0.8

1

y [m]

w
(y

)

Fig. 2: Symmetric raised-cosine taper with taper width
of 40 cm used for smearing the energy of diffraction waves
in WFS reproduction area. This taper is later used for
designing WFS filters.

2.2.2. Filter correction through power normaliza-

tion on the reference line

From the WFS loudspeaker driving signals given in
(4), it follows that WFS loudspeaker filters H̃i(ω)
are given by

H̃i(ω) =

√

jk

2π

√

|xl − xi|

|xl − xm|

e−jk|ri−rm|

√

|ri − rm|
cos θi∆y ,

(6)
and their magnitude frequency response is shown in
Fig. 3(a).

WFS loudspeaker filters given by (6) are com-
puted in reference to an infinite and continuous
setup, where constructive interference of loudspeak-
ers’ sound fields takes place at all frequencies. How-
ever, as mentioned previously, above the aliasing
frequency given by (5) the sound fields of single
loudspeakers do not combine constructively, cor-
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Fig. 3: Magnitude response of WFS loudspeaker fil-
ters, as given by (6), before (a) and after (b) normaliz-
ing power on control points on the reference line. Note
that the response varies by a constant gain dependent
on positions of the loudspeaker and the primary source.

rupting the resulting sound field with spurious pat-
terns called aliasing artifacts. Additionally, due to
the high-pass characteristic of the WFS loudspeaker
filters (see Fig. 3(a)), the reproduced sound field’s
power surpasses that of the desired field at high fre-
quencies.

A way of avoiding strong frequency response devia-
tions in the reproduced sound field at high frequen-
cies, while at the same time mitigating coloration at
low frequencies due to tapering, is by normalizing
loudspeaker filters’ with a constant gain correction
factor at each frequency ω. The normalization is
done with the goal of matching the average power
of the reproduced and the desired sound field on a
grid of control points on the reference line, depicted
in Fig. 1. In order to avoid aliasing in the process
of power averaging, the control points are spaced
densely enough to accommodate the highest repro-
duced frequencies [12].4

The WFS filter correction is done as follows. If
A1(ω), . . . , AM (ω) and Y1(ω), . . . , YM (ω) are respec-
tively the amplitudes of the desired and the re-
produced sound field at frequency ω in M control

4As shown in Fig. 1, control points are spaced at ∆y =
1 cm.
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points, then each loudspeaker filter is corrected by

Hi(ω) = cf (ω)H̃i(ω) , (7)

where cf (ω) is a correction factor given by

cf (ω) =

√

∑M

i=1 A2
i (ω)

√

∑M

i=1 Y 2
i (ω)

. (8)

The magnitude frequency response of WFS filters
after the described correction are shown in Fig. 3(b).

2.3. Designing discrete-time filters for Wave

Field Synthesis

Up to this point, the WFS loudspeaker driving
signals—and consequently loudspeaker filters—have
been treated solely in the frequency domain. This
subsection deals with the problem of turning the
frequency-domain specification of WFS filters, ob-
tained by starting from the theoretical model in (6)
and applying practical improvements such as taper-
ing and gain correction, into a set of discrete-time
filters.

In order to obtain a set of short finite impulse
response (FIR) filters amenable to efficient imple-
mentation, one needs an appropriate filter model
and frequency- and time-domain processing start-
ing from the frequency-domain response Hi(ω). The
used filter model, a procedure for delay extraction
and compensation, and impulse response pruning
used for obtaining these filters are described in the
following.

The filter design procedure described here is done for
the sound reproduction setup shown in Fig. 1, which
corresponds to a real setup the authors are setting up
for listening tests. The system’s sampling frequency
is fs = 48 kHz. The filters’ processed frequency
responses are transformed to the discrete-time do-
main using discrete Fourier transform (DFT). The
size of the used DFT, which defines the frequency
grid on which the frequency response is computed,
is NT = 1024 samples. The used DFT size, as will be
described in more detail later, was large enough to
accommodate physically possible delays across the
loudspeaker array without a risk of having circular
shifts of the impulse responses, and at the same time
bring the time-domain aliasing errors to a reasonably
low level.

2.3.1. Discrete-time filter model

From the theoretical frequency response of WFS fil-
ters in (6) and its subsequent scaling through taper-
ing and power normalization, one can see that filters
Hi(ω) can be decomposed into a pure delay, defined
by the complex exponential e−jk|ri−rm|, and a filter
Hd

i (ω) containing the remaining expressions, given
by

Hd
i (ω) = cf (ω)

√

jk

2π

√

|xl − xi|

|xl − xm|

cos θi∆y
√

|ri − rm|
. (9)

The impulse response of the filter Hd
i (ω) is non-

causal. In order to make it causal, its impulse re-
sponse is delayed and pruned to a causal FIR filter
(as is shown later in this section).

In the time domain, WFS filters can thus modeled
as

hi[n] = δdi
[n] ∗ hd

i [n] , (10)

where the propagation delay di, expressed in sam-
ples, is equal to

di =
|ri − rm|

c
fs , (11)

and hd
i [n] is a delayed impulse response of the filter

Hd
i (ω). Note that, due to filter realization conve-

nience,5 one could round the delay di to the clos-
est smaller integer multiple of the sampling period,
while moving the residual delay to the filter Hd

i (ω).

2.3.2. Delay extraction and compensation

The filters Hd
i (ω) are zero-phase and non-causal.

However, as will be shown later, their amplitude de-
cays at a high rate, making it possible to approxi-
mate them with a short FIR filter.

Obtaining the impulse response of filters Hd
i (ω)

which are defined on a regular frequency grid is done
by performing an inverse DFT. However, in order to
avoid the wrap-around on the left DFT boundary
of the impulse response due to non-causality, filter
Hd

i (ω) is multiplied by a delay factor corresponding
to a delay of NT /2 samples

Hdc

i (ω) = Hd
i (ω)e−j

ωNT
2fs . (12)

5It is more convenient to have a delay integer number of
samples long, as a fractional delay would require designing a
fractional delay filter (e.g., see [13]) or rounding the delay to
the closest integer.
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Fig. 4 shows an example central part of an obtained
impulse response of a filter Hdc

i (ω).

480 490 500 510 520 530 540

−0.05

0

0.05

0.1

sample

h idc
[n

]

Fig. 4: Impulse response hdc

i [n] of the filter Hd

i (ω) (de-
layed version of hd

i [n]) zoomed in around the half of the
DFT length NT .

2.3.3. Impulse response pruning

From Fig. 4, it can be seen that the impulse re-
sponses of filters hdc

i [n] decay from the main peak
at a high rate. In order to illustrate this energy de-
cay more clearly, Fig. 5 shows the relative amount of
filter’s energy outside of windows of increasing size
centered at the half of the DFT length NT , i.e., the
position of the filter’s main peak.6
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Fig. 5: Relative energy of the error of pruning the im-
pulse responses hdc

i [n] with rectangular windows of dif-
ferent sizes centered at the filters’ main peak (half of the
DFT size NT ).

From Fig. 5, it is apparent that filters hdc

i [n] can
be pruned to the size of 256 samples, as the pruning
error at that filter length is below 40 dB. However, to
allow for better reproduction accuracy and use the
same filter length as SFR (Section 3) for comparison
purposes, the filter length was chosen to be NF =
512 samples.

Consequently, the impulse response of the filters
hdc

i [n] are tapered by a zero-padded symmetric win-

6The filter’s energy outside of a window gives an indica-
tion of the error resulting from pruning the filter’s impulse
response to the support of that window.

dow with half-cosine edges given by

w[n] =































0 0 ≤ n < 256
1
2 − 1

2 cos
(

(n−255)π
257

)

256 ≤ n < 320

1 321 ≤ n < 704
1
2 + 1

2 cos
(

(n−703)π
257

)

704 ≤ n < 768

0 768 ≤ n < 1024

,

(13)
which is shown in Fig. 6.
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0
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1

sample
w

[n
]

Fig. 6: Window used for pruning the loudspeaker filters
to the length of 512 samples.

Finally, after tapering hdc

i [n], their NF = 512 cen-
tral non-zero samples define the filters hd

i [n]. An
example filter is shown in Fig. 7.

0 50 100 150 200 250 300 350 400 450 500

−0.05

0

0.05

0.1

sample

h id [n
]

Fig. 7: Impulse response of filters hd
i [n].

3. SOUND FIELD RECONSTRUCTION FIL-

TER DESIGN

3.1. Sound Field Reconstruction basics

Sound field reconstruction (SFR), described in [5],
is a spatial sound field reproduction approach that is
based on the spatio-temporal properties of the sound
field and techniques for multiple-input multiple-
output (MIMO) inverse channel filtering. In partic-
ular, the authors have shown in [5] that the problem
of controlling the sound field that emanates from
band-limited sources with maximum temporal fre-
quency ωm can be effectively stated as controlling
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the sound field on a grid of points spaced at or above
the Nyquist spatial frequency φs = 2ωm/c.

In the multiple-loudspeaker sound field reproduc-
tion, the goal is to reproduce a desired sound field
of a certain maximum temporal frequency ωm in a
listening area of finite size. The above observation
states that a correct sound field reproduction is pos-
sible if one is able to match the desired sound field
on a grid of points inside the listening area which
are spaced at the Nyquist spatial frequency φs. In
other words, the problem of sound reproduction with
multiple loudspeakers in a continuous listening area
can be posed as a multiple-input multiple-output
(MIMO) control problem.

3.1.1. Sound Field Reconstruction using MIMO

channel inversion

The problem of MIMO channel inversion in the con-
text of sound field reproduction with an array of
loudspeakers is illustrated in Fig. 8. The reproduc-
tion setup includes an array of L loudspeakers and a
grid of M control points covering the listening area
In addition, there is a desired acoustic scene that
contains N sound sources that would evoke the de-
sired sound field in the listening area.

Positions of loudspeakers, control points, and de-
sired sources are known. The impulse responses
Aij(ω) and Gik(ω) of the sound propagation chan-
nels between the jth desired source and the ith con-
trol point, and the kth loudspeaker and the ith con-
trol point, respectively, are also known through com-
putation or measurements.

The goal of the MIMO channel inversion in the con-
text of SFR is the reproduction of the desired sound
scene in M control points, i.e., computation of the
loudspeaker driving signals that evoke the same sig-
nals at the control points as the original sound scene.

Note that the problem of multichannel inversion can
be represented as a superposition of N independent
sub-problems, each involving a single desired source,
as illustrated in Figure 1. The loudspeaker signals
are then obtained by summing the contributions for
each single-source sub-problem. In the following, the
MIMO channel inversion analysis is therefore pre-
sented only for the first desired source.

Denote by S1(ω), Xj(ω), and Yk(ω) the signals of
the first desired source, the output of the jth loud-
speaker, and the sound pressure at the kth control

(a) Reproduction setup (b) Desired sound scene

Fig. 8: Multichannel inversion problem overview.

point, respectively. Furthermore, denote by Dl(ω)
the signal at the lth control point in the desired
sound scene containing only the first desired source.

The signals Di(ω) are determined by the effects of
the sound propagation paths from the desired source
to the control points, and are described by the fol-
lowing product in the frequency domain:

D(ω) = A(ω)S1(ω) , (14)

where

D(ω) = [Di(ω)]M×1

A(ω) = [Ai1(ω)]M×1 .

On the other hand, the signals reproduced at the
control points are determined by the sound propa-
gation paths’ effects on the loudspeaker signals, and
are given by

Y(ω) = G(ω)X(ω) , (15)

where

Y(ω) = [Yi(ω)]M×1

G(ω) = [Gij(ω)]
M×L

X(ω) = [Xi(ω)]L×1 .

The task of the multichannel inversion is computing
the signals Xj(ω) using the desired signal S1(ω), i.e.,

X(ω) = H1(ω)S1(ω) , (16)

where

H1(ω) = [Hi1(ω)]L×1 ,
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such that the difference (error) between the vector
Y(ω) and vector D(ω), corrected by a constant delay
∆ accounting for the propagation time differences or
the modeling delay, is minimized. The multichannel
inversion problem is illustrated in Fig. 9.

Fig. 9: Block diagram illustrating the MIMO channel
inversion problem.

The solution which minimizes the error power, i.e.
the mean squared error (MSE) solution, given by

H1(ω) = e−jω∆G+(ω)A1(ω) , (17)

uses a pseudo-inverse G+(ω) of the transfer matrix
G(ω). Thus, finding the pseudo-inverse of the ma-
trix G(ω) becomes central for the problem of MIMO
channel inversion.

The classical full-rank pseudo-inverse expression
given by

G+(ω) =
(

GH(ω)G(ω)
)−1

GH(ω) , (18)

where the matrix GH(ω) is the conjugate-transpose
of the matrix G(ω). However, it is not practical for
the problem of loudspeaker filter design, as at low
frequencies, where the condition number of the ma-
trix G(ω) is large (making it effectively low-rank), it
gives filters with excessively large gains, beyond the
practical limitations of common loudspeakers. The
regularized pseudo-inversion used in [6, 7] is also of
limited use, as it does not allow easy control of the
trade-off between the reproduction accuracy and fil-
ters’ gains.

Instead, SFR uses a pseudo-inversion based on the
singular value decomposition (SVD) and pruning of
the singular values that are below a defined thresh-
old ǫ (e.g., see [8]). At high frequencies, where
all singular values of the matrix G(ω) are larger
than the threshold, this procedure gives the result
identical to (18). However, at low frequencies, it
gives near-optimal solutions while keeping the loud-
speaker filter gains within practical limitations. For

a more detailed treatment of this MIMO channel in-
version problem, see [5].

3.2. Sound Field Reconstruction improvements

3.2.1. Filter correction through power normaliza-

tion on the reference line

Both WFS and SFR filter computation procedures
give solutions above certain aliasing frequency that
do not provide correct sound field reproduction ac-
curacy.

Although coming from the same physical limitations
as in the case of WFS, the problems of SFR at
high frequencies can be explained from another per-
spective. Namely, at high frequencies, where the
constructive interference of sound fields of different
sources can not be achieved, the least mean squared
error solution is biased towards highly attenuating
all signals, such that the reconstruction error ap-
proaches the desired signal.7

SFR filter correction is done through normalization
of the average power of the desired and the repro-
duced sound field on a grid of control points covering
the reference line (see Fig. 1), which was explained
in the case of WFS filters. Refer to Section 2.2.2 for
details.

3.2.2. Loudspeaker subset selection

While it might seem beneficial to use all loud-
speakers for reproduction with SFR, there are many
cases where using only a subset of loudspeakers can
give better reproduction provided the optimization
is done for a finite listening area at a known lo-
cation. This observation was also used by Corteel
in [6], where he showed how based on the location
of the primary (reproduced) source and the listen-
ing area, one can select a sub-array of loudspeakers
which physically contribute the most to the sound
field reproduction.

There is a plausible explanation for such a selec-
tion. Considering a case where an impulsive sound
arrives from the location of a primary source, one ex-
pects that at all locations in the listening area the re-
ceived sound is of similar duration and consequently
without significant coloration. However, using all
loudspeakers makes a combination of the impulse
responses—due to different delays—more spread in

7This is a known phenomenon in Wiener filtering, where
at low SNRs, the Wiener filter’s response tends toward zero.
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time and varying across different positions than in
the case when only a subset of loudspeakers is used.
Thus, the use of all loudspeakers causes not only
temporal, but also spatial coloration.

Fig. 10: Illustration of loudspeaker selection based on
the primary source position. The visible loudspeakers
are those which belong to the angle subtended by the lis-
tening area to the primary source. Loudspeakers within
a selection margin of the visible loudspeakers are also
selected.

The selection procedure, proposed by Corteel, con-
siders only those loudspeakers that are visible—
extended by a predefined selection margin—from
the source when looking towards the listening area,
as shown in Fig. 10. The rationale behind such a
choice is twofold: firstly, it uses the loudspeakers
whose contribution is largest when all loudspeakers
are used, preserving most of the reconstruction accu-
racy and secondly, the used loudspeakers have low-
est delay spreads due to propagation distance differ-
ences and their position relative to the sound wave-
front.

Fig. 11 illustrates how SFR does not noticeably lose
the reproduction accuracy when only a subset of six
loudspeakers is used for reproducing a sinusoid at
frequency f = 500 Hz. The six loudspeakers were se-
lected as those within the angle subtended by the lis-
tening area to the primary source, extended on both
sides by a selection margin of one inter-loudspeaker
distance ∆l = 20 cm.

On the other hand, Fig. 12 shows that the same
loudspeaker selection is not as effective with WFS,
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Fig. 11: Comparison of SFR with the entire loud-
speaker array from Fig. 1 and SFR with only a selected
6-loudspeaker sub-array at reproducing a point source
with frequency f1 = 500 Hz located at rm = (3 m, 1 m):
snapshot of the desired sound field (a), snapshot of sound
fields reproduced with SFR using the entire array (b)
and the sub-array (c), and amplitude of the three sound
fields on the reference line (d).

since the reconstruction accuracy on the reference
line aggravates outside of its center.

3.3. Designing discrete-time filters for Sound

Field Reconstruction

As was the case in designing discrete-time WFS fil-
ters, the goal of the discrete-time SFR filter design is
obtaining short FIR filters amenable to efficient im-
plementation. In this case though, the appropriate
modeling and frequency- and time-domain process-
ing of these filters are even more critical, as they
are obtained by a numerical procedure and have no
theoretical model to start with.

In the following, discrete-time filter modeling,
frequency-domain smoothing, delay extraction and
compensation, and impulse response pruning are de-
scribed, specifying a complete SFR filter design pro-
cedure.

The filter design is done in reference with the same
sound reproduction setup shown in Fig. 1. The sam-
pling frequency fs = 48000 kHz and DFT length
NT = 1024 are the same as with the WFS filter
design presented in Section 2.
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Fig. 12: Comparison of WFS with the entire loud-
speaker array from Fig. 1 and WFS with only a selected
6-loudspeaker sub-array at reproducing a point source
with frequency f1 = 500 Hz located at rm = (3 m, 1 m):
snapshot of the desired sound field (a), snapshot of sound
fields reproduced with WFS using the entire array (b)
and the sub-array (c), and amplitude of the three sound
fields on the reference line (d).

3.3.1. Discrete-time filter model

Similarly to the WFS discrete-time filter model, SFR
discrete-time filters are modeled by a convolution of
several delay filters and a short FIR filter. The filter
model is given by

hk[n] = δdC
[n] ∗ δdk

[n] ∗ ĥk[n] , (19)

where dC is a common delay determined by the
distance between the primary source and the loud-
speaker array line, δdk

[n] is the delay filter associ-
ated with the residual propagation delay dk of the
kth loudspeaker, and ĥk[n] is a short FIR filter.

It should be clarified here why this filter model was
chosen. The common delay filter δdC

[n], that is as-
sociated with propagation delay dC from the pri-
mary source to the loudspeaker array is used in or-
der to avoid delay estimation errors from the phase
responses of SFR filters.8 Delay dC can be trivially

8In cases when the primary source is far from the loud-
speaker array and the grid on which the frequency response
is discretized is not fine enough, the phase wrap-around by
multiples of 2π is possible, giving a wrong estimated delay.

determined from the positions of the primary source
and the loudspeaker array by

dC = rx/c , (20)

where rx is the shortest distance between the two.
It should be noted that in order to allow for the
common delay extraction in the original frequency-
domain filter design procedure, described in Sec-
tion 3, the delay parameter ∆ has been set to −dC .
Additionally, delay filters δdk

[n] of each loudspeaker
are introduced in order to maximally shorten the
impulse responses ĥk[n]. In particular, filters ĥk[n]
are aligned in time using delays dk, which enables
capturing maximum energy of the impulse response
in a given number of samples.

3.3.2. Frequency response smoothing

The main problem in the frequency-domain design
procedure described in Section 3.1 comes from the
non-linear operation of pruning small singular val-
ues of the system matrix G(ω). The result of this
non-linear operation is illustrated in Fig. 13, where
one can clearly see sharp discontinuities in the loud-
speaker filters’ frequency responses exactly at fre-
quencies where different singular values of the ma-
trix G(ω) cross the predefined threshold value.
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Fig. 13: Singular values of the loudspeaker propagation
matrix G(ω) at different frequencies ω (a) and magni-
tude response of SFR filters Hk(ω) obtained from the
SFR frequency-domain filter calculation procedure (b).
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Discontinuities in the frequency response cause time-
domain aliasing artifacts when the frequency re-
sponse is sampled and transformed to the time do-
main, and require the use of long DFTs in order
to keep the aliasing artifacts low. In order to miti-
gate the time-domain aliasing artifacts while allow-
ing using shorter DFT transforms, a moving-average
smoothing filter in the frequency domain is used
prior to transforming the frequency response to the
time domain.

The argument for such a step is the following. Away
from the threshold-crossing point, where the dis-
continuities occur, the frequency characteristic is
relatively smooth on both sides. If the thresh-
old were set at a different level, the discontinuity
would be moved to the lower or higher frequency,
and the frequency response would stay smooth on
both of its sides. Therefore, the moving-average
filter effectively provides a smooth transition be-
tween two smooth characteristics, which does not
excessively affect the resulting response, as both fre-
quency characteristics—with and without the singu-
lar value at stake—provide high sound field repro-
duction accuracy.

Fig. 14 shows the smoothed frequency responses
H̃k(ω) of the SFR filters Hk(ω) obtained from the
SFR frequency-domain filter calculation procedure.
The smoothing in the frequency domain was done
with a 11-tap zero-phase moving-average filter.
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Fig. 14: Magnitude response of SFR filters H̃k(ω) ob-
tained by smoothing the frequency responses Hk(ω) with
a 11-tap zero-phase moving-average filter.

3.3.3. Delay extraction and compensation

Each loudspeaker filter’s frequency response, as ob-
tained from the SFR filter computation procedure
described in Section 3.1, has an intrinsic delay which
depends on the relative positions of the primary
source and that loudspeaker. The delay is appar-

ent in the unwrapped phase characteristics, shown
in Fig. 15, as the average slope which can be sub-
tracted.
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Fig. 15: Phase responses of the SFR filters Hk(ω) ob-
tained from the SFR frequency-domain filter calculation
procedure.

The delay dk of each loudspeaker is estimated from
its unwrapped phase response φu

k(f) using linear re-
gression. In particular, if the unwrapped phase at
evaluation frequencies f1, . . . , fNT

are stacked in a
vector φu

k = [φu
k(f1) . . . φu

k(fNT
)]T , then the delay

dk of the kth loudspeaker filter is given by

dk = (fT f)−1fT φu
k , (21)

where the vector f = [f1 . . . fNT
]T contains the

evaluation frequencies.

Note that subtracting the delay dk from the filter
of the kth loudspeaker would align the filter’s main
peak at delay zero, effectively making the filter zero-
phase, and consequently non-causal. To avoid a cir-
cular shift when transforming the loudspeaker filters
to the discrete-time domain using an inverse DFT,
the delays are compensated by only dk −NT fs/2 to
make the filters’ main peaks aligned in the middle
of the DFT block, in the same way as is described
for the WFS case in Section 2.3.2.

3.4. Impulse response pruning

After the smoothing and delay compensation in the
frequency domain, an inverse DFT is applied to the
loudspeaker filters’ frequency responses in order to
obtain their impulse responses. As mentioned pre-
viously, each filter’s underlying delay has been sub-
tracted in order that the main peak and maximum
energy of each filter is concentrated at that delay.
Fig. 16 shows the filters of two loudspeakers obtained
in this way.

Looking at the impulse responses of the loudspeaker
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Fig. 16: Impulse responses hdc

k [n] of the delay-
compensated filters H̃k(ω) of the third (k = 3) loud-
speaker (a) and the fourth (k = 4) loudspeaker (b)
zoomed in around the half of the DFT length NT .

filters,9 it can be seen that they decay in time very
quickly. In order to illustrate this energy decay more
clearly, Fig. 17 shows the relative amount of filter’s
energy outside of windows of increasing size centered
at the half of the DFT length NT , i.e., the position
of the filter’s main peak, similarly to Fig. 5.
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Fig. 17: Relative energy of the error of pruning the
SFR impulse responses with rectangular windows of dif-
ferent sizes centered at the filters’ main peak (half of the
DFT size NT ).

From Fig. 17, it is apparent that the SFR filters can
be pruned to the size of 512 samples in the interest
of reducing complexity, as the pruning error at that
filter length is below 40 dB.

9Fig. 16 shows impulse responses of only two loudspeaker
filters for synoptical reasons. The impulse responses of other
loudspeakers have a similar time-domain structure.

In the same way as was presented in Section 2.3.3,
the impulse responses of loudspeaker filters were
pruned to NF = 512 samples using a zero-padded
symmetric rectangular window with smooth half-
raised-cosine edges given by (13) and shown in
Fig. 6. For details, refer to Section 2.3.3.

4. SIMULATIONS AND EVALUATION

In order to compare the performance of the
two sound field reproduction techniques—WFS and
SFR—used with the filters designed by the proce-
dures described in Section 2 and 3, respectively, a
number of simulations were carried out using the
sound field reproduction setup shown in Fig. 1. All
the simulations were done using loudspeaker filters
designed for reproducing a point source located at
rm = (3 m, 1 m) (see Fig. 1).

The first three simulations were done with a goal of
giving a visual insight into the frequency (using sinu-
soidal signals) and temporal (using trains of pulses)
accuracy of the sound field reproduction with WFS
and SFR.

The other simulations presented in this section are
used for quantitatively assessing the reproduction
artifacts in the time domain (through group delay
errors) and frequency-domain (through coloration)
in points on the reference line.

4.1. Sound field snapshot

4.1.1. Sinusoidal sources

The first simulation gives insight into the extended-
area sound field reproduction accuracy of WFS and
SFR for sinusoidal sources. It compares sound fields
reproduced with WFS and SFR with the desired
sound field for frequencies f1 = 500 Hz and f2 =
1500 Hz, as shown in Fig. 18 and Fig. 19, respec-
tively.

From Fig. 18, it can be seen that the sound field
of a sinusoidal point source at frequency f1 =
500 Hz is reproduced with similar accuracy with
WFS and SFR. However, in Fig. 19 it is apparent
that WFS suffers from aliasing artifacts already at
1500 Hz, while SFR preserves the reproduction ac-
curacy across the entire extended listening area.

4.1.2. Train of low-pass-filtered pulses

In order to assess the extended-area sound field re-
production accuracy of WFS and SFR in a range

AES 127th Convention, New York NY, USA, 2009 October 9–12

Page 12 of 17
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Fig. 18: Comparison of WFS and SFR in reproducing
a point source with frequency f1 = 500 Hz located at
rm = (3 m, 1 m): snapshot of the desired sound field
(a), snapshot of sound fields reproduced with WFS (b)
and SFR (c), and amplitude of the three sound fields on
the reference line (d).
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Fig. 19: Comparison of WFS and SFR in reproducing
a point source with frequency f1 = 1500 Hz located at
rm = (3 m, 1 m): snapshot of the desired sound field
(a), snapshot of sound fields reproduced with WFS (b)
and SFR (c), and amplitude of the three sound fields on
the reference line (d).

of frequencies, the two approaches were compared

at reproducing a sound field of a point source lo-
cated at rm = (3 m, 1 m), that emits a train of
low-pass-filtered pulses p(t) with a cut-off frequency
fc = 3 kHz, shown in Fig. 20. The pulse train period
is Tp = 4 ms. The simulation results are shown in
Fig. 21.
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Fig. 20: A low-pass pulse with a cut-off frequency fc =
3 kHz used for constructing a pulse train.

From Fig. 21, one can see that the sound field repro-
duced using WFS contains notable “tail wavefronts”
between “the main wavefronts” conveying the emit-
ted pulses. On the other hand, the sound field repro-
duced with SFR is closer to the desired one, which
is apparent both visually and from the amplitudes
on the reference line. The aforementioned tail wave-
fronts result from a non-constructive wavefront in-
terference, they arrive later and cause impulse re-
sponse time spreading and consequently coloration,
as will be seen later.

4.2. Reference line impulse response analysis

4.2.1. Impulse response

Aside from the frequency-domain reproduction ac-
curacy, it is also important that a sound field repro-
duction system provides accurate temporal repro-
duction. Namely, impulsive sounds from a desired
source should be reproduced with a minimum mod-
ification of the temporal structure, thereby preserv-
ing the duration and limiting coloration.

In order to assess the temporal properties of sound
field reproduction with WFS and SFR, the sys-
tems’ impulse responses in three control points,
RS(8 m, 0), RC(8 m, 2 m), and RE(8 m, 4 m)
(see Fig. 1) are shown in Fig. 22, 23, and 24.

In Figs. 22, 23, and 24 it can be seen that on the ref-
erence listening line, the impulse responses of both
WFS and SFR are composed of a number of short
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Fig. 21: Comparison of WFS and SFR in reproducing a
point source located at rm = (3 m, 1 m) emitting a train
of low-pass pulses with a period of Tp = 4 ms: snapshot
of the desired sound field (a), snapshot of sound fields
reproduced with WFS (b) and SFR (c), and amplitude
of the three sound fields on the reference line (d).
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Fig. 22: Impulse responses of SFR (a) and WFS (b) in
the control point RS(8 m, 0) relative to a point source
located at rm = (3 m, 1 m).

pulses differently distributed in time. The impulse
responses of SFR are notably shorter than those of
WFS, which is an expected result of the loudspeaker
selection step described earlier in Section 3.2.2. As a
consequence, SFR causes less coloration (also shown
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Fig. 23: Impulse responses of SFR (a) and WFS (b)
in the control point RC(8 m, 2 m) relative to a point
source located at rm = (3 m, 1 m).
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Fig. 24: Impulse responses of SFR (a) and WFS (b)
in the control point RE(8 m, 4 m) relative to a point
source located at rm = (3 m, 1 m).

later) and reproduces impulsive sounds more accu-
rately. It should also be noted that the impulse re-
sponses of SFR would be similar even if all loud-
speakers were used, since the “side loudspeakers”
(those not selected with loudspeaker subset selec-
tion) would have notably lower magnitude.

4.2.2. Group delay

Fig. 25 shows group delay errors of the impulse re-
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sponses in the control points RS , RC , and RE . The
group delay error is given by

eτ (f) = τg(f) − τd
g (f) , (22)

where τg(f) is the group delay of the reproduction
impulse response and τd

g (f) is the group delay of the
desired impulse response.
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Fig. 25: Group delay errors eτ (f) = τg(f) − τd
g (f) of

SFR and WFS impulse responses in the control points
RS(8 m, 0) (a), RC(8 m, 2 m) (b), and RE(8 m, 4 m)
(c) relative to a point source located at rm = (3 m, 1 m).

Considering the findings of Flanagan et al. [14]10

that the group delay discrimination threshold for
click-like signals presented over loudspeakers is
around 2 ms, the plots in Fig. 25 suggest that SFR
responses have noticeable group delay errors only at
a small number of high frequencies (above 5 kHz) in
the points RS and RE . On the other hand, WFS re-
sponses have perceivable group delay errors in all
three control pints on a larger set of frequencies,
starting with frequencies below 2 kHz.

4.2.3. Frequency response

Fig. 26 shows magnitude frequency responses of SFR
and WFS normalized by the corresponding desired
magnitude responses in the points RS , RC , and RE

(see Fig. 1):

Yn(f) =
Y (f)

Yd(f)
, (23)

10See also [15].

where Y (f) is the magnitude response in a point
and Yd(f) is the desired magnitude response in that
point.
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Fig. 26: Magnitude frequency responses of SFR and
WFS in the control points RS(8 m, 0) (a), RC(8 m, 2 m)
(b), and RE(8 m, 4 m) (c) relative to a point source
located at rm = (3 m, 1 m).

From Figs. 26(a) and 26(c) it can be seen that while
WFS causes small coloration at low frequencies up
to 1 kHz at both ends of the reference line, SFR is
much closer to the desired response in this frequency
range in all three control points.

In the central point RC , WFS starts having no-
table coloration artifacts (over 3 dB) above around
1.5 kHz, and above slightly lower frequencies in the
points RS and RE . SFR, on the other hand, causes
notable coloration in the point RC only above 3 kHz,
while in the two end point RS and RE the coloration
becomes significant just below 2 kHz.

Additionally, Fig. 27 shows the relative magnitude
response error

Er(f) = Y (f)−Yd(f)
Yd(f)

of WFS and SFR averaged along the reference line.

4.3. Discussion

Considering the previous group delay analysis, it can
be said that SFR provides superior time-domain per-
formance on the reference line. Not only does SFR
have less perceptible group delay errors (“post-echo”
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averaged along the control points on the ref-

erence line (see Fig. 1).

artifacts) in every part of the listening line, but it
also provides perceptually correct group delay re-
sponse up to above 5 kHz, as opposed to 1.5 kHz by
WFS.

From the frequency analysis of the impulse responses
on the reference line, two observation can be made.
Firstly, it is apparent that the low frequency re-
sponse of SFR exhibits virtually no coloration up
to almost 2 kHz in all parts of the reference line; on
the other hand, WFS suffers from slight coloration at
low frequencies in the points away from the reference
line center. Secondly, it can be seen that in all tested
points, more noticeable coloration starts at a higher
frequency with SFR compared to WFS. Quantita-
tively, assuming that the aliasing occurs when the
average relative magnitude response error reaches
−10 dB, one can say that SFR suffers from alias-
ing artifacts above about 2.1 kHz, whereas WFS ex-
hibits notable errors due to aliasing above 1.4 kHz
(see Fig. 27).

It should be emphasized that even if the simulations
presented in this section were done only for a sin-
gle primary source location relatively closely behind
the loudspeaker array, their results hold more gen-
erally for sources which are not far from the loud-
speaker array (up to around the distance equal to
the length of the loudspeaker array). For sources fur-
ther away from the loudspeaker array—i.e., for plane
wave reproduction—SFR performs only slightly bet-
ter than WFS, and further improvements are a topic
of current investigations.

5. CONCLUSIONS

This paper has presented procedures for design-
ing practical, discrete-time finite impulse response

(FIR) loudspeaker filters for two multichannel sound
field reproduction techniques—Wave Field Synthe-
sis (WFS) and Sound Field Reconstruction (SFR)—
as both are frequency-based and provide frequency-
domain descriptions of loudspeaker filters.

WFS filters obtained from a theoretical analysis [2]
have practical limitations due to diffraction and
aliasing. These problems were addressed through
tapering the loudspeaker array edges [11] and power
normalization on the reference line in order to
avoid serious reproduction errors, especially at high
frequencies. By modeling the loudspeaker filters
through a superposition of a delay and an FIR fil-
ter, a computationally efficient set of discrete-time
WFS filters was obtained by transforming the de-
sired frequency characteristics to the time domain
and subsequent pruning of the obtained impulse re-
sponses.

Initial SFR filters are obtained by the use of a
non-linear numerical procedure for matrix pseudo-
inversion at different frequencies [5], providing a set
of loudspeaker filters with discontinuities in the fre-
quency responses. A smoothing filter is applied
to mitigate the discontinuities and to effectively
shorten impulse responses. As with WFS, the fil-
ters were modeled by a combination of a delay and
FIR filter. The FIR filter was obtained similarly
to WFS filters—by the use of an inverse discrete
Fourier transform and subsequent impulse response
pruning.

The obtained WFS and SFR discrete-time filters
were compared through simulations. The compari-
son included an extended-area sound field reproduc-
tion of a point source emitting a sinusoid and a train
of low-frequency pulses, and time- and frequency-
domain analysis of the impulse responses at different
control points in the listening area.

The simulations have shown that SFR outperforms
WFS in terms of sound field reproduction accuracy
for both sinusoidal sounds and trains of pulses. Fur-
thermore, the SFR system reproduction causes lower
coloration, group-delay errors, and effectively in-
creases the aliasing frequency for a given setup com-
pared to WFS.
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