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Abstract

Deep-submicronrCMOS designshave resultedin large leakage
enepy dissipationin microprocessorsVhile SRAM cellsin on-

chip cachememoriesalways contritute to this leakage thereis a

largevariability in active cell usagebothwithin andacrossapplica-
tions. This paperexploresan integratedarchitecturaland circuit-

level approachto reducingleakageenepgy dissipationin instruc-
tion cachesWe propose,gated-\,q, a circuit-level techniqueto

gatethe supplyvoltageandreducdeakagan unusedSRAM cells.

Our resultsindicatethat gated-\j4 togethemwith a novel resizable
cachearchitecturereducesenegy-delay by 62% with minimal

impact on performance.

1 INTRODUCTION

The everincreasinglevels of on-chip integration in the recent
decadehave enabledphenomenaincreasesn computersystem
performance.Unfortunately the performanceimprovement has
been also accompaniedby an increasein a chip’s power and
enepgy dissipation.Higher power and enegy dissipationrequire
more expensve packagingand cooling technology increasecost,
decreaseproductreliability in all sggmentsof computingmarlet,
and significantly reduce battery life in portable systems.

Historically, chip designershave relied on scalingdown the tran-

sistor supply voltage in subsequengenerationsto reducethe

dynamicenengy dissipationdue to a much larger numberof on-

chip transistors.Maintaining high transistor switching speeds,
however, requiresa commensuratelovn-scalingof the transistor
thresholdvoltage giving rise to a significantamountof leakege

enegy dissipation even when the transistoris not switching.
Borkar[3] estimates factorof 7.5increasen leakagecurrentand

a five-fold increasein total leakageenegy dissipationin every

chip generation.

State-of-the-artmicroprocessodesignsdevote a large fraction of
the chip areato memory structures— e.g., multiple levels of
instruction(i-cache)cachesanddata(d-cache)achesTLBs, and
prediction tables. & instance, 30% of Alpha 21264 and 60% of
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StrongARM are devoted to cache and memory structures|[8].
Unlike dynamicenegy which dependon the numberof actively
switchingtransistorsleakageenengy is afunctionof thenumberof
on-chip transistors,independentof their switching actiity. As
such,cachesaccountfor a large (if not dominant)componenif
leakageenepy dissipationin recentdesignsandwill continueto
do so in the future. Unfortunately current proposalsfor enegy-
efficientcachearchitecture$7,2,5,1]only targetreducingdynamic
enegy and do not impact leakage emer

Therearea myriad of circuit techniquego reduceleakageenegy
dissipationin transistors/circuite.g., multi-thresholdor multi-
supplyvoltagedesign,dynamicthresholdor dynamicsupplyvolt-
age design, transistorstacking,and cooling). Thesetechniques,
however, eitherimpactcircuit performancendareonly applicable
to circuit sectionghatarenot performance-criticalpr mayrequire
sophisticateddbrication process and increase cost.

Modern cachehierarchiesare designedo satisfy the demandsof
the most memory-intensie applicationphasesThe actualcache
utilization, however, varieswidely bothwithin andacrossapplica-
tions. We have recently proposedthe Dynamically Reslzable
instruction-cachgDRI i-cache)[11], a novel cachearchitecture
that ploits this \ariability in utilization.

Our cachedesignpresentsthe first fully-integratedarchitectural
andcircuit-level approachto reducingenegy dissipationin deep-
submicroncachememories A DRI i-cacheidentifiesan applica-
tion’s i-cacherequirementsdynamically and usesa circuit-level

mechanismgated-\}q, to gate the supply voltageto the SRAM

cells of the cache’unused sections and reduce leakage.

While voltagegating effectively eliminatesthe leakagein SRAM

cells, it may adwerselyimpactcell performanceand prohibitively

increasecell area.This paperevaluatesin detail the designspace
for gated-\jj4 with respecto performanceenepy, andareatrade-
offs. Our resultsindicate that: (i) a PMOS gated-\jq transistor
incurs neggligible impact on cell performanceand areabut only

reducedeakageby an orderof magnitude(ii) an NMOS dual-\4

gated-\jq transistorvirtually eliminatesleakagewith minimal

impacton the cell areabut increasegell readtime by 35%, (iii) a
wide NMOS dual-V; gated-\jq transistorwith a chage pump
offers the bestconfigurationandvirtually eliminatesleakagewith

minimal impacton cell speedandarea,and(iv) usinggated-\jq a
DRI i-cachereducesthe overall enegy-delayin applicationsby

62%.
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The rest of the paperis organizedas follows. In Section2, we
presentinoverview of aDRI i-cacheIn Section3, we describehe
circuit-level gated-\jy mechanismto reduceleakagein SRAM
cells. In Section4, we presentexperimentalresults. Finally, we
conclude the paper in Sectibn

2 DRI 1-cACHE OVERVIEW

Thekey obsenationbehinda DRI i-cachedesignis thatthereis a
large variability in i-cacheutilization both within and across pro-
gramsleadingto large enegy inefficieng in corventionalcaches;
while the memory cells in the cache$ unusedsectionsare not
actively referencedthey leak currentand dissipateenegy. Our
approachto resizingthe cacheincrease®r decreasethe number
of setsusedin thecacheln this sectionwe presentinoverview of
aDRI i-caches anatomyFor amoredetaileddescriptionof a DRI
i-cache, please refer to [11].

2.1 DRI i-cachedesign

Much like corventional adaptve computing frameworks, our
cacheusesa set of parameters¢o monitor, react, and adaptto
changesn applicationbehaior andsystemrequirementslynami-
cally. Figurel depictstheanatomyof adirect-mappedRI i-cache
(the samedesign appliesto set-associate caches).The cache
monitorsitself in fixed-lengthsense intervals, measuredn number
of dynamic instructions(e.g., one million instructions).A miss
countercountsthe numberof cachemissesn eachsensenterval.
At the end of eachsenseinterval, the cacheupsizes/dansizes,
dependingon whetherthe misscounteris lower/higherthana pre-
setmiss-bound value.Thefactorby which the cacheresizequp or
down) is calledthe divisibility. To avoid thrashing,a DRI i-cache
never downsizesbeyond a presetsize-bound value. The caches
adaptve parameters are all set at the starixetation.

Among theseparametersthe key parameterghat control the i-
caches size andperformancearethe miss-boundandsize-bound.
The combinationof thesetwo key parametergprovides accurate
andtight controlover the cache$ performanceMiss-boundallows
thecacheto reactandadaptto anapplicationsinstructionworking
setby “bounding” the caches missratein eachmonitoringinter-

miss counter

end of interval?

FIGURE 1: A DRI i-cac he's anatom y.

val. Thus,the miss-boundorovidesa “fine-grain” resizingcontrol
betweenrary two intervals independenobf the cachesize.Applica-
tions typically requirea specificminimum cachecapacitybeyond
which they incur a large numberof capacitymissesand thrash.
Size-boundprovidesa “coarse-grain’resizingcontrol by prevent-
ing the cache from thrashing due to a small size.

Theothertwo parametershe sensentenal lengthanddivisibility,
are lesscritical to a DRI i-caches performanceIntuitively, the
sensdntenval allows selectinganinterval lengththatbestmatches
an applications phasetransitiontimes, and the divisibility deter-
mines the amount by which therking set size changes.

Resizingthe cacherequiresthatwe dynamicallychangethe cache
block lookup and placementfunction. Corventional (direct-
mappedor set-associate) i-cachesuse a fixed set of index bits
from a memoryreferenceo locatethe setto which a block maps.
Resizingthe cacheeitherreducesor increaseshe total numberof

cachesetstherebyrequiring a larger or smallernumberof index

bits to look up a set.Our designusesa maskto find theright num-
berof index bits usedfor a givencachesize(Figurel). Every time
the cachedownsizes the maskshifts to the right to usea smaller
number of index bits and vice versa. Therefore, downsizing
removesthe highest-numberedetsin the cachein groupsof pow-

ersof two. The maskcanbe folded into the addresslecodertrees
of the dataandtag arrays,so asto minimize the impacton the
lookup time.

Becausesmaller cachesuse a small numberof index bits, they
require a larger numberof tag bits to distinguishdatain block
frames.Becausea DRI i-cachedynamically changesits size, it
requiresa different numberof tag bits for eachof the different
sizes.To satisfy this requirementour designmaintainsas mary
tag bits asrequiredby the smallestsize to which the cachemay
downsizeitself. Thus,we maintainmoretagbits thancornventional
cachef equalsize.We definethe extra tag bits to be theresizing
tag bits. The size-bounddictatesthe smallestallowed size and,
hencethe correspondingnumberof resizingbits. For instancefor
a 64K DRI i-cachewith a size-boundf 1K, thetagarrayusesl6
(regular) tag bits and6 resizingtag bits for a total of 22 tag bitsto
support dansizing to 1K.



2.2 Impact on Energy and Perfor mance

Cacheresizinghelpsreduceleakageenepy by allowing a DRI i-

cacheto turn off the cache$ unusedsections.Resizing,however,

may adwerselyimpactthe missrate(ascomparedo a corventional
i-cache)and the accesdrequeny to the lowerlevel (L2) cache.
Theincreasein L2 accessesay impactboth executiontime and
the dynamicenepy dissipatedn L2. While the impacton execu-
tion time depend®n an applications sensitvity to i-cacheperfor-
mance the highermissrate may significantlyimpactthe dynamic
enepy dissipatedlueto thegrowing sizeof on-chipL2 cached1].

A DRI i-cachemayalsoincreasehe dynamicenegy dissipatechs
comparedo a corventionalcachedueto the extraresizingtag bits
in thetag RAM. The combinedeffect of the above may offsetthe
gainsin leakageenepy. In Sectiord.2,we will presentesultsthat
indicatethat the leakagereductionin a DRI i-cachesignificantly
offsets the increase in the dynamic gyadissipated.

3 GATED-Vp: GATING THE SUPPLY VOLTAGE

Subthresholdleakage current and leakage enegy dissipation
increaseexponentiallywith decreasinghresholdvoltage.To pre-
vent leakageenegy dissipationin a DRI i-cachefrom limiting

aggressie threshold-wltage scaling,we proposea novel circuit-
level mechanismcalled gated-Vyy. Gated-\j4 enablesa DRI i-

cacheto “turn off” the supply voltageand eliminatevirtually all

theleakageenepy dissipationin the caches unusedsectionsThe
key ideais to introducean extra transistorin the supply voltage
(Vg4g) or the groundpath (Gnd) of the caches SRAM cells; the
extra transistoris turnedon in the usedsectionsandturnedoff in

the unused sections. Thus, the sedlipply wltage is “gted’

Gated-\jjqy maintainsthe performanceadvantageof lower supply
andthresholdvoltageswhile reducingleakageandleakageenegy
dissipation.Thefundamentafteasorfor thereductionin leakages
the stackingeffect of self reverse-biasingeries-connectetlansis-
tors[12]. Gated-\jq's extra transistorproduceghe stackingeffect
in conjunctionwith the SRAM cell transistoravhenthe gated-\jq
transistor is turned bf

3.1 SRAM cdll with gated-V yq

Cachedataarraysare usually organizedin banks;eachbankcon-
tains SRAM cell rows, with eachrow containingone or more
cacheblocks. In this paper we assumecorventional 6-T SRAM

cellswith dual-bitlinearchitecture Figure2 showvs a DRI i-cache
SRAM cell using an NMOS gated-\j4 transistor;PMOS gated-
V4q is achiered by connectingthe gated-\jyq transistorbetween
V 4q andthe SRAM PMOStransistorsThe gated-\jyq transistoris

turnedon for the cell to bein “active” modeandturnedoff for the
cell to be in “standby” mode.

Much as corventionalgating techniquesthe gated-Vjyq transistor
canbe sharedamongmultiple circuit blocksto amortizethe over-
head.To reducetheimpacton SRAM cell speedandto ensuresta-
bility of the SRAM, the gated-Vjq transistormust be carefully
sizedwith respecto the SRAM cell transistorst is gating. While a
gated-\4 transistomustbe madelarge enoughto sink the current
flowing throughthe SRAM cells during a read/writeoperationin
the active mode, too large a gated-\jj4 transistormay reducethe
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FIGURE 2: SRAM with an NMOS gated-Vgg.

stackingeffect, therebydiminishingthe enegy savings. Moreover,
large transistors also increase the angzlttead.

3.2 Gated-Vyqwith NMOS or PMOStransistors

Usinga PMOSor anNMOS gated-\4 transistorpresents trade-
off betweenareaoverhead)eakagereduction,andimpacton per-
formance.

To maintainstability andhigh SRAM cell speedanNMOS gated-
Vyqtransistomeedso be sufficiently wide. Oneestimateis to use
the sum of the widths of all the transistorsthat could simulta-
neouslyswitchin the SRAM cells.If anentirecacheblockis con-
nectedo asingleNMOS gated-\4 transistorthe desiredwidth of

thetransistomaybedeterminedasthe productof thewidth of one
of the SRAM cell’'s NMOS transistors(becauseonly one of the
two is “on” during a read)and the numberof cellsin the cache
block. Sucha wide NMOS gated-\j4 transistormay incur a high

areaoverhead Using NMOS gated-\jq4 transistorshowever, sub-
stantiallyreducesstandbyenengy dissipationthroughthe stacking

effect of three NMOS transistors between the bitlines and ground.

Alternatively, using a PMOS gated-\jq4 transistor significantly
reducesthe required transistorwidth. Dual-bitline architectures
typically prechage the bitlines before read operations,so the
PMOS transistorssimply helpin holding the cell valueintactand
do not contritute to readoperationslt reduceshe requiredgated-
Vqq transistorwidth, resultingin a negligible areaoverhead.A
PMOSgated-\jq transistor however, doesnot createthe isolation
betweenthe bitlines andthe groundas doesan NMOS transistoy
reducing the amount of emgrsaving.

The switchingspeedof a gated-\j4 transistordoesnot impactthe
SRAM cell speedbecauset switchesonly whenthe DRI i-cache
resizeqwhich is atmostevery hundredf thousand®f processor
cycles). A gated-Vyq transistor however, impactsthe switching
speedof thecell in theactive mode.This impactis mainly dueto a
non-zerovoltagedrop acrossthe gated-\j4 transistorbetweerthe
supplyrails andthe“virtual Gnd” for NMOS gated-\q (Figure2)
or the “virtual Vz4' for PMOS gated-Vjq.

Whenan SRAM cell with an NMOS gated-\q is read,the dis-
chaging of the prechaged bitlines takes longer due to the non-
Gndvoltageatthevirtual Gnd.In contrastpecause¢he PMOScell
transistorsio not contribute to readoperationsa PMOSgated-Vq4
transistordoesnot significantlyimpactthe cell performanceSmall



degradationin the cell performances acceptabléecausaeading
avaluefrom the SRAM cell to the bitlines constitutesonly a small
portionof thetotal DRI i-cacheaccessime. We useCACTI [10] to
modelthe accesgime for a 64K DRI i-cacheusinga 0.184 pro-
cess.This model indicatesthat readingdata onto the bitlines is
only 6% of the total dataaccesgime. The majority of the access
time is in decodingthe addresg40%) andactivating the wordline
(30%) which are not affectedin a DRI i-cache.Becauseaeading
dataonto the bitlines is sucha small portion of the total access
time, small changesn SRAM cell performancewill not signifi-
cantly afect overall cache access time.

3.3 Gated-V yq circuit techniques

Thereis a designspectrumof gated-Vj4 techniqueswith various
area.enepy, andspeedrade-ofs. The gated-\ 4 transistorcanbe
madewider to lower the virtual Gnd, allowing more dischaging
currentto flow throughthe gated-\jjq transistorduring a cell read.
Moreover, forward-biasingthe gated-\j4 transistorin the active
mode increasesthe current flow. Alternatively, using a chage
pump to raisethe gate voltage of the gated-\jj4 transistorwould
increase the current floin the actie mode.

Gated-\jjq canbe coupledwith a dual-threshold/oltage(dual-\4)
processtechnologyto achieve even larger reductionsin leakage
[9]. SRAM cellsuselow-V; transistordo maintainhigh speedand
the gated-\/ 4 transistorsusehigh-V; to achieve additionalleakage
reduction.Thereis anenegy-performancerade-of betweerhigh-
andlow-V, gated-Vjq transistorsRaisingthe thresholdvoltagefor
the gated-\jq transistorincreaseghe stackingeffect and further
reducedeakagecurrent.However, thiswill impactthereadtime of
the SRAM cells and may fa to be dket with other techniques.

4 RESULTS

The reductionin leakageoverall enegy savings,and SRAM cell
performanceadependon the circuit technologyusedfor the gated-
Vqq transistor (Section3). Moreover, dependingon the circuit
technologyusedfor gated-\jq thereis a fundamentaltrade-of
betweerreductionin leakagetransistorswitchingspeedsandarea
overhead of a@ted-\jjq transistor

In this section we first presenthe methodologyusedin our circuit
evaluation.Thenwe presenempiricalresultson the performance,
enepy, andareatrade-ofs of gated-\jyy. Finally, we presentesults
on reducing engy-delay in applications using a DRI i-cache.

4.1 Circuit evaluation

To performcircuit simulationson a DRI i-cache we determinethe
cachegeometry use that geometryto lay out a portion of the
cache,and extract cell parameterdrom the layout to estimate
enegy dissipationandaccesgime. We useCACTI [10] to deter-
mine the SRAM layout and geometryof a 64K direct-mapped
cache.CACTI estimatesthe caches optimal geometryand area

SRAM Active Standby

Cell V; Gated-V yq L eakage L eakage

V) Vi (V) Energy (nJ) | Energy (nJ)
0.40 0.40 12 10
0.30 0.40 143 49
0.20 0.40 1700 50
0.40 0.20 12 11
0.30 0.20 143 76
0.20 0.20 1700 165

Table 1: Impact of changing SRAM and gated-Vyq
threshold voltages.

utilization. With 32-byteblocks,the caches dataarrayis divided
into 256 by 256 bit banks All our circuit andlayoutmeasurements
work with a singlecacheblock of 256 bits anda singlecell. Using
Mentor GraphicsIC-Station,we lay out the SRAM cells of the
256-bit cache block and the gated-\jq transistor and extract
netlistsand areaestimatesWe modify the netlist to include our
simulation parametersAll simulationsusea 0.181 processand
supplyvoltageof 1.0V. To simulatereadtime accuratelywe model
the capacitancef a full bitline. To estimatethe SRAM speedand
enegy dissipationwe vary the spicemodels thresholdvoltageof
the SRAM and gted-\jj4 transistors.

We estimatecell accesgime and enegy dissipationusingHspice
for transienanaloganalysis We computestandbyandactive mode
enepgy dissipationby measuringaverageenepgy dissipatedby a
steady state cache block with theteg-\j4 transistor

4.1.1 SRAM Cdll Area

Figure3 shaws a layout from Mentor GraphicsICstation of 64
SRAM cellsontheleft andanadjoiningNMOS gated-\j4 transis-
tor connectedo them. In the layout, the gated-\y transistoris
actually madeup of eight parallel transistorsthat are eachone-
eighth of the total desiredwidth. The total increasein dataarray
areadueto theadditionof the NMOS gated-\jq transistoris about
3% for the layoutin the figure. The total width of the gated-Vyqy
controllinesis closeto thatof a single SRAM cell andis negligi-

ble. Areaincreases negligible for PMOS gated-\j4 becausghe
transistor is the size of one of the black12 PMOS transistors.

4.1.2 Impact of Lowering Threshold Voltage

Tablel shavs leakageenegy with varying SRAM thresholdvolt-
agesusingtwo NMOS gated-\jj4 thresholdvoltages Fromthefirst
threerows, decreasinghe SRAM cell thresholdvoltagesincreases
active leakageenegy by several ordersof magnitudeThe standby
columnshaws the standbymodeleakageenegy usinggated-Vjg,
which is ordersof magnitudesmallerthanactive enegy. Compar-
ing thefirst threerows with the lastthreeindicatesthatdecreasing

gated-Vyq
transistor

FIGURE 3: Layout of 64 SRAM cells connected to a single gated-Vyqy NMOS tra{n-s‘istor.



Area

Increase(%) || Relative | Active Standby

of NMOS Read L eakage Leakage

Gated-V 4q4 Time Energy (nJ) | Energy (nJ)
2 1.00 1700 166
4 0.90 1710 245
8 0.85 1720 371

Table 2: Widening the gated-Vyq transistor.

the thresholdvoltage of the gated-\j4 transistorssignificantly
increases standby leakage gyedissipation.

4.1.3 Impact of Widening Gated-Vyq Transistor

Increasingthe width of the gated-\jjq transistorimproves SRAM
cell read times but decreasesnepgy savings and worsensthe
impactof gated-\jq on SRAM area.Table2 shavs enepgy, area,
and relative speedas the width of the gated-\jyq transistoris
increased.In the first row, the gated-\jyq transistoris sized as
describedin Section3.2 and increasedin the secondand third
rows. The cell and the gated-\jq transistorsthresholdvoltageis
0.20V for thesesimulations.Thereis a cleartrade-of in cell read
time againstareaandstandbyenengy, thoughthe standbyenengy is
low in all cases.

4.1.4 Gated-Vyq4 Techniques Combined

Table3 depictsfour circuit-level gated-\j4 techniqueswve evalu-
ate.Thetabledepictsthe percentagef leakagesnegy savedin the
standbymode,the cell readtimes, andthe areaoverheadof each
techniquerelative to a standardow-V; SRAM cell with no gated-
V4g¢ The techniquescan be groupedinto two cateyoriesasindi-
cated.The first catgory (the first threerows) haslower perfor-
mance and higher enegy savings. In contrast,the secondhas
higher performanceu potentially lover enegy saiings.

Fromthefirst two rows, we seethatin spiteof decreasinghe cell
thresholdvoltage from 0.40V to 0.20V, gated-\jjy managesto
reducethe standbymodeenegy. The secondandthird rows illus-
trate the trade-of betweenenegy and speeddependingon the
thresholdvoltageof the gated-Vyq transistor If we arewilling to
sacrifice enegy savings for better performance,we may use

PMOS gated-\jq4 transistors.The fifth row indicatesa slightly
fasterreadtime for gated-\jq becaus¢he PMOS gated-Vyq tran-
sistorcreatesa virtual V y4q for the SRAM cells slightly lower than
the supply wvltage.

To mitigate the negative impacton SRAM cell speeddue to an
NMOS gated-Vjq transistoy we canusea wider transistorwith a
chage pump.To offseta wider transistors increasedeakagecur-

rent, we further raisethe gated-\jq4 transistors thresholdvoltage.
The lastrow shaws resultsfor increasingthe gated-Vjq transistor
width by a factorof four andaddinga chage pumpthatraisesthe
active mode gate voltageto 1.35V The resulting SRAM speed
overheads only around8% comparedo thelow thresholdvoltage
SRAM cells without gated-Vyg. Moreover, the reduction in

standby mode engy is 97%.

4.2 DRI i-cache performance

We useSimpleScala®.0 [4] and SPEC95to modelanL1 DRI i-
cachein anout-of-ordermicroprocessorThe DRI i-cacheis con-
figuredwith asenseénterval of onemillion instructionsa divisibil-
ity of two, anda miss-boundand size-boundor eachbenchmark
chosento keep executiontime degradationwithin 4%. For each
benchmarkwe measurethe relative executiontime of a system
with a DRI i-cache comparedto a corventional cacheand the
effective DRI i-cacheleakageandsizeasa percentagef a corven-
tional 64K direct-mapped i-cache.

While a DRI i-cachereducesthe averagerequiredcachesize, it
incurs overheaddue to resizing and may affect executiontime.
Figure4 shavs relative enegy-delayproductscomparingthe leak-
ageenegy-delayof a DRI i-cacheusingthe wide NMOS gated-
V4q dual-V; techniqueof Table3 to thatof a conventionali-cache.
We usethe analyticalmodelsdevelopedby KambleandGhose€[6]

to estimate thex@ra L1 and L2 dynamic engy dissipation [11].

Thefigurealsoshavs theaveragecachesizefor eachof thebench-
marks as a percentageof a corventional 64K cache.The figure
indicatesthata DRI i-cachedecreasethe averagecachesize sig-
nificantly. A DRI i-cachereduceghe cachesize by an averageof
62% while increasingxecution time by less than 4%.

The benchmarksare groupedinto three classes.The first class,
ranging from applu through swim, primarily requiresa small i-
cachethroughoutexecution.A DRI i-cachereduceshe effective

Active Standby Relative
Gated-Vyq | SRAM | Leakage L eakage Energy Read Area

Technique Vi (V) Vi (V) Energy (nJ) | Energy (nJ) | Savings(%) | Time Increase (%)
no cated-Vyg, high N/A 0.40 50 N/A N/A 2.22 N/A
NMOS aated-Vjq dual \ || 0.40 0.20 1690 50 97 1.30 2%
NMOS cated-Vyq, dual || 0.50 0.20 1740 49 97 1.35 2%
no cated-Vyg, low Vy N/A 0.20 1740 N/A 0 1.00 N/A
PMOS aited-Vyq 0.20 0.20 1740 235 86 1.00 0%
NMOS aated-Vjq dual \ || 0.40 0.20 1740 53 97 1.08 5%
wide, chage pump

Table 3: Energy, speed, and area of gated-Vqq techniques for one cell.
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cachesizeto aslow as3% for mgrid. The secondclassof bench-
marks are those that primarily require the full 64K i-cache
throughouttheir executionandpreventa DRI i-cachefrom down-
sizing; they rangefrom apsi to perl. Fpppp is anextremeexample
which cannotdownsizeatall withoutalarge performancelegrada-
tion. The last classof benchmarksexhibit distinct phaseswith
diversei-cachesize requirementsBenchmarksrom gcc to tom-
catv are in this group, withwerage cache sizes from 73% to 13%.

Althoughwe shav therelative enegy-delayproductsfor the base
DRI i-cache a differentenegy-performancerade-of pointcanbe
choserby adjustingthe DRI i-cacheparameter§l 1]. For example,
amoreaggressie miss-boundettingwould significantlydecrease
the overall leakageenepgy but would have a largerimpacton exe-
cution time.

5 CONCLUSIONS

This paperexplored an integrated architecturaland circuit-level
approacho reducingleakagesnegy dissipationwhile maintaining
high performancein deep-submicroncache memories.At the
architecturallevel, a dynamically resizable cache resizes and
adaptsto an application$ i-cacherequirementgluring execution.
We proposeda circuit-level technique gated-Vq, to gatethe sup-
ply voltage to, and reduceleakagein, the SRAM cells in the
unused sections of a dynamically resizable instruction cache.

We evaluatedand presentedsimulation resultsfrom running the

SPEC95applicationson a SimpleScalamodel of a DRI i-cache.
The resultsindicatedthat a 64K DRI i-cachereduceghe enegy-

delay at bestby 87% and on averageby 62% with lessthan 4%

impacton executiontime. We evaluatedandpresentedesultson a

spectrunof circuit techniquego implementsupplyvoltagegating

with varying leakagereduction,performanceand areaoverhead
trade-ofs. Theresultsindicatedthata wide NMOS dual-V; gated-
V4q With a chage pump reducesleakage most with minimal

impact on cell speed and area.
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