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Abstract To presere softnare compatibility these clusters use a directory-
based cache coherence protocol to support a shared-memory

This paper proposes ansatuates a ne approach to directory- ahbstragtion Sdeshpite bing rgemqry plblsicallly dicftri.bﬁted acrok?s
based cache coherence protocols calEhctive NUMA(R- the nodes. Such systems/aprariously emplged either a cache-

: ; herent non-uniform memory access (CC-NUMA) protocol
NUMA). An R-NUMA system combines a ceentional CC- co - !
NUMA coherence protocol with a more-recent Simple-COMA (S- [15:16. a Simple-COMA (S-COMA,) protocol [11], or pided
COMA) protocol. What maés R-NUMA nael is the vay it support for both [22,8’]. In a CC-NUMA system, remote data may
dynamically reacts to program and system bighato switch be cached in a CP8'cache or a petode cluster cache. Refer-
between CC-NUMA and S-COMA andgloit the best aspects of ences not SatISfI’ed by these haaicbvca}ches must be sent to the
both protocols. This reas behaior allows each node in an R-  'eferenced page’home node to obtain the requested data (and
NUMA system to independently choose the best protocol for a enforcE ag necessary ﬁoherence actlonsk)n.”An S-COMAfS)ﬁtem
particular page, thus priing much greater performance stability ~US€S theact same coherence protocalit lllocates part of the
than either CC-NUMA or S-COMA alone. Owaduation is both local nodes main memory to act as adarcache for remote pages.
qualitatve and quantitate. We first shav the theoretical result S-COMA is much cheaper and S|_mpler to implement than earlier
that R-NUMAS worst-case performance is bounded within a small COMA systems [10,12] because it uses standard address transla-
constant dctor (i.e., tw to three times) of the best of CC-NUMA tion _hardwarle as ‘tags fo|1 the pagﬁ f;‘(;heh BecggsEUS'\-AC':AOMA
and S-COMA. W then use detailececution-drven simulation to requires only incrementally more hal than - !
shav that, in practice, R-NUMA usually performs better than SOME systems hia proposed prading support for both protocols
either a pure CC-NUMA or pure S-COMA protocol, and nho more [22,8].
than 57% wrse than the best of CC-NUMA and S-COMA, for our A potential disadantage of DSM clusters is the relaly lage
benchmarks and base system assumptions. ratio of remote to local miss timesoFexample, the Sequent
STING’s remote misses are roughly ten timesvelothan local
misses [16]. Corersely in a full-integrated implementation l&k
. the recently-announced SGI Origin2000 [1], the ratio can be as
1 Introduction small as tw to three times. Thus an applicat®performance on

) ) a DSM cluster will be ery sensitie to the frequencof remote
Clusters of symmetric multiprocessors, or SMPsglemeged as misses.

a promising approach tailiding lamge-scale shared-memory par-
allel machines [15,16]. The refagily high wlumes of these small-
scale parallel seers malk them &tremely cost-dective as hild-

ing blocks. By connecting thesenecost nodes, system designers
hope to construct lge-scale parallel machines with better cost-
performance than has beenvoeisly possible [3].

S-COMA can potentially perform much better than CC-NUMA on
these machines. This is because the S-COMA page cache is part of
main memoryand can be much er than a CC-NUMA cluster
cache. Thus, S-COMA potentially results in significantiywde
remote misses, and achis better performance. CC-NUMA
machines can reduce this fdilence by allocating pages on the
same node as the processor that uses them [17], dynamically
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substantially better performance for some applications and refer-
ence patterns.

In this paperwe propose a Reagti NUMA (R-NUMA) protocol

o
that dynamically reacts to program and system\ieh#o switch @ Reference
between CC-NUMA and S-COMA protocols. This reaetbeha- ,b&

ior provides much greater performance stability than either CC-
Map a remote
page

NUMA or S-COMA alone, by alleing each node in an R-NUMA

system to independently choose the best protocol for a particular
page. The algorithm initially allocates all remote pages as CC-
NUMA, but maintains a pemode, peipage count of the number of

times a block is refetched as a result of a conflict or capacity miss.
When the refetch counkeeeds a threshold, the operating system 1. Request data
intervenes and reallocates the page in the S-COMA page cache. R- (b)
NUMA requires ‘ery little additional hardare—primarily a set of

pernode, pefpage counters—lyend what is needed to support . )

both CC-NUMA and S-COMA. FIGURE 2. Caching remote data in CC-NUMA:
(a) anatomy of a CC-NUMA RAD, (b) flow of a
remote miss.

We evaluate the protocol both qualite#ly and quantitately. \We
first present a simple analytical model indicating that R-NUMA

performs competitely with respect to CC-NUMA and S-COMA.  payice (RAD) implements a directory-based cache coherence pro-
This result guarantees that R-NUMAwee performs much arse tocol to etend the shared-memory abstraction across the nodes.
than the best of either S-COMA or CC-NUMA.eWhen use  Tpjs daice implements the same basic coherence protocol in all

detailed gecution-drven simulation to she that, in practice, R-  gystems; CC-NUMA, S-COMA, and R-NUMA simply ff in
NUMA's reactie behaior often leads to better performance than \yhere remote data is cached.

either a pure CC-NUMA or pure S-COMA protocol. Quantiti . .

results also confirm our theoretical result: R-NUMA performs no All systems implement a global yéical address space, where the
more than 57% wrse than the best of thedwnderlying proto- high-order bits encpde the node id. CC-NUMA systems reference
cols. Conersely for one application CC-NUMA as 179% slaver global addresses directly; S-COMA uses a simple SRAM mapping
than S-COMA: for another S-COMAas 315% shwer than CC- table to translate local phical addresses to global ysical
NUMA. Thus, for our benchmarks and system assumptions, R- addresses. R-NUMA does both, since it supports poth protocols.
NUMA often achiees the best performance, and ivaremuch All systems run a single operating system imagentgintain sep-
worse than the best possible. This superior performance stability2rate penode page tables to permit independent allocation deci-
makes R-NUMA a ery attractie alternatie for future shared-  Sions and reduce TLB fill latep@nd contention.

memory machines.

The net section describes the basic disitéd shared-memory 2 1 CC-NUMA
machine structure that we study in this paped preides more
details of the CC-NUMA and S-COMA protocols. Sect®bpre- Most previous distrituted shared-memory machinesvéabeen
sents the Reagit NUMA protocol and its qualitate analysis. CC-NUMA machines [15,2,16,5,18]. Figuzéa) illustrates the
Section4 and Sectios describe the simulation methodology we CC-NUMA RAD we consider in this papetike the Sequent
use to quantitately evaluate the protocols and the results, respec- STING [16], our CC-NUMA RAD is equipped with a remote clus-
tively. Finally, Section6 summarizes the results and conclusions in ter cache for maintaining recently referenced remote data blocks.
this paper This cache acts as anotherdkin the nodes cache hierargh but
unlike the processor caches, only holds remote data. In the remain-
der of this paperwe refer to this CC-NUMA cache asbkock
cache to differentiate it from S-COMA page-granularity cache. A
2 DSM Har dware SUDDOH hardware protocol controller manages accesses to the block cache
and directoryservices messages from remote nodes, and requests
Figurel illustrates the basic distrited shared-memory machine remote data on the behalf of the node.
organization that we study in this papBach node is a symmetric
multiprocessor (SMP) arkstation with four processors connected
via a coherentus to an interlead memory A Remote Access

Figure2 (b) illustrates the flo of events on a remote reference in
CC-NUMA. The first processor to access a remote page within
each node results in a (soft) pagalf. The operating systes’
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page &ult handler maps the page to a CC-NUMA globalsixtal
address, updating the noslgdage table. Subsequent references to
the same page by wmrocessor within the SMP node result in
cache block fills on the memorys The CC-NUMA RAD snoops
for global plysical addresses on thashand satisfies the cache fill

requests if the data resides in the block cache. Upon a miss in the

block cache, the RAD allocates a block frame, writing back a dirty
block if necessaryand sends a request for the data to the remote
node.

The block cache impwes CC-NUMAs performance by reducing

the number of remote misses. Block caches can either be small,

fast, and bilt with SRAM, or lage, slav, and ilt with DRAM.
The latter reduces the number of remote missésatithe gpense
of increasing the remote miss latgrand controller occupapcTo

keep latencies and occupancies comparable between CC-NUMA

and S-COMA we consider only relagly small, &st block caches
in this paper

Because the block cache is still ralaty small, CC-NUMAs per-
formance is ery sensitie to data allocation and placement.
LaRawe, et al. [14] hee shavn that a good initial allocationavks
well for mary scientific applications. ¥use a first-touch migra-
tion policy which is both simple and has beenwhdo substan-
tially eliminate unnecessary tfiaf [17]. In this poliy, a user
invoked directve on @ery node initiates page migration at the start

of the parallel phase of the program. Upon the first request for each

page, the home node migrates the page to the requessaming
the first requester is Ity to prave a frequent requesteFhis is
especially true for somegalar scientific applications that specifi-
cally “touch” pages to ensure their proper placement [26].
Dynamic replication/migration can further impeo performance

by replicating code and read-only data pages, and migrating pages
that are mostly accessed by a single processor [24]. Unfortynately

these techniquesif for data pages that are aely shared among
multiple processors.

2.2 SCOMA

Cache-Only Memory Architectures (COMA) allaemote data to
reside in both the node'cache hierarghand main memoryFor
example, the SICS DDM [10] andgfdall Square Research KSR1
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FIGURE 3. Caching remote data in S-COMA:
(a) anatomy of an S-COMA RAD , (b) flow of a
remote miss.

the operating system. If there are no free page framzdialale in
the page cache, the operating system selects a victim, unmaps and

[19] replicate and migrate data at cache block granularities amongflushes all dirty blocks back to home node, and shoois dbe
the nodes memories. Because data is allocated at subpage granuTLBs on thelocal node. When a page frame isiable, the oper-

larities, these machines require the use of significant additional
hardware to determine the psical location of a datum.

ating system initializes the page table, the RA®xiliary transla-
tion table, and fine-grain access control tags. Subsequent

Simple COMA (S-COMA) [11,21] greatly simplifies the original  references find the page mapped, and hits and misses are detected
COMA approach by decoupling data allocation and naming from PY the fine-grain access control tags. Hits are serviced by local
coherence. Remote data is allocated and mapped at page granuldi@mory Misses are detected by the RAD, which inhibits memory

ity using standard virtual address translation haréwmuch lile translates to the corresponding globaypbal address, and com-
page-based DSMs [7]. Ag®n of main memory is set aside as a municates with the home node to obtain the requesting block.

page cache for remote data pages. An S-COMA remote access S-COMA can potentially outperform CC-NUMA because it can
device (RAD), Figure3 (a), maintains coherence using the same exploit the nodes lage main memory to cache remote data. S-
basic coherence protocol as the CC-NUMA RAD. The essential COMA can dynamically tailor the fraction of memory used to

extra hardvare is a set of fine-grain access control tagse-its

per block to detect when the RAD must inhibit memory and inter-
vene—and an auxiliary SRAM translation table with one entry per
page—to cowert between local plsical addresses (i.e., the page
cache) and global phkical addresses (i.e., the home address).
Because operating system safte handles the more comple
operations of allocation and migration, S-COMA is much simpler
than “full” COMA implementations.

Figure3 (b) illustrates the S-COMA algorithm. On a nadétst
reference to a remote page, a pagdtfoccurs and is handled by

cache remote data, in response to an applicatioeeds. S-
COMA's remote cache is also fully-assosiatibecause S-COMA
uses the standard virtual address translation teaedwo locate
remote pages.

S-COMAs simplicity and fully-associate page cache come at a
cost, havever. Mary parallel applications do not V& suficient
spatial locality to fully utilize remote pages, leading to internal
fragmentation. Irrgular applications and gelar applications with
large strides are particularly susceptible to this problem. These
applications may incur significant internal fragmentation, and
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require a prohibitiely lage page cache to fit their remoterking

sets. If the page cache is notfmiéntly laige, the result is frequent MEMORY BUS
S-COMA page replacement (i.e., thrashing) and a rapid decrease
in performance. Physical Inhibit Suspend
Address Memory Processor
=
3 Reactive NUMA 2o 5 o
52 S s &5
[ e) <
Reactve NUMA (R-NUMA) tries to combine the best aspects of E" S E g 8
both CC-NUMA and S-COMA. R-NUMA is based on the obser- = o TS
vation that remote data pages can be classified irdogtaups. > —® = g
Reuse pages contain data structures that are accessedtimas S o5 —
within the same node, and thushibit substantial remote tifaf 2 Fine-grain Fo: 8
due to capacity and conflict misses in the n@deche hierargh -5

Corversely communication pages are used primarily tsobhange
data between nodes, and thus mainlyilet coherence misses. R-

NUMA attempts to distinguish between these types of pages, (@) NETWORK
and store reuse pages in an S-COMA-fdage cache, while limit-

ing communication pages to the nadeache hierarghand CC-

NUMA-lik e block cache. R-NUMA dynamically detects when CC-NUMA

communication pages become reuse pages, andesisa.v cache fll

3.1 Mechanismsfor R-NUMA

An R-NUMA machine must prade mechanisms for caching
remote data pages both as CC-NUMA and S-COMA pages. The
operating system maps CC-NUMA pages directly to a remote glo-
bal plysical address and S-COMA pages to a localsiual

S-COMA
cache fll

1. Access S-COMA
fhe-g rain tags

1. Flush blocks

address in the page cache. The R-NUMA RAD snoops for both
CC-NUMA (global plysical addresses and (local) ygical
addresses in the S-COMA page cache. Note that R-NUMA need
not require ay additional hardware. For example, s3.mp [18] and
the Stanford FLASH [13] already prde suficient mechanisms

to implement both CC-NUMA and S-COMA. Becauseytluse

2.Translate LPA to GPA

2. Unmap page
3. Invalidate TLBs
miss

1. Select a page
2. Flush blocks

programmable controllers, implementing R-NUMA should just be
a software change.

Figure4 (a) illustrates that an R-NUMA RAD looks éika combi-
nation of an S-COMA RAD and a CC-NUMA RAD. A block

1. Inhibit memory
4. Invalidate TLBs 2. Request data
cache sems as a backup dee for CC-NUMA-mapped pages, a
set of S-COMA fine-grain tags prde access control for S-

1. Request data Map an S-COMA
2. Flush block frame page
COMA-mapped pages, a simple SRAM mapping table translates

local S-COMA plysical addresses to the corresponding global FIGURE 4. Caching remote data in R-NUMA:
physical addresses, and a directory maintains coherence informa-(a) anatomy of an R-NUMA RAD , (b) flow of a
tion for each page for which a node is the designated home. remote miss.

The R-NUMA protocol separates data allocation from coherence.

Coherence is @lobal operation, where all nodes cooperate to read-write blocks generally requires adding an additional state to
enforce the shared-memory abstraction. Data allocatioridsah indicate that a processor preusly held an xclusive block, it
decision, which determines whether a particular cache block voluntarily wrote it back. The system theeelps track of the num-
(page) should be replicated in the S-COMA page cache or CC-ber of refetches on a paode, peipage basis. The directory can
NUMA block cache. This separation alls each node to indepen-  either maintain the counts itself, similar to the page migration
dently decide whether to manage a particular shared page as CGsounts in the SGI Origin2000 [1], or communicate the information
NUMA or S-COMA. back to the requester on the reply messagea¥8ume that each

R-NUMA requires a mechanism to decide when to switch between R'ZIUMA R?D ma_lnttalns ? Sﬁt oiwagené:%nters for 'ttfhnOdhe_
CC-NUMA and S-COMA. The ¢y difference between reuse and alr:j generates an Interrupt when the cou S apresetihres
communication pages is the number of remote capacity and con®'¢

flict misses a page incurs in the block cache. When a block getgFigure4 (b) illustrates the flo of events for caching remote data
evicted from the block cache due to its limited capacity or a set in R-NUMA. The first reference to an unmapped page results in a
conflict, the net subsequent reference to that block will miss, page &ult. The operating system initially maps the page CC-
causing arefetch from the home node. The directory can detect NUMA. Further references are handled by the R-NUMA RAD,
refetches by simplydeping track of when a node requests a block either supplying them from the block cache or fetching them from
that the directory state indicates it already has. Assuming a nonthe home node. The RAD uses the-page counters to detect
notifying protocol, this is tiial for read-only blocks. Handling ~ when the number of refetchesceeds the threshold. When this

3. Unmap page

(b)
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occurs, the operating system isdked to relocate the page from
CC-NUMA to S-COMA. Relocation requires unmapping the CC-
NUMA page, flushing all locally cached blocks from that page,
and allocating and mapping am&-COMA page (possibly clean-
ing a page, if no free onesist).

3.2 Qualitative Performance

R-NUMA's performance depends upomnwhavell it selects the
appropriate mapping for awgin page. If an éine oracle selects
the mapping, then the R-NUMA protocolalys performs at least
as well as either CC-NUMA or S-COMA, since it combines the
hardware resources of both. Unfortunateigal systems must rely
on on-line algorithms.

Instead, we present a simple intgétimodel to analyze theonst-
case behaor of R-NUMA. Our model shws that an applicatios’
execution time under R-NUMA is whys within a small constant
factor of the recution time under the best of CC-NUMA and S-
COMA.

In the interest of braéty and clarity we male seeral simplifying
assumptions about the befa of the system. Wcompare perfor-
mance relatie to an “ideal” CC-NUMA machine with an infinite

capacity block cache. The finite capacities of the actual block and

page caches result intea overheads due to refetches in the block

cache, replacements in the page cache, and relocation of pages

between the block and page caches.IMiit our analysis to these

R-NUMA's perpage behaor digresses from CC-NUMA when a
page incurs more refetches than specified by the thre3hétd
NUMA relocates such a page to the page cache in order¥erton
remote block fetches to local memory accesses. R-NUMA per-
forms worst when a page relocates from the block cache to the
page cache and is not referencedimadefore being replaced. In
this case, CC-NUMA overhead Qcc.numa) 1S only TCrgretch
whereas R-NUMA wuld incur additional werheads of relocating
the blocks on the CC-NUMA page, and allocating and subse-
quently replacing an S-COMA page for a total @ nyma =
TCrefetch + Craocate T Callocater Therefore, R-NUMAs perfor-
mance is wrse than CC-NUMA by at most

TC C

+ Crelocate +
TC

OR—NUMA — refetch allocate |

(EQ 1)

OCC—NUMA refetch

R-NUMA's worst-case performance with respect to S-COMA also
occurs for the same case. S-COMIAerpage oerhead Qs
coma) would be simplyCyjocate Whereas R-NUMPs overhead
(Or-nuMma) Would include the additionalverheads of refetching
blocks and relocating a page, i.€C gfetch + Crelocate T Callocate:
Hence, S-COMA will outperform R-NUMA by at most

RNUMA _ TCrefetch + Crelocate + Callocate .

(EQ2)

OSCOMA Cal locate

extra overheads for a single remote page. The results generalize to

multiple pages because yhieold for worst-case reference patterns.

Assume a CC-NUMA with a block cache of aa size, an S-
COMA with a page cache of avgh size, and an R-NUMA with

Our goal is to minimize the evst-case performance of R-NUMA
with respect to both CC-NUMA and S-COMA. The right hand
sides of the abe two equations are intersecting functionsToAt

block and page caches equal in size to their counterparts in the CCthe point of intersection, R-NUMA relatie worst-case perfor-
NUMA and S-COMA. Also assume that the cost of fetching a mance is equal to

block from a remote node is much higher than a local memory

access. Our results remain qualitaly valid for systems that vio-
late these assumptions viever, a further discussion is yend the
scope of this paper

Parameter || Description

Crefetch Cost of refetching a remote block
Callocate Cost of allocating/replacing a page
Craocate Cost of relocating a page

T Relocation thresholdalue
Occ.numa || Perpage eerhead of CC-NUMA
Os.coma Perpage werhead of S-COMA
Or.NUMA Perpage oerhead of R-NUMA

TABLE 1. Parameters for the performance model.

OR—NUMA — OF&—NUMA =2+ Crelocate (EQ 3)
oCC—NUMA OSCOMA Cal locate
C
at the thresholdalue of T = —alocate
Crefetch

Equation3 indicates that the bound orosst-case performance of
R-NUMA depends on the cost of relocation refatio the cost of
page allocation/replacement. Relocation includes generating an
interrupt when the number of refetches reaches the threshold, and
moving the blocks from the block cache to the page cache. In a
high-performance implementation with support fastfinterrupts

and mechanisms for (locally) relocating blockKsggcate Will be
small compared t€cate: @Nd the wrst-case performance bound
will be close to 2. In a less aggregsimplementation, the cost of
relocation will be dominated by interrupverhead and flushing
the blocks from the block cach€,qqcate Will be approximately
equal toCyjocate: @nd the wrst-case performance will be close to

3.

Tablel depicts the parameters we use in our performance modelEquation3 also indicates that the thresholalue at the point of

Ciefetch iS the cost of refetching a block from a remote n@ig,.
cate IS the cost of allocating and later replacing a p&@gecate iS
the cost of relocating a page from CC-NUMA to S-COMAis

intersection simply depends on the -page w@erheads of CC-
NUMA and S-COMA. As such, thealue is a function of the cost
of page allocation/replacement and the cost of a remote block

the number of refetches before R-NUMA relocates a CC-NUMA fetch, and is independent of the cost of relocation.

page to an S-COMA page. Our model uses these parameters t

CompUtEOCc_NUMA, OSCOMA andOR_NUMA, which represent the

additional peipage @erheads of the three machines as compared

to our ideal machine respely.

fh practical terms, the ovst-case performance analysisya® that

R-NUMA performs no more than three timesrge than either a
vanilla CC-NUMA or S-COMA system. Inatt, since block
refetch, page allocation/replacement, and page relocatien o
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Application || Problem Input Data Set

barnes Barnes-Hut N-body simulation [26] 16K particles

chol esky Blocked sparse CholegKactorization [26] | tk16.0

em3d 3-D electromagnetic awe propagtion [9] 76800 nodes, 15% remote, 5 iters
fft Complex 1-D radix-/n six-step FFT [26] 64K points

fmm Fast Multipole N-body simulation [26] 16K particles

lu Blocked dense LUdctorization [26] 512x512 matrix, 16x16 blocks
moldyn Molecular dynamics simulation [6] 2048 patrticles, 15 iters

ocean Ocean simulation [26] 258x258 ocean

radix Integer radix sort [26] 1M integers, radix 1024
raytrace 3-D scene rendering using ray-tracing [26] car

TABLE 3. Applications and input parameters.

heads are only avfeout of maly components of»ecution time, maintaining inclusion for read-only blocks. Wever, since MBus

the practical “bound” is much less than threewdeer, while does not implement cache-to-cache transfer for blocks that are not
bounding verst-case performance is important for some applica- owned by a processoread requests to read-only remote blocks
tions, e.g., on-line transaction processing and process control, mosthat miss in the block cache are fanded to the home nodeen

users focus orvarage performance. Moreer, the thresholdalue if there are copies of the block in other processor caches on the
that maximizes R-NUMX performance in practice may befelif node.

ent from the one that minimizesovst-case performance. In the
remainder of this papemwe shav that R-NUMAs ability to

dynamically allocate some pages to the S-COMA page cache and | Operation Cost (processor cycles)
others to the CC-NUMA block cache can significantly impro block -
performance. W also sha that R-NUMA performs well \een OocK operations
with a much smaller block cache than CC-NUMA. Finaike SRAM access 8
present results on the senstti of R-NUMA's performance on DRAM access 56
relocation thresholdalue and werhead. .
local cache fill 69
remote fetch 376
4 Methodology page operations
T tical impl tati f R-NUMA, CC-NUMA soft traps 2000
0 compare practical implementations of R- , CC- , 200
and S-COMA, we simulate a distuted shared-memory machine Tlll'B Shoo}davln
consisting of a netark of eight SMP nodes (Figui§. Each node a Ocat'_on replacement or
is a 4-vay multiprocessor with 400 MHz dual-issue statically relocation 300011500

scheduled processors—modeled after the Ross HyperSparc—
interconnected by a 100 MHz split-transactioms.bA snoop
MOESI coherence protocol—modeled after SmaMBus proto- ) )
col—keeps the caches within each node consistept.agéume  Both S-COMA and R-NUMA implement a simpleast Recently
perfect instruction cachksut model data caches and their conten- Missed page replacement pajicThis polig is similar to classical

tion at the memory us accuratelyWe further assume a point-to-  LRU, but the page frame list is re-ordered only on remote misses
point netvork with a constant lategof 100 ycles tut model con- rather than on each reference. This can be approximated in practice
tention at the netark interfaces. by maintaining pepage hardare miss counters which the operat-

. . . ing system periodically samples. Wever, since page replacement
Our block cache is a writeback direct-mapped SRAM cache. Thepc?lici):es arepbﬁond theyscopepof this pafoeur mgdgl of g-COMA

cache maintains inclusion—with respect to the. rodache hier- hardware simply maintains the necessary information and commu-
archy—for remote blocks cached in the read-write statenbt for nicates it to the operating system at the time of a g f

those cached in the read-only state. Cache inclusion for read-write
blocks greatly simplifies the interaction between the DSM CC- Table2 presents the costs of block and page operations in proces-
NUMA protocol and the commodity avkstation MOESI protocol. ~ sor gcles for our base system assumptions. SRAMices
Maintaining inclusion for the remote blocks in the read-only state include the block cache, S-COMA fine-grain tags and translation
would require a ery lage block cache. Instead we opted for not table, and R-NUMA reaate counters. DRAM accesses corre-
spond to accesses to the page cache. Soft traps includeaplige f
and R-NUMA relocation interrupts.age allocation/replacement

1. The scientific codes we studybdow instruction cache miss ratios. involves taking a soft trap, validating the (local) TLBs, and flush-
This assumption may not hold for all applications. ing the blocks back to the home node. Therbead aries depend-

TABLE 2. Base line system assumptions.
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FIGURE 5. Characterizing remote pages.

The figure plots the cumulgé distrilution of refetches as a function of
fraction of remote pages in a CC-NUMA machine with a 32-Kbyte |
cache. The figure omit#, because it fits in the nodetache hierarghanc
incurs no capacity or conflict misses.

TABLE 4. Characterizing block refetches and
page replacements in CC-NUMA and R-NUMA.

The table presents the fraction of block refetches due to pages the
both read and write coherence misses in CC-NUMA, and block refe
and page replacements in R-NUMA as a percentage of those i
NUMA and S-COMA. The table omifft because it incurs no capacity

conflict misses in CC-NUMA and only a small number of page rep
ments in S-COMA. The numbers correspond to a CC-NUMA with ¢
byte block cache, an S-COMA with 320-Kbyte page cache, and
UMA with 128-byte block cache and a 320-Kbyte page cache
threshold alue of 64.

ing on the number of blocks flushedige relocation uses similar
mechanisms as page allocation/replacement and incurs the samtﬁ
overheads.

Table3 presents the applications we use in this study and the cor- , . .

responding input parameteBarnes, cholesky, fft, fmm, IU, ocean NUMA'’s performance to block cache size, relocation threshold
radix andraytrace are from the SPLASH-2 [26] benchmark suite. Valué and verhead.

Em3d is a shared-memory implementation of the Split-C bench-

mark [9]. Moldyn is a shared-memory implementation of a - .
CHARMM-lik e [6] molecular dynamics application. 5.1 CharaCte”ZIng Pagesm CC-NUMA

Our application data set sizes are selected to be small enough so & NUMA offers a performance adutage ger CC-NUMA if an

to not require prohibitie simulation gcles, while being lae application incurs a lge number of capacity and conflict misses
enough to maintain the intrinsic communication and computation on remote data in a CC-NUMA machine. R-NUMA also outper-
characteristics of the parallel applicationodVet al., characterize ~ forms S-COMA when the majority of the capacity and conflict
the behwior of SPLASH-2 applications in terms ofovking sets misses in CC-NUMA are due to a small fraction of remote pages
and shw that for most of the applications, the data setsigeal that can fit in the page cache. @ersely R-NUMA can perform

have a primary wrking set that fits in an 8-Kbyte cache [26eW  Wworse, if the page cache is too small to accommodate the set of
therefore, assume 8-Kbyte (direct-mapped) processor caches téemote pages that account for most of the capacity and conflict
compensate for the small size of the data sets. misses in CC-NUMA. Therefore, R-NUNM#performance relag

to CC-NUMA and S-COMA depends on the fraction of reuse and

In this study our base system assumes a CC-NUMA block CaChescommunication remote pages in the application.

equal in size to the sum of all the processor cache sizes. Thi
assumption helps mitige a adwerse efiects due to the inclusion Figure5 illustrates the fraction of remote pages that are responsi-
requirement of read-write blocks. Consequerdlfourprocessor ~ ble for a gven percentage of block refetches in CC-NUMA—due
node will hae a 32-Kbyte CC-NUMA block cacheoTcompen- to capacity and conflict misses. The graphs indicate that in four of
sate for the lver cost of DRAM as compared to SRAM, our base the applications, less than 10% of the remote pages account for
system assumes an S-COMA page cache of 320 Kbytestoa 6f over 80% of the capacity and conflict misses in CC-NUMAhW

10 lager than our CC-NUMA block cache.éMurther assume a  the eception ofradix, an additional 20% of remote pages (for a
much smaller 128-byte block cache in R-NUMA than that in CC- total of 30%) account for just under 70% of the refetches in all of
NUMA. We present results in Sectibnthat indicate that R-  the applications.Radix performs an all-to-all communication,
NUMA performs well @en with such a small block cache. where processors march through géanumber of remote pages
writing to small number of blocks. As such, the remote pages for
the most partxhibit similar behaior, and the capacity and conflict
misses arevenly distrituted among the pages.

Table4 (second column from left) presents the fraction of block
refetches in CC-NUMA due to pages that incur both read and write
sharing trafic. The table indicates that with theception of some

of the lernels andaytrace, read-write remote pages account for
over 80% of the block refetches in all of the applications. This
result indicates that our first-touch migration ey efective in

5 Reaults

In this section, we present results from our simulatiqggegments.

We first motvate the results by presenting a characterization of
remote pages in a CC-NUMA machine Xyaeve present numbers
comparing the performance of CC-NUMA, S-COMA, and R-
NUMA. In the rest of the section, we study the sevigjtiof R-
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eliminating block refetch tré€ due to pages that are not shared— a0 542 6.21
i.e., pages that arevedys used by one nodethinitially allocated :

on another node. Morger, simple replication of (read-only) a5 ﬁ g_cc'gw\A"A

remote pages which has beenwhdo be efective in mulitiproga- R-NUMA —

mmed vorkloads [24], will not help pages with read-write fiaf 230 M
Raytrace, is the only application that pres to be a good candidate =

for replication schemes because most of the remote pages contairﬁ 25

read-only data structures. 3

Not surprisingly two of the lernels ¢holesky and radix) also EZ'O ]
exhibit a lage fraction of remote pages with read-onlyftcafThe S5l Tl

kernels are representati of common computations that are typi- g

cally found in lager applications. As such, much of the data struc- s 1 g EECRENCEE
tures that appear as read-only remote data indireek are indct =

the results of other intermediate stages of computation. Depending 0.5

on the read-write sharing befiar of the data throughout the appli-

cation, dynamic read-only replication schemes may or may not be 0.0 P -
effective. R-NUMASs relocation werheads are relggly small—
only referenced blocks are replicated—and as such R-NUMA can
help reduce read-only tfaf even in small krnel computations.

barnes
cholesky
em3d
fmm

lu
moldyn '
ocean |
radix
ytrace

FIGURE 6. Comparing performance of CC-NUMA,
S-COMA and R-NUMA.

. ase esu The figure plotsecution times on a CC-NUMA with a 32-Kbyte blo
52 B &/stem R Its cache, S-COMA with 320-Kbyte page cache, and R-NUMA with a
R-NUMA’s performance depends on the remtfrequeng of byte block cache, a 320-Kbyte page cache, and a relocation thr

: value of 64. The numbers are normalized to a CC-NUMA with an ini
block refetches in the R-NUMA and CC-NUMA block caches, as block cache, i.e., a block cache that can hold all of the referenced 1

well as page replacements in the R-NUMA and S-COMA page data.

caches. @ble4 also presents the number of block refetches and

page replacements in R-NUMA as a fraction of those in CC- 3704 in the best of CC-NUMA and S-COMA. In thenst case, R-
NUMA and S-COMA. The numbers compare a CC-NUMA witha NyMA increases xecution time by only 57% in the best of the
32-Kbyte block cache, an S-COMA with a 320-Kbyte page cache, ywo protocols. In comparison, CC-NUMA performs as much as
and an R-NUMA With a 128-byte block cache, a 320-Kbyte page 1799, worse than S-COMA, and S-COMA performs as much as
cache, and a relocation threshoidue of 64. 315% worse than CC-NUMA. Thus, R-NUMAxibits much less
The table indicates that R-NUMA substantially reduces the block sensitvity to a particular applicatioa’behaior and preides supe-
refetch trafic relative to CC-NUMA in all lut two of the applica-  rior performance stability ver either CC-NUMA or S-COMA
tions. R-NUMA also virtually eliminates the page replacement alone.

traffic relatve to S-COMA in most of the applications. R-NUMA e nav examine the indiidual applications in more detail. In
increases block refetchesfimm andradix relatve to CC-NUMA em3d and fft communication is of produceonsumer nature,
because of its small block cache. Mareo R-NUMA's page  \yhere remote pages primarilxahange recently produced data.
cache is too small to accommodate all the reuse pages, causing thfhese applications incur minimal number of capacity and conflict
pages to bounce between the block and page caches. The compisses in the 32-Kbyte block cache and hence perform well in CC-
bined efect of a small block cache and page cache too small to NyMA. S-COMA fails to provide enough page frames to hold all
contain all the reuse pages increases therall number of  the remote pages for either of these applications, thus resulting in
refetches in these applications. lower performance. Much l& CC-NUMA, R-NUMAs block
Figure6 compares the performance of CC-NUMA, S-COMA, and cache pruides enough (temporary) storage for the remote data,
R-NUMA. The graphs present thexegution times on a CC-  and thus R-NUMA performs as well as CC-NUMA.

NUMA with a 32-Kbyte block cache, an S-COMA with a 320- \jo|dyn performs well in S-COMA because the page cache can
Kbyte page cache, and an R-NUMA with 128-byte block cache, a capture the complete set of remote pages in this application. In
320-Kbyte page cache and a relocation threshalldevof 64. The gy, a small number of reuse pages account for most of the
graphs are normalized to a CC-NUMA with an infinite block capacity and conflict misses in CC-NUMA. R-NUMA simply relo-

cache—i.e., one in which the block cache igéagnough to hold cates these pages into the page cache and performs nei&h lik
all of the remote data. COMA.

Not surprisingly the performance of CC-NUMA and S-COMA  chojesky, fmm, lu, ocean andradix are eamples of applications in
varies across applications. Applications whose sharing occurs in gynich a lage fraction of remote pages are responsible for the
small number of localized g@ons fit well in the nods’cache hier- capacity and conflict misses in CC-NUMAblock cache. S-
arcry anq the block cachg. In contrast, a page casloes applica- COMAs (R-NUMAS) page cache is g enough to accommo-
tions with dense sharing patterns, because therhead of date a lage fraction of the remote pagesdnolesky andlu. R-
allocation/replacement of a page can be amortiaet @ lage  NUMA reduces most of the refetches in these applications and
number of blocks per page. Dense sharing patterns also result igherefore outperforms CC-NUMA. R-NUMA also reduces most of
lower page fragmentation, and thus place less pressure on the pagge page replacements fonolesky. However, because of load-
cache. imbalance irlu [26], page replacements occur more frequently on
The graphs corroborate our intuition (from Seco?) that R- the critical path, so the decrease is not as great as might be
NUMA either outperforms or is competig with CC-NUMA and expected. Lilewise, a small fraction aiu’'s remote pages bounce
S-COMA. In the best case, R-NUMA reduce®eution time by between R-NUMAs block cache and page cachag® replace-
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ments incur lager orerheads in R-NUMA than in S-COMA
because a page must reach the threshalldevbefore relocation.
Nevertheless, R-NUMA impnees performance up to adtor of
two over CC-NUMA and stays competié with S-COMA in these
applications.

Remotedata infmm, ocean andradix are too lage to fit in the page
cache. S-COMXA performance sfdrs for these applications
because of frequent replacements in the page caclfieniand
radix, CC-NUMA improves performancever S-COMA by up to

a factor of 4 because the remoterking sets of these applications
fit in the 32-Kbyte block cache. R-NUMA eliminates much of the
page replacements in S-COMAafile4), hut increases the num-

ber of refetches in CC-NUMA because the 320-Kbyte page cache

cannot contain the lge number of reuse pages in these applica-
tions. R-NUMA remains competi with CC-NUMA, increasing
execution time by at most 57% in these applicati@tgan exhib-

its a lage remote wrking set which does notven fit in CC-
NUMA'’s block cache. Although R-NUMA outperforms both CC-
NUMA and S-COMA for this application, block and page ficaf
remain high.

R-NUMA performs best when an applicatiorhibits a small

number of reuse remote pages that frequently miss in CC-N&MA
block cache, it the applicatiors overall set of remote pages is too
large to fit in S-COMAs page cache. R-NUMA can detect and
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FIGURE 7. Performance sensitivity of CC-NUMA

and R-NUMA to cache size.

The figure compares the performance serisitof CC-NUMA and R-
NUMA to cache sizes. The figures ploteeution times normalized to
CC-NUMA with an infinite block cache. CC-NUMA numbers corresp
to a 1-Kbyte block cache (b=1K) and a 32-Kbyte block cache (b=32k
NUMA numbers correspond to a 128-byte block cache with a 320-F

relocate the reuse pages into_the page _cache, thereby elimin_ati_ngage cache (b=128, p=320K), a 32-Kbyte block cache with a 320!
much of the capacity and conflict misses in the block cache. This ispage cache (b=32K, p=320K), and a 128-byte block cache with

the case fobarnes andraytrace. In these applications, R-NUMA
virtually eliminates all of the refetches and replacements in CC-
NUMA and S-COMA and outperforms both.

5.3 Cache Size Sensitivity

CC-NUMA's performance lies in its ability to cache the (remote)
working set of data in the nodeprocessors caches and the block
cache. Man classes of applicationxtabit large temporal locali-
ties and small primary ovking set sizes [26,20]. Small CC-
NUMA caches typically result in high performance becausg the
are adequate to hold the primargrking set of these applications.

Unfortunately there are classes of applications thdtildt poor
temporal locality and lae primary verking sets—e.g., commer-
cial databases [16]. CC-NUNinability to cache these applica-
tion’s working sets seerely dgrades performance. R-NUMA can
mitigate this problem by alleing portions of the warking set with
small temporal bt lage spatial localities to relocate to ager
page cache. R-NUMA performance, lik S-COMAs, lies in its
ability to cache these applicatisiage working sets. In this sec-
tion we study the sensiity of CC-NUMA's and R-NUMAs per-
formance to cache sizes.

Figure7 plots CC-NUMA and R-NUMA xecution times normal-
ized to a system with an infinite block cachee Wesent CC-
NUMA numbers for a small 1-Kbyte block cache and a 32-Kbyte
block cache lage enough to hold the primaryovking sets of most

of the applications. R-NUMA numbers correspond to our base sys-

Mbyte page cache (b=128, p=40M). R-NUMA uses a relocation thre
value of 64.

exchanging data between a producer and a consutergraphs
indicate that these applications aeleiehigh performanceven
with a 1-Kbyte block cache. Similarlparnes, moldyn, andray-
trace all have primary reuse wrking sets that fit in aery small
block cache bt require a much lger (> 32 Kbytes) cache to cap-
ture the complete set of remote data. R-NUMA aasehigh per-
formance in these applicationged with a small (128-byte) block
cache by maing the lage portions of the reuseorking sets into
the page cache.

In the second cagery are those applications whose primary reuse
working sets do not fit in a small 1-Kbyte cachet 8o fit in a
larger 32-Kbyte cacheCholesky, fmm, andradix fall in this cate-
gory. A small block cache serely impacts CC-NUMA perfor-
mance in these applications and increagesigion time by up to

a factor of 2. R-NUMA eghibits performance sensitiy to block
cache size only when the reuseriing set does not fit in the page
cache.Fmm andradix have lage and sparse arking sets which
result in fragmentation in the page cache. R-NUdf#erformance
improves up to 90% with either a &g 32-Kbyte block cache or a
large 40-Mbyte page cache. R-NUMA manages to capture
cholesky’s reuse wrking set in a 320-Kbyte page cache, and hence
shavs no sensitiity to block cache size.

Lu andocean comprise the third cagery of applications. In these
applications, the primary reuserking set does not fitven in the
larger 32-Kbyte block cache. In these applications, CC-NUWMA

tem assumptions of a 128-byte block cache with a 320-Kbyte pageperformancexhibits very high sensitity to block cache sizexe-

cache, a system with a ¢@r 32-Kbyte block cache and a 320-

cution times in CC-NUMA increase by up to actor of 7 com-

Kbyte page cache, and a system with a 128-byte block cache an@ared to a machine with an infinite size block cache. Much as in

40-Mbyte page cache, which isdarenough to hold theasking
sets of all of the applications.

the second cagery of applications, R-NUMA performance
becomes sensit to block cache size for applications whose reuse

The graphs indicate that the applications can be grouped into threavorking set does not fit in the page cache, agéan.

categories based on theirosking set sizes of reuse pagesi3d
andfft are @amples of applications with small reuserking sets.
In these applications, communication primarily consists of
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FIGURE 8. Performance sensitivity of R-NUMA to
relocation threshold value.

The figure plots R-NUMA performance sensitly to relocation threst
old value. R-NUMA relocates a page from the block cache into the
cache when it incurs as maoapacity and conflict misses as specifier
the threshold alue. The numbers correspond f@eution times on an |
NUMA with a 128-byte block cache and a 320-Kbyte page cache
numbers are normalized to an R-NUMA with a relocation threshailee
of 64.

5.4 Threshold Sensitivity

Worst-case performance analysis (Sec8@) dictates that the
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FIGURE 9. Performance sensitivity of S-COMA
and R-NUMA to page-fault and TLB invalidation
overheads.
The figure compares the sensti of S-COMAs and R-NUMAs perfor-
mance to TLB imalidation and pageafilt overheads. Our base systems
COMA and R-NUMA, assume pagauit handling times of s, and
TLB hardware irvalidation times of 0.5us. The slaer systems, S
COMA-SOFT and R-NUMA-SOFTassume a higher pagauft handling
time of 10ps, and TLB softwre irvalidation times of Sus. The page¢
caches are of size 320 Kbytes. R-NUMA uses a 128-byte block cact
a relocation thresholdalue of 64. The numbers are normalizedxece-
tion times on a CC-NUMA with an infinite block cache.

requires a higher threshold tedp R-NUMA competitie with

relocation threshold be determined so as to bound the performanceC-NUMA and S-COMA. Relocation of remote data from the

of the worst-case reference stream by a small constantekés,

real applications rarelyxfibit such vorst-case beléor, so the
threshold that gies the best performance in practice may Herdif
ent. We would like to select a relocation thresholalue which is

block cache to the page cachealves taking a pagetlt (when

the number capacity and conflict misses on a page reaches the
threshold), allocating/replacing a page frame, and relocating the
blocks to it. Rge &ult handling times canawy depending on the

low enough to alley reuse pages to relocate as quickly as possible, implementation and can takhousands ofycles on may com-

while high enough to pvent pages with W capacity and conflict
miss rates from relocation. Performance seritsitof R-NUMA to

the threshold alue is therefore directly related to the fraction of

reuse pages in the remot@nking set of an application; a tgr
fraction of reuse pages can benefit fronv threshold alues and
vice \ersa.

Figure8 plots R-NUMAs performance for arious relocation

modity workstations [23]. Replacement requiresaiiating the
TLBs on a node, which mayvialve (slav) interprocessor inter-
rupts if the processors are not equipped with the necessary hard-
ware support—such as TLBvalidate transactions on the memory
bus [25]. In this section we study the sendgijiof R-NUMA's per-
formance to pagefilt and TLB iwvalidation werheads.

Figure9 compares the sensity of S-COMAs and R-NUMAs

threshold alues. The R-NUMA configuration is a 128-byte block performance to pageatilt and TLB iwalidation aerheads. S-
cache and 320-Kbyte page cache. The numbers are normalized t¢OMA and R-NUMA correspond to our base case assumptions of

execution times on an R-NUMA with thresholdlue of 64—i.e., a

5 us for page dult handling and 0.5is for (fast) TLB hardware

page is selected for relocation when it incurs 64 capacity or con-invalidation. S-COMA-SOFT and R-NUMA-SOFT correspond to
flict misses in the block cache. The graphs indicate that irutll b our slaver systems with a 1Qs page dult handling time and a

three of the applications, R-NUNg\ performance aries by at
most 27%.

The figure also corroborates our intuition that gearfraction of
reuse pages in an applicatioavdr a smaller thresholdaiue.
Cholesky, fmm, lu andocean all exhibit a lage fraction of remote

pages with high capacity and conflict miss rates in CC-NUMA

(Figureb). A threshold alue of 16 can impre performance by
up to 25% wer a thresholdalue of 64 in these applications.

5.5 Relocation Overhead Sensitivity

Another fictor that has a first orderfedt on the performance of a

reactive protocol is the page relocatioveohead: a lajer verhead

much higher fus for a TLB software irvalidation using intepro-
cessor interrupts. The ppage allocation/replacement and reloca-
tion overheads are therefore approximately 3 times higher in the
slower systems. The page caches are all of size 320 Kbytes, and R-
NUMA's block cache is 128 bytes.

The graphs indicate that the performance of S-COMA is highly
sensitve to pagedult and TLB ivalidation averheads. This is not
surprising, because applications whose rematekiwg sets are
larger than the page cachehéit high page replacement rates. In
these cases, an increase in replacemerhead directly impacts
performance; thexecution time in more than half of the applica-
tions increases by up to actor of 3 with a 3-fold increase in per
page relocationwerhead.
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R-NUMA's performance, leever, is much less sensié to page Marny of the applications werexensiely tuned to ta& adwantage
fault and TLB iwalidation werheads. Thexecution time in R- of locality in small caches. The relai performance of a reaoi
NUMA-SOFT increases by at most 25% for all of lone of our system may ary with both application (e.g.,asking set size) and
applications. Because R-NUMA substantially reduces the replace-system (e.g., cache sizes) characteristics. Our quaditagsult on
ment rate in the page cachalfle4), its performance is not as sen- the reactie systens competitieness, hwoever, holds across a
sitive to an increase irnverhead. wide range of applications and systems.

Lu is our only application whosexecution time on R-NUMA-
SOFT increases by 40%u’s working set of remote data primarily

consist of reuse pages.oving set sizes significantlyavy across Acknowl edgernents
nodes because of load-imbalance inherent to the blocking algo-

rithm in this_application for small data sets [26];lun two nodes_ We would like to thank Stee Reinhardt for helping with the -

are responsible for more than 50% of the page replacements in th%pment of our simulatprBeng-Hong Lim and Sandra Irani for
system. Because thesewgloodes are on the critical path of the  yqir comments on our performance models, and Scott Breach,
execution, an increase in the relocatioreidead directly impacts Erik Hagersten, Mark Hill, Andreas Mostas, Jon \&ide, and

execution time. Bob Zack for their comments on earlier drafts of this paper

6 Conclusions References

In this paperwe proposed andvaluated R-NUMA, a design for
combining a coventional CC-NUMA with a more recent Simple-
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