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Polar Codes are Optimal for Lossy Source Coding
Satish Babu Korada and Rüdiger Urbanke

Abstract— We consider lossy source compression of a binary
symmetric source using polar codes and the low-complexity
successive encoding algorithm. It was recently shown by Arıkan
that polar codes achieve the capacity of arbitrary symmetric
binary-input discrete memoryless channels under a successive
decoding strategy. We show the equivalent result for lossy source
compression, i.e., we show that this combination achieves the
rate-distortion bound for a binary symmetric source. We further
show the optimality of polar codes for various problems including
the binary Wyner-Ziv and the binary Gelfand-Pinsker problem.

I. I NTRODUCTION

Lossy source compression is one of the fundamental prob-
lems of information theory. Consider a binary symmetric
source (BSS)Y . Let d(·, ·) denote the Hamming distortion
function,

d(0, 0) = d(1, 1) = 0, d(0, 1) = 1.

It is well known that in order to compressY with average
distortionD the rateR has to be at leastR(D) = 1−h2(D),
whereh2(·) is the binary entropy function [1], [2, Theorem
10.3.1]. Shannon’s proof of this rate-distortion bound is based
on a random coding argument.

It was shown by Goblick that in fact linear codes are
sufficient to achieve the rate-distortion bound [3],[4, Section
6.2.3].

Trellis based quantizers [5] were perhaps the first “practical”
solution to source compression. Their encoding complexityis
linear in the blocklength of the code (Viterbi algorithm). For
any rate strictly larger thanR(D) the gap between the expected
distortion and the design distortionD vanishes exponentially
in the constraint length. However, the complexity of the en-
coding algorithm also scales exponentially with the constraint
length.

Given the success of sparse graph codes combined with low-
complexity message-passing algorithms for the channel coding
problem, it is interesting to investigate the performance of such
a combination for lossy source compression.

As a first question, we can ask if the codes themselves are
suitable for the task. In this respect, Matsunaga and Yamamoto
[6] showed that if the degrees of a low-density parity-check
(LDPC) ensemble are chosen as large asΘ(log(N)), where
N is the blocklength, then this ensemble saturates the rate-
distortion bound if optimal encoding is employed. Even more
promising, Martininian and Wainwright [7] proved that prop-
erly chosen MN codes withbounded degrees are sufficient to
achieve the rate-distortion bound under optimal encoding.
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Much less is known about the performance of sparse graph
codes undermessage-passing encoding. In [8] the authors
consider binary erasure quantization, the source-compression
equivalent of the binary erasure channel (BEC) coding prob-
lem. They show that LDPC-based quantizers fail if the parity
check density iso(log(N)) but that properly constructed low-
density generator-matrix (LDGM) based quantizers combined
with message-passing encoders are optimal. They exploit the
close relationship between the channel coding problem and the
lossy source compression problem, together with the fact that
LDPC codes achieve the capacity of the BEC under message-
passing decoding, to prove the latter claim.

Regular LDGM codes were considered in [9]. Using non-
rigorous methods from statistical physics it was shown that
these codes approach rate-distortion bound for large degrees.
It was empirically shown that these codes have good per-
formance under a variant of belief propagation algorithm
(reinforced belief propagation). In [10] the authors consider
check-regular LDGM codes and show using non-rigorous
methods that these codes approach the rate-distortion bound
for large check degree. Moreover, for any rate strictly larger
than R(D), the gap between the achieved distortion and
D vanishes exponentially in the check degree. They also
observe that belief propagation inspired decimation (BID)
algorithms do not perform well in this context. In [11], survey
propagation inspired decimation (SID) was proposed as an
iterative algorithm for finding the solutions of K-SAT (non-
linear constraints) formulae efficiently. Based on this success,
the authors in [10] replaced the parity-check nodes with non-
linear constraints, and empirically showed that using SID one
can achieve a performance close to the rate-distortion bound.

The construction in [8] suggests that those LDGM codes
whose duals (LDPC) are optimized for the binary symmet-
ric channel (BSC) might be good candidates for the lossy
compression of a BSS using message-passing encoding. In
[12] the authors consider such LDGM codes and empirically
show that by using SID one can approach very close to the
rate-distortion bound. They also mention that even BID works
well but that it is not as good as SID. Recently, in [13] it was
experimentally shown that using BID itis possible to approach
the rate-distortion bound closely. The key to making basic BP
work well in this context is to choose the code properly. This
suggests that in fact the more sophisticated algorithms like
SID may not even be necessary.

In [14] the authors consider a different approach. They show
that for any fixedγ, ǫ > 0 the rate-distortion pair(R(D) +
γ, D+ǫ) can be achieved with complexityC1(γ)ǫ−C2(γ)N . Of
course, the complexity diverges asγ andǫ are made smaller.
The idea there is to concatenate a small code of rateR+γ with
expected distortionD + ǫ. The source sequence is then split
into blocks of size equal to the code. The concentration with
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respect to the blocklength implies that under MAP decoding
the probability that the distortion is larger thanD+ǫ vanishes.

Polar codes, introduced by Arıkan in [15], are the first
provably capacity achieving codes for arbitrary symmetric
binary-input discrete memoryless channels (B-DMC) with low
encoding and decoding complexity. These codes are naturally
suited for decoding via successive cancellation (SC) [15].It
was pointed out in [15] that an SC decoder can be implemented
with Θ(N log(N)) complexity.

We show that polar codes with an SC encoder are also
optimal for lossy source compression. More precisely, we
show that for any design distortion0 < D < 1

2 , and any
δ > 0 and0 < β < 1

2 , there exists a sequence of polar codes
of rate at mostR(D)+δ and increasing lengthN so that their
expected distortion is at mostD+O(2−(Nβ)). Their encoding
as well as decoding complexity isΘ(N log(N)).

II. I NTRODUCTION TOPOLAR CODES

Let W : {0, 1} → Y be a binary-input discrete mem-
oryless channel (B-DMC). LetI(W ) ∈ [0, 1] denote the
mutual information between the input and output ofW with
uniform distribution on the inputs, call it the symmetric
mutual information. Clearly, if the channelW is symmetric,
then I(W ) is the capacity ofW . Also, let Z(W ) ∈ [0, 1]
denote the Bhattacharyya parameter ofW , i.e., Z(W ) =
∑

y∈Y

√

W (y | 0)W (y | 1).
In the following, an upper case letterU denotes a random

variable and andu denotes its realization. Let̄U denote the
random vector(U0, . . . , UN−1). For any setF , |F | denotes
its cardinality. Let ŪF denote (Ui1 , . . . , Ui|F |

) and let ūF

denote(ui1 , . . . , ui|F |
), where {ik ∈ F : ik ≤ ik+1}. Let

U j
i denote the random vector(Ui, . . . , Uj) and, similarly,uj

i

denotes(ui, . . . , uj). We use the equivalent notation for other
random variables likeX or Y . Let Ber(p) denote a Bernoulli
random variable withPr(1) = p.

The polar code construction is based on the following
observation. Let

G2 =

[
1 0
1 1

]

. (1)

Let An : {0, . . . , 2n − 1} → {0, . . . , 2n − 1} be a
permutation defined by the bit-reversal operation in [15].
Apply the transformAnG⊗n

2 (where “⊗n” denotes thenth

Kronecker power) to a block ofN = 2n bits and transmit
the output through independent copies of a B-DMCW (see
Figure 1). Asn grows large, the channels seen by individual
bits (suitably defined in [15]) startpolarizing: they approach
either a noiseless channel or a pure-noise channel, where
the fraction of channels becoming noiseless is close to the
symmetric mutual informationI(W ).

In what follows, let Hn = AnG⊗n
2 . Consider a random

vectorŪ that is uniformly distributed over{0, 1}N . Let X̄ =
ŪHn, where the multiplication is performed over GF(2). Let
Ȳ be the result of sending the components ofX̄ over the
channelW . Let P (Ū , X̄, Ȳ ) denote the induced probability
distribution on the set{0, 1}N × {0, 1}N ×YN . The channel
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·

·

·
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·
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Fig. 1. The transformAnG⊗n

2
is applied to the information word̄U and

the resulting vectorX̄ is transmitted through the channelW . The received
word is Ȳ .

betweenŪ and Ȳ is defined by the transition probabilities

PȲ | Ū (ȳ | ū) =

N−1∏

i=0

W (yi |xi) =

N−1∏

i=0

W (yi | (ūHn)i).

Define W (i) : {0, 1} → YN × {0, 1}i−1 as the channel
with inputui, output(yN−1

0 , ui−1
0 ), and transition probabilities

given by

W (i)(ȳ, ui−1
0 |ui) , P (ȳ, ui−1

0 |ui)

=
∑

uN−1

i+1

P (ȳ | ū)P (ū)

P (ui)

=
1

2N−1

∑

uN−1

i+1

PȲ | Ū (ȳ | ū). (2)

Let Z(i) denote the Bhattacharyya parameter of the channel
W (i),

Z(i) =
∑

yN−1

0
,ui−1

0

√

W (i)(yN−1
0 , ui−1

0 | 0)W (i)(yN−1
0 , ui−1

0 | 1).

(3)

The SC decoder operates as follows: the bitsUi are decoded
in the order0 to N − 1. The likelihood ofUi is computed
using the channel lawW (i)(ȳ, ûi−1

0 |ui), whereûi−1
0 are the

estimates of the bitsU i−1
0 from the previous decoding steps.

In [15] it was shown that the fraction of the channels
W (i) that are approximately noiseless approachesI(W ). More
precisely, it was shown that the{Z(i)} satisfy

lim
n→∞

|
{

i ∈ {0, . . . , 2n − 1} : Z(i) < 2−
5n
4

}

|
2n

= I(W ). (4)

In [16], the above result was significantly strengthened to

lim
n→∞

|
{

i ∈ {0, . . . , 2n − 1} : Z(i) < 2−2nβ
}

|
2n

= I(W ), (5)

which is valid for any0 ≤ β < 1
2 .

This suggests to use these noiseless channels (i.e., those
channels at positioni so thatZ(i) < 2−2nβ

) for transmitting
information while fixing the symbols transmitted through the
remaining channels to a value known both to sender as well
to the receiver. Following Arıkan, call those componentsUi

of Ū which are fixed “frozen,” (denote this set of positions as
F ) and the remaining ones “information” bits. If the channel
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W is symmetric we can assume without loss of generality
that the fixed positions are set to0. In [15] it was shown
that the block error probability of the SC decoder is bounded
by

∑

i∈F Z(i), which is of orderO(2−2nβ

) for our choice.
Since the fraction of approximately noiseless channels tends
to I(W ), this scheme achieves the capacity of the underlying
symmetric B-DMCW .

In [15] the following alternative interpretation was men-
tioned; the above procedure can be seen as transmitting a
codeword of a code defined through its generator matrix as
follows. A polar code of dimension0 ≤ k ≤ 2n is defined by
choosing a subset of the rows ofHn as the generator matrix.
The choice of the generator vectors is based on the values of
Z(i). A polar code is then defined as the set of codewords of
the form x̄ = ūHn, where the bitsi ∈ F are fixed to0. The
well known Reed-Muller codes can be considered as special
cases of polar codes with a particular rule for the choice of
F .

Polar codes with SC decoding have an interesting, and of as
yet not fully explored, connection to the recursive decoding of
Reed-Muller codes as proposed by Dumer [17]. The Plotkin
(u, u + v) construction in Dumer’s algorithm plays the role
of the channel combining and channel splitting for polar
codes. Perhaps the two most important differences are (i) the
construction of the code itself (how the frozen vectors are
chosen), and (ii) the actual decoding algorithm and the order
in which information bits are decoded. A better understanding
of this connection might lead to improved decoding algorithms
for both constructions.
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...

...

...

W (y0 |x0)

Fig. 2. Factor graph representation used by the SC decoder.W (yi | xi) is
the initial prior of the variableXi, when yi is received at the output of a
symmetric B-DMCW .

To summarize, the SC decoder operates as follows.
For eachi in the range0 till N − 1:

(i) If i ∈ F , then setui = 0.
(ii) If i ∈ F c, then compute

li(ȳ, ui−1
0 ) =

W (i)(ȳ, ui−1
0 |ui = 0)

W (i)(ȳ, ui−1
0 |ui = 1)

and set

ui =

{
0, if li > 1,
1, if li ≤ 1.

(6)

As explained in [15] using the factor graph representation
shown in Figure 2, the SC decoder can be implemented
with complexityΘ(N log(N)). A similar representation was
considered for decoding of Reed-Muller codes by Forney in
[18].

A. Decimation and Random Rounding

In the setting of channel coding there is typically one
codeword (namely the transmitted one) which has a posterior
that is significantly larger than all other codewords. This
makes it possible for a greedy message-passing algorithm to
successfully move towards this codeword in small steps, using
at any given moment “local” information provided by the
decoder.

In the case of lossy source compression there are typically
many codewords that, if chosen, result in similar distortion.
Let us assume that these “candidates” are roughly uniformly
spread around the source word to be compressed. It is then
clear that a local decoder can easily get “confused,” producing
locally conflicting information with regards to the “direction”
into which one should compress.

A standard way to overcome this problem is to combine the
message-passing algorithm withdecimation steps. This works
as follows; first run the iterative algorithm for a fixed number
of iterations and subsequently decimate a small fraction ofthe
bits. More precisely, this means that for each bit which we
decide to decimate we choose avalue. We then remove the
decimated variable nodes and adjacent edges from the graph.
One is hence left with asmaller instance of essentially the
same problem. The same procedure is then repeated on the
reduced graph and this cycle is continued until all variables
have been decimated.

One can interpret the SC operation as a kind of decima-
tion where the order of the decimation is fixed in advance
(0, . . . , N − 1). In fact, the SC decoder can be interpreted as
a particular instance of a BID.

When making the decision on bitUi using the SC decoder,
it is natural to choose that value forUi which maximizes
the posterior. Indeed, such a scheme works well in practice
for source compression. For the analysis however it is more
convenient to userandomized rounding. In each step, instead
of making the MAP decision we replace (6) with

ui =

{
0, w.p. li

1+li
,

1, w.p. 1
1+li

.

In words, we make the decision proportional to the likelihoods.
Randomized rounding as a decimation rule is not new. E.g.,
in [19] it was used to analyze the performance of BID for
randomK-SAT problems.

For lossy source compression, the SC operation is employed
at the encoder side to map the source vector to a codeword.
Therefore, from now onwards we refer to this operation as SC
encoding.

III. M AIN RESULT

A. Statement

Theorem 1 (Polar Codes Achieve the Rate-Distortion Bound):
Let Y be a BSS and fix thedesign distortionD, 0 < D < 1

2 .
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For any rateR > 1− h2(D) and any0 < β < 1
2 , there exists

a sequence of polar codes of lengthN with ratesRN < R
so that under SC encoding using randomized rounding they
achieve expected distortionDN satisfying

DN ≤ D + O(2−(Nβ)).

The encoding as well as decoding complexity of these codes
is Θ(N log(N)).

B. Simulation Results and Discussion

Let us consider how polar codes behave in practice. Recall
that the lengthN of the code is always a power of2, i.e.,
N = 2n. Let us construct a polar code to achieve a distortion
D. Let W denote the channel BSC(D) and letR = R(D)+ δ
for someδ > 0.

In order to fully specify the code we need to specify the set
F , i.e., the set of frozen components. We proceed as follows.
First we estimate theZ(i)s for all i ∈ {0, N − 1} and sort the
indicesi in decreasing order ofZ(i)s. The setF consists of the
first RN indices, i.e., it consists of the indices corresponding
to theRN largestZ(i)s.

This is similar to the channel code construction for the
BSC(D) but there is a slight difference. For the case of channel
coding we assign all indicesi so thatZ(i) is very small, i.e.,
so that lets sayZ(i) < δ, to the setF c. Therefore, the setF
consists of all those indicesi so thatZ(i) ≥ δ.

For the source compression, on the other hand,F consists
of all those indicesi so thatZ(i) ≥ 1 − δ, i.e., of all those
indices corresponding tovery large values ofZ(i).

Putting it differently, in channel coding, the rateR is
chosen to be strictly less than1 − h2(D), whereas in source
compression it is chosen so that it is strictly larger than this
quantity. Figure 3 shows the performance of the SC encoding
algorithm combined with randomized rounding. As asserted
by Theorem 1, the points approach the rate-distortion bound
as the block length increases.

0.0 0.2 0.4 0.6 0.8

0.1

0.2

0.3

0.4

D

R

Fig. 3. The rate-distortion performance for the SC encodingalgorithm with
randomized rounding forn = 9, 11, 13, 15, 17 and 19. As the block length
increases the points move closer to the rate-distortion bound.

In [20] the performance of polar codes for lossy source
compression was already investigated empirically. Note that
the construction used in [20] is different from the current
construction. Let us recall. Consider a BSC(p), wherep =

h−1
2 (1 − h2(D)). Let the corresponding Bhattacharyya con-

stants bẽZ(i)s. In [20] first a channel code of rate1−h2(p)−ǫ
is constructed according to the values̃Z(i)s. Let F̃ be the
corresponding frozen set. The setF for the source code is
given by

F = {N − 1 − i : i ∈ F̃ c}.

The rationale behind this construction is that the resulting
source code is the dual of the channel code designed for
the BSC(p). The rate of the resulting source code is equal to
h2(p)+ ǫ = 1−h2(D)+ ǫ. Although this code construction is
different, empirically the resulting frozen sets are very similar.

There is also a slight difference with respect to the decima-
tion algorithm. In [20] the decimation step is based on MAP
estimates, whereas in the current setting we use randomized
rounding.

Despite all these differences the performance of both
schemes is comparable.

IV. T HE PROOF

From now on we restrictW to be a BSC(D), i.e.,

W (0 | 1) = W (1 | 0) = D,

W (0 | 0) = W (1 | 1) = 1 − D.

As immediate consequence we have

W (y |x) = W (y ⊕ z |x ⊕ z). (7)

This extends in a natural way if we consider vectors.

A. The Standard Source Coding Model

Let us describe lossy source compression using polar codes
in more detail. We refer to this as the “Standard Model.” In
the following we assume that we want to compress the source
with average distortionD.

Model: Let ȳ = (y0, . . . , yN−1) denoteN i.i.d. realizations
of the sourceY . Let F ⊆ {0, . . . , N − 1} and let ũF ∈
{0, 1}|F | be a fixed vector. In the sequel we use the shorthand
“SM(F, ũF )” to denote the Standard Model with frozen setF
whose components are fixed tõuF . It is defined as follows.

Encoding: Let f ũF : {0, 1}N → {0, 1}N−|F | denote the
encoding function. For a givenȳ we first computeū, as
described below, wherēu = (u0, . . . , uN−1). Thenf ũF (ȳ) =
ūF c .

Given ȳ, for eachi in the range0 till N − 1:

(i) Compute

li(ȳ, ui−1
0 ) ,

W (i)(ȳ, ui−1
0 |ui = 0)

W (i)(ȳ, ui−1
0 |ui = 1)

.

(ii) If i ∈ F c then setui = 0 with probability li
1+li

and equal
to 1 otherwise; ifi ∈ F then setui = ũi.

Decoding: The decoding function̂f ũF : {0, 1}N−|F | →
{0, 1}N mapsūF c back to thereconstruction point x̄ via x̄ =
ūHn, whereūF = ũF .

Distortion: The average distortion incurred by this scheme
is given by E[d(Ȳ , X̄)], where the expectation is over the
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source randomness and the randomness involved in the ran-
domized rounding at the encoder.

Complexity: The encoding (decoding) task for source coding
is the same as the decoding (encoding) task for channel coding.
As remarked before, both have complexityΘ(N log N).

Remark: Recall thatli is the posterior of the variable
Ui given the observations̄Y as well as Ū i−1

0 , under the
assumption that̄U has uniform prior and that̄Y is the result
of transmittingŪHn over a BSC(D).

B. Computation of Average Distortion

The encoding functionf ũF is random. More precisely, in
step i of the encoding process,i ∈ F c, we fix the value
of Ui proportional to the posterior (randomized rounding)
PUi |U

i−1

0
,Ȳ (ui |ui−1

0 , ȳ). This implies that the probability of
picking a vectorū given ȳ is equal to

{

0, ūF 6= ũF ,
∏

i∈F c PUi |U
i−1

0
,Ȳ (ui |ui−1

0 , ȳ), ūF = ũF .

Therefore, the average (over̄y and the randomness of the
encoder) distortion of SM(F, ũF ) is given by

DN(F, ũF ) =
∑

ȳ∈{0,1}N

1

2N

∑

ūF c∈{0,1}|F c|

∏

i∈F c

P (ui |ui−1
0 , ȳ)d(ȳ, ūHn), (8)

whereUi = ũi for i ∈ F .
We want to to show that there exists a setF of cardinality

roughly Nh2(D) and a vector̃uF such thatDN (F, ũF ) ≈
D. This will show that polar codes achieve the rate-distortion
bound.

For the proof it is more convenient not to determine the
distortion for a fixed choice of̃uF but to compute the average
distortion over all possible choices (with a uniform distribution
over these choices). Later, in Section V, we will see that the
distortiondoes not depend on the choice of̃uF . A convenient
choice is therefore to set it to zero. This will lead to the desired
final result.

Let us therefore start by computing theaverage distor-
tion. Let DN(F ) denote the distortion obtained by averaging
DN (F, ũF ) over all2|F | possible values of̃uF . We will show
that DN(F ) is close toD.

The distortionDN(F ) can be written as

DN (F ) =
∑

ũF ∈{0,1}|F |

1

2|F |
DN (F, ũF )

=
∑

ũF

1

2|F |

∑

ȳ

1

2N

∑

ūF c

∏

i∈F c

P (ui |ui−1
0 , ȳ)d(ȳ, ūHn)

=
∑

ȳ

1

2N

∑

ū

1

2|F |

∏

i∈F c

P (ui |ui−1
0 , ȳ)d(ȳ, ūHn).

Let QŪ,Ȳ denote the distribution defined byQȲ (ȳ) = 1
2N and

QŪ | Ȳ defined by

Q(ui |ui−1
0 , ȳ) =

{ 1
2 , if i ∈ F,

PUi |U
i−1

0
,Ȳ (ui |ui−1

0 , ȳ), if i ∈ F c.

(9)

Then,

DN(F ) = EQ[d(Ȳ , ŪHn)],

whereEQ[·] denotes expectation with respect to the distribu-
tion QŪ,Ȳ .

Similarly, let EP [·] denote the expectation with respect to
the distributionPŪ ,Ȳ . Recall thatPȲ (ȳ) = 1

2N and that we
can writePŪ | Ȳ in the form

PŪ | Ȳ (ū | ȳ) =

N−1∏

i=0

PUi |U
i−1

0
,Ȳ (ui |ui−1

0 , ȳ).

If we compareQ to P we see that they have the same structure
except for the componentsi ∈ F . Indeed, in the following
lemma we show that the total variation distance betweenQ
and P can be bounded in terms of how much the posteriors
QUi |U

i−1

0
,Ȳ andPUi |U

i−1

0
,Ȳ differ for i ∈ F .

Lemma 2 (Bound on the Total Variation Distance): Let F
denote the set of frozen indices and let the probability dis-
tributionsQ andP be as defined above. Then

∑

ū,ȳ

|Q(ū, ȳ) − P (ū, ȳ)|

≤ 2
∑

i∈F

EP

[∣
∣
∣
1

2
− PUi |U

i−1

0
,Ȳ (0 |U i−1

0 , Ȳ )
∣
∣
∣

]

.

Proof:
∑

ū

|Q(ū | ȳ) − P (ū | ȳ)|

=
∑

ū

∣
∣
∣

N−1∏

i=0

Q(ui |ui−1
0 , ȳ) −

N−1∏

i=0

P (ui |ui−1
0 , ȳ)

∣
∣
∣

=
∑

ū

∣
∣
∣

N−1∑

i=0

[(
Q(ui |ui−1

0 , ȳ) − P (ui |ui−1
0 , ȳ)

)
·

(i−1∏

j=0

P (uj |uj−1
0 , ȳ)

)( N−1∏

j=i+1

Q(uj |uj−1
0 , ȳ)

)]∣
∣
∣.

In the last step we have used the following telescoping
expansion:

AN−1
0 − BN−1

0 =

N−1∑

i=0

Ai
0B

N−1
i+1 −

N−1∑

i=0

Ai−1
0 BN−1

i ,

whereAj
k denotes here the product

∏j
i=k Ai.

Now note that if i ∈ F c then Q(ui |ui−1
0 , ȳ) =

P (ui |ui−1
0 , ȳ), so that these terms vanish. The above sum

therefore reduces to
∑

ū

∣
∣
∣

∑

i∈F

[(
Q(ui |ui−1

0 , ȳ) − P (ui |ui−1
0 , ȳ)

)

︸ ︷︷ ︸

≤ | 1
2
−P (ui |u

i−1

0
,ȳ) |

·
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(i−1∏

j=0

P (uj |uj−1
0 , ȳ)

)( N−1∏

j=i+1

Q(uj |uj−1
0 , ȳ)

)]∣
∣
∣

≤
∑

i∈F

∑

ūi
0

∣
∣
∣
1

2
− P (ui |ui−1

0 , ȳ)
∣
∣
∣

i−1∏

j=0

P (uj |uj−1
0 , ȳ)

≤ 2
∑

i∈F

EPŪ | Ȳ =ȳ

[∣
∣
∣
1

2
− PUi |U

i−1

0
,Ȳ (0 |U i−1

0 , ȳ)
∣
∣
∣

]

.

In the last step the summation overui gives rise to the factor2,
whereas the summation overui−1

0 gives rise to the expectation.
Note thatQȲ (ȳ) = PȲ (ȳ) = 1

2N . The claim follows by
taking the expectation over̄Y .

Lemma 3 (Distortion under Q versus Distortion under P ):
Let F be chosen such that fori ∈ F

EP

[∣
∣
∣
1

2
− PUi |U

i−1

0
,Ȳ (0 |U i−1

0 , Ȳ )
∣
∣
∣

]

≤ δN . (10)

The average distortion is then bounded by

1

N
EQ[d(Ȳ , ŪHn)] ≤ 1

N
EP [d(Ȳ , ŪHn)] + |F |2δN .

Proof:

EQ[d(Ȳ , ŪHn)] − EP [d(Ȳ , ŪHn)]

=
∑

ū,ȳ

(

Q(ū, ȳ) − P (ū, ȳ)
)

d(ȳ, ūHn)

≤ N
∑

ū,ȳ

∣
∣
∣Q(ū, ȳ) − P (ū, ȳ)

∣
∣
∣

Lem. 2
≤ 2N

∑

i∈F

EP

[∣
∣
∣
1

2
− PUi |U

i−1

0
,Ȳ (0 |U i−1

0 , Ȳ )
∣
∣
∣

]

≤ |F |2NδN .

From Lemma 3 we see that the average (overȳ as well as
ũF ) distortion of the Standard Model is upper bounded by the
average distortion with respect toP plus a term which bounds
the “distance” betweenQ andP .

Lemma 4 (Distortion under P ):

EP [d(Ȳ , ŪHn)] = ND.
Proof: Let X̄ = ŪHn and write

EP [d(Ȳ , ŪHn)]

=
∑

ū,ȳ

PŪ ,Ȳ (ū, ȳ) d(ȳ, ūHn)

=
∑

ȳ,ū,x̄

PŪ ,X̄,Ȳ (ū, x̄, ȳ) d(ȳ, ūHn)

=
∑

ȳ,ū,x̄

PX̄,Ȳ (x̄, ȳ)PŪ | X̄,Ȳ (ū | x̄, ȳ)
︸ ︷︷ ︸

{0, 1}-valued

d(ȳ, x̄)

=
∑

ȳ,x̄

PX̄,Ȳ (x̄, ȳ) d(ȳ, x̄).

Note that the unconditional distribution of̄X as well asȲ is
the uniform one and that the channel betweenX̄ and Ȳ is
memoryless and identical for each component. Therefore, we
can write this expectation as

EP [d(Ȳ , ŪHn)] = N
∑

x0,y0

PX0,Y0
(x0, y0) d(y0, x0)

(a)
= N

∑

x0

PX0
(x0)

∑

y0

W (y0 |x0) d(y0, x0)

= NW (0 | 1)
(b)
= ND.

In the above equation,(a) follows from the fact that
PY |X(y |x) = W (y |x), and(b) follows from our assumption
that W is a BSC(D).

This implies that if we use all the variables{Ui} to represent
the source word, i.e.,F is empty, then the algorithm results in
an average distortionD. But the rate of such a code would be
1. Fortunately, the last problem is easily fixed. If we chooseF
to consist of those variables which are “essentially random,”
then there is only a small distortion penalty (namely,|F |2δN )
to pay with respect to the previous case. But the rate has been
decreased to1 − |F |/N .

Lemma 3 shows that the guiding principle for choosing the
set F is to include the indices with smallδN in (10). In the
following lemma, we find a sufficient condition for an index
to satisfy (10), which is easier to handle.

Lemma 5 (Z(i) Close to 1 is Good): If Z(i) ≥ 1 − 2δ2
N ,

then

EP

[∣
∣
∣
1

2
− PUi |U

i−1

0
,Ȳ (0 |U i−1

0 , Ȳ )
∣
∣
∣

]

≤ δN .

Proof:

EP

[√

PUi |U
i−1

0
,Ȳ (0 |U i−1

0 , Ȳ )PUi |U
i−1

0
,Ȳ (1 |U i−1

0 , Ȳ )
]

=
∑

ui−1

0
,ȳ

PUi−1

0
,Ȳ (ui−1

0 , ȳ)

√

PUi |U
i−1

0
,Ȳ (0 |ui−1

0 , ȳ)PUi |U
i−1

0
,Ȳ (1 |ui−1

0 , ȳ)

=
∑

ui−1

0
,ȳ

√

PUi−1

0
,Ui,Ȳ

(ui−1
0 , 0, ȳ)PUi−1

0
,Ui,Ȳ

(ui−1
0 , 1, ȳ)

=
∑

ui−1

0
,ȳ

√
√
√
√

∑

uN−1

i+1

PŪ ,Ȳ ((ui−1
0 , 0, uN−1

i+1 ), ȳ)

√
√
√
√

∑

uN−1

i+1

PŪ,Ȳ ((ui−1
0 , 1, uN−1

i+1 ), ȳ)

(a)
=

1

2N

∑

ui−1

0
,ȳ

√
√
√
√

∑

uN−1

i+1

PȲ | Ū (ȳ |ui−1
0 , 0, uN−1

i+1 )

√
√
√
√

∑

uN−1

i+1

PȲ | Ū (ȳ |ui−1
0 , 1, uN−1

i+1 )

=
1

2
Z(i).

The equality(a) follows from the fact thatPŪ (ū) = 1
2N for

all ū ∈ {0, 1}N .
Assume now thatZ(i) ≥ 1 − 2δ2

N . Then

EP

[
1

2
−

√

PUi |U
i−1

0
,Ȳ (0 |U i−1

0 , Ȳ )PUi |U
i−1

0
,Ȳ (1 |U i−1

0 , Ȳ )

]

≤ δ2
N .

Multiplying and dividing the term inside the expectation with
1

2
+

√

PUi |U
i−1

0
,Ȳ (0 |ui−1

0 , ȳ)PUi | Ui−1

0
,Ȳ (1 |ui−1

0 , ȳ),
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and upper bounding this term in the denominator with1, we
get

EP

[
1

4
− PUi |U

i−1

0
,Ȳ (0 |U i−1

0 , Ȳ )PUi |U
i−1

0
,Ȳ (1 |U i−1

0 , Ȳ )

]

.

Now, using the equality14 − pp̄ = (1
2 − p)2, we get

EP

[(1

2
− PUi | Ui−1

0
,Ȳ (0 |U i−1

0 , Ȳ )
)2

]

≤ δ2
N .

The result now follows by applying the Cauchy-Schwartz
inequality.

We are now ready to prove Theorem 1. In order to show
that there exists a polar code which achieves the rate-distortion
tradeoff, we show that the size of the setF can be made
arbitrarily close toNh2(D) while keeping the penalty term
|F |2δN arbitrarily small.

Proof of Theorem 1:
Let β < 1

2 be a constant and letδN = 1
2N 2−Nβ

. Consider
a polar code with frozen setFN ,

FN = {i ∈ {0, . . . , N − 1} : Z(i) ≥ 1 − 2δ2
N}.

For N sufficiently large there exists aβ′ < 1
2 such that2δ2

N >

2−Nβ′

. Theorem 16 and equation (19) imply that

lim
N=2n,n→∞

|FN |
N

= h2(D). (11)

For anyǫ > 0 this implies that forN sufficiently large there
exists a setFN such that

|FN |
N

≥ h2(D) − ǫ.

In other words

RN = 1 − |FN |
N

≤ R(D) + ǫ.

Finally, from Lemma 3 we know that

DN(FN ) ≤ D + 2|FN |δN ≤ D + O(2−(Nβ)) (12)

for any 0 < β < 1
2 .

Recall thatDN (FN ) is the average of the distortion over
all choices ofũF . Since the average distortion fulfills (12) it
follows that there must be at least one choice ofũFN

for which

DN (FN , ũFN
) ≤ D + O(2−(Nβ))

for any 0 < β < 1
2 .

The complexity of the encoding and decoding algorithms
are of the orderΘ(N log(N)) as shown in [15]. �

V. VALUE OF FROZEN BITS DOESNOT MATTER

In the previous sections we have consideredDN (F ), the
average distortion if we average over all choices ofũF . We
will now show a stronger result, namely we will show thatall
choices forũF lead to the same distortion, i.e.,DN(F, ũF )
is independent ofũF . This implies that the components
belonging to the frozen setF can be set to any value. A
convenient choice is to set them to0. In the following letF
be a fixed set. The results here do not dependent on the set
F .

Lemma 6 (Gauge Transformation): Consider the Standard
Model introduced in the previous section. Letȳ, ȳ′ ∈ {0, 1}N

and letui−1
0 = u′i−1

0 ⊕ ((ȳ ⊕ ȳ′)H−1
n )i−1

0 . Then

li(ȳ, ui−1
0 ) =

{
li(ȳ

′, u′i−1
0 ), if ((ȳ ⊕ ȳ′)H−1

n )i = 0,

1/li(ȳ
′, u′i−1

0 ), if ((ȳ ⊕ ȳ′)H−1
n )i = 1.

Proof:

li(ȳ, ui−1
0 )

=
W (i)(ȳ, ui−1

0 | 0)

W (i)(ȳ, ui−1
0 | 1)

=

∑

uN−1

i+1

P (ȳ |ui−1
0 , 0, uN−1

i+1 )
∑

uN−1

i+1

P (ȳ |ui−1
0 , 1, uN−1

i+1 )

(7)
=

∑

uN−1

i+1

P (ȳ′ | (ui−1
0 , 0, uN−1

i+1 ) ⊕ (ȳ ⊕ ȳ′)H−1
n )

∑

uN−1

i+1

P (ȳ′ | (ui−1
0 , 1, uN−1

i+1 ) ⊕ (ȳ ⊕ ȳ′)H−1
n )

=

∑

uN−1

i+1

P (ȳ′ | (u′i−1
0 , 0 ⊕ ((ȳ ⊕ ȳ′)H−1

n )i, u
N−1
i+1 )

∑

uN−1

i+1

P (ȳ′ | (u′i−1
0 , 1 ⊕ ((ȳ ⊕ ȳ′)H−1

n )i, u
N−1
i+1 )

=
W (i)(ȳ′, u′i−1

0 | 0 ⊕ ((ȳ ⊕ ȳ′)H−1
n )i)

W (i)(ȳ′, u′i−1
0 | 1 ⊕ ((ȳ ⊕ ȳ′)H−1

n )i)
.

The claim follows by considering the two possible values of
((ȳ ⊕ ȳ′)H−1

n )i.
Recall that the decision process involves randomized rounding
on the basis ofli. Consider at first two tuples(ȳ, ui−1

0 ) and
(ȳ′, u′i−1

0 ) so that their associatedli values are equal; we have
seen in the previous lemma that many such tuples exist. In
this case, if both tuples have access to the same source of
randomness, we can couple the two instances so that they
make the same decision onUi. An equivalent statement is
true in the case when the two tuples have the same reliability
| log(li(ȳ, ui−1

0 ))| but different signs. In this case there is a
simple coupling that ensures that if for the first tuple the
decision is lets sayUi = 0 then for the second tuple it is
Ui = 1 and vice versa. Hence, if in the sequel we compare
two instances of “compatible” tuples which have access to
the same source of randomness, then we assume exactly this
coupling.

Lemma 7 (Symmetry and Distortion): Consider the Stan-
dard model introduced in the previous section. Letȳ, ȳ′ ∈
{0, 1}N , F ⊆ {0, . . . , N − 1}, and ũF , ũ′

F ∈ {0, 1}|F |. If
ũF = ũ′

F ⊕ ((ȳ⊕ ȳ′)H−1
n )F , then under the coupling through

a common source of randomnessf ũF (ȳ) = f ũ′
F (ȳ′) ⊕ ((ȳ ⊕

ȳ′)H−1
n )F c .
Proof: Let ū, ū′ be the two N dimensional vectors

generated within the Standard Model. We use induction. Fix
0 ≤ i ≤ N − 1. We assume that forj < i, uj = u′

j ⊕ ((ȳ ⊕
ȳ′)H−1

n )j . This is in particular correct ifi = 0, which serves
as our anchor.

By Lemma 6 we conclude that under our coupling the
respective decisions are related asui = u′

i ⊕ ((ȳ ⊕ ȳ′)H−1
n )i

if i ∈ F c. On the other hand, ifi ∈ F , then the claim is true
by assumption.

Let v̄ ∈ {0, 1}|F | and letA(v̄) ⊂ {0, 1}N denote the coset

A(v̄) = {ȳ : (ȳH−1
n )F = v̄}.
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The set of source words{0, 1}N can be partitioned as

{0, 1}N = ∪v̄∈{0,1}|F |A(v̄).

Note that all the cosetsA(v̄) have equal size.
The main result of this section is the following lemma. The

lemma implies that the distortion of SM(F, ũF ) is independent
of ũF .

Lemma 8 (Independence of Average Distortion w.r.t. ũF ):
Fix F ⊆ {0, . . . , N − 1}. The average distortionDN(F, ũF )
of the model SM(F, ũF ) is independent of the choice of
ũF ∈ {0, 1}|F |.

Proof: Let ũF , ũ′
F ∈ {0, 1}|F | be two fixed vectors. We

will now show thatDN (F, ũF ) = DN (F, ũ′
F ). Let ȳ, ȳ′ be

two source words such thatȳ ∈ A(v̄) andȳ′ ∈ A(v̄⊕ũF⊕ũ′
F ),

i.e., ũ′
F = ũF ⊕ ((ȳ ⊕ ȳ′)H−1

n )F . Lemma 7 implies that

f ũ′
F (ȳ′) = f ũF (ȳ) ⊕ ((ȳ ⊕ ȳ′)H−1

n )F c .

This implies that the reconstruction words are related as

f̂ ũF (f ũF (ȳ)) = f̂ ũ′
F (f ũ′

F (ȳ′)) ⊕ (ȳ ⊕ ȳ′)H−1
n .

Note thatf̂ ũF (f ũF (ȳ))⊕ ȳ is the quantization error. Therefore

d(ȳ, f̂ ũF (f ũF (ȳ))) = d(ȳ′, f̂ ũF (f ũ′
F (ȳ′))),

which further implies
∑

ȳ∈A(v̄)

d(ȳ, f̂ ũF (f ũF (ȳ))) =
∑

ȳ∈A(v̄⊕ũF ⊕ũ′
F

)

d(ȳ, f̂ ũ′
F (f ũ′

F (ȳ))).

Hence, the average distortions satisfy
∑

ȳ

1

2N
d(ȳ, f̂ ũF (f ũF (ȳ)))

=
∑

v̄∈{0,1}|F |

1

2N

∑

ȳ∈A(v̄)

d(ȳ, f̂ ũF (f ũF (ȳ)))

=
∑

v̄∈{0,1}|F |

1

2N

∑

ȳ∈A(v̄⊕ũF ⊕ũ′
F

)

d(ȳ, f̂ ũ′
F (f ũ′

F (ȳ)))

=
∑

v̄∈{0,1}|F |

1

2N

∑

ȳ∈A(v̄)

d(ȳ, f̂ ũ′
F (f ũ′

F (ȳ)))

=
∑

ȳ

1

2N
d(ȳ, f̂ ũ′

F (f ũ′
F (ȳ))).

As mentioned before, the functionsf ũF and f ũ′
F are not

deterministic and the above equality is valid under the assump-
tion of coupling with a common source of randomness. Av-
eraging over this common randomness, we getDN (F, ũF ) =
DN (F, ũ′

F ).
Let QũF denote the empirical distribution of the quantiza-

tion noise, i.e.,

QũF (x̄) = E[1{Ȳ ⊕f̂ ũF (f ũF (Ȳ ))=x̄}],

where the expectation is over the randomness involved in
the source and randomized rounding. Continuing with the
reasoning of the previous lemma, we can indeed show that
the distributionQũF is independent of̃uF . Combining this
with Lemma 2, we can bound the distance betweenQũF and
an i.i.d. Ber(D) noise. This will be useful in settings which

involve both channel and source coding, like the Wyner-Ziv
problem, where it is necessary to show that the quantization
noise is close to a Bernoulli random variable.

Lemma 9 (Distribution of the Quantization Error): Let the
frozen setF be

F = {i : Z(i) ≥ 1 − 2δ2
N}.

Then for ũF fixed,
∑

x̄

|QũF (x̄) −
∏

i

W (xi | 0)| ≤ 2|F |δN .

Proof: Recall thatPX̄ | Ȳ (x̄ | ȳ) =
∏

i W (xi | yi). Let
v̄ ∈ {0, 1}|F | be a fixed vector. Consider a vectorȳ ∈ A(v̄)
and setȳ′ = 0̄. Lemma 7 implies thatf ũF (ȳ) = f ũF ⊕v̄(0̄) ⊕
(ȳH−1

n )F c . Therefore,

ȳ ⊕ f̂ ũF (f ũF (ȳ)) = 0̄ ⊕ f̂ ũF ⊕v̄(f ũF ⊕v̄(0̄)).

This implies that all vectors belonging toA(v̄) have the same
quantization error and this error is equal to the error incurred
by the all-zero word when the frozen bits are set toũF ⊕ v̄.

Moreover, the uniform distribution of the source induces a
uniform distribution on the setsA(v̄) where v̄ ∈ {0, 1}|F |.
Therefore, the distribution of the quantization errorQũF is
the same as first picking the coset uniformly at random, i.e.,
the bitsũF , and then generating the errorx̄ according tox̄ =
f̂ ũF (f ũF (0̄)). The distribution of the vector̄u where ū =
x̄H−1

n is indeed the distributionQ defined in (9). Recall that in
the distributionPŪ ,X̄,Ȳ , Ū andX̄ are related as̄U = X̄H−1

n .
Therefore, the distribution induced byW (x̄ | ȳ) on Ū is PŪ | Ȳ .
Since multiplication withH−1

n is a one-to-one mapping, the
total variation distance can be bounded as
∑

x̄

|QũF (x̄) −
∏

i

W (x̄ | 0̄)| =
∑

ū

|Q(ū | 0̄) − PŪ | Ȳ (ū | 0̄)|

(a)

≤ 2|F |δN .

The inequality(a) follows from Lemma 2 and Lemma 5.

VI. B EYOND SOURCE CODING

Polar codes were originally defined in the context of channel
coding in [15], where it was shown that they achieve the capac-
ity of symmetric B-DMCs. Now we have seen that polar codes
achieve the rate-distortion tradeoff for lossy compression of a
BSS. The natural question to ask next is whether these codes
are suitable for problems that involve both quantization aswell
as error correction.

Perhaps the two most prominent examples are the source
coding problem with side information (Wyner-Ziv problem
[21]) as well as the channel coding problem with side in-
formation (Gelfand-Pinsker problem [22]). As discussed in
[23], nested linear codes are required to tackle these problems.
Polar codes are equipped with such a nested structure and are,
hence, natural candidates for these problems. We will show
that, by taking advantage of this structure, one can construct
polar codes that are optimal in both settings (for the binary
versions of these problems). Hence, polar codes provide the
first provably optimal low-complexity solution.
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In [7] the authors constructed MN codes which have the
required nested structure. They show that these codes achieve
the optimum performance under MAP decoding. How these
codes perform under low complexity message-passing algo-
rithms is still an open problem. Trellis and turbo based codes
were considered in [24]–[27] for the Wyner-Ziv problem. It
was empirically shown that they achieve good performance
with low complexity message-passing algorithms. A similar
combination was considered in [28]–[30] for the Gelfand-
Pinsker problem. Again, empirical results close to the optimum
performance were obtained.

We end this section by applying polar codes to a multi-
terminal setup. One such scenario was considered in [20],
where it was shown that polar codes are optimal for lossless
compression of a correlated binary source (the Slepian-Wolf
problem [31]). The result follows by mapping the lossless
source compression task to a channel coding problem.

Here we consider another multi-terminal setup known as
the one helper problem [32]. This problem involves channel
coding at one terminal and source coding at the other. We again
show that polar codes achieve optimal performance under low-
complexity encoding and decoding algorithms.

A. Binary Wyner-Ziv Problem

Let Y be a BSS and let the decoder have access to a random
variableY ′. This random variable is usually called theside
information. We assume thatY ′ is correlated toY as Y ′ =
Y + Z, whereZ is a Ber(p) random variable. The task of
the encoder is to compress the sourceY , call the resultX ,
such that a decoder with access to(Y ′, X) can reconstruct the
source to within a distortionD.

Z

Encoder Decoder
RY X

Y ′

Fig. 4. The side informationY ′ is available at the decoder. The decoder
wants to reconstruct the sourceY to within a distortionD given X.

Wyner and Ziv [21] have shown that the rate-distortion
curve for this problem is given by

l.c.e.
{

(RWZ(D), D), (0, p)
}

,

whereRWZ(D) = h2(D ∗ p)− h2(D), l.c.e. denotes thelower
convex envelope, and D ∗ p = D(1 − p) + p(1 − D). Here
we focus on achieving the rates of the formRWZ(D). The
remaining rates can be achieved by appropriate time-sharing
with the pair(0, p).

The proof is based on the following nested code construc-
tion. LetCs denote the polar code defined by the frozen setFs

with the frozen bitsūFs
set to0. Let Cc(v̄) denote the code

defined by the frozen setFc ⊃ Fs with the frozen bitsūFs

set to0 andūFc\Fs
= v̄. This implies that the codeCs can be

partitioned asCs = ∪v̄Cc(v̄).

The codeCs is designed to be a good source code for
distortion D and for eachv̄ the codeCc(v̄) is designed to
be a good channel code for the BSC(D ∗ p).

The encoder compresses the source vectorȲ to a vector
ŪF c

s
through the map̄UF c

s
= f 0̄(Ȳ ). The reconstruction vector

X̄ is given byX̄ = f̂ 0̄(f 0̄(Ȳ )). Since the codeCs is a good
source code, the quantization errorȲ ⊕X̄ is close to a Ber(D)
vector (see Lemma 9). This implies that the vectorȲ ′ which
is available at the decoder is statistically equivalent to the
output of a BSC(D ∗ p) when the input isX̄. The encoder
transmits the vector̄V = ŪFc\Fs

to the decoder. This informs
the decoder of the codeCc(V̄ ) which is used. Since this code
Cc(V̄ ) is designed for the BSC(D ∗ p), the decoder can with
high probability determineX̄ given Ȳ ′. By construction,X̄
represents̄Y with distortion roughlyD as desired.

Theorem 10 (Optimality for the Wyner-Ziv Problem): Let
Y be a BSS andY ′ be a Bernoulli random variable correlated
to Y as Y ′ = Y ⊕ Z, whereZ ∼ Ber(p). Fix the design
distortionD, 0 < D < 1

2 . For any rateR > h2(D∗p)−h2(D)
and any0 < β < 1

2 , there exists a sequence of nested polar
codes of lengthN with rates RN < R so that under SC
encoding using randomized rounding at the encoder and SC
decoding at the decoder, they achieve expected distortionDN

satisfying

DN ≤ D + O(2−(Nβ)),

and the block error probability satisfying

PB
N ≤ O(2−(Nβ)).

The encoding as well as decoding complexity of these codes
is Θ(N log(N)).

Proof: Let ǫ > 0 and0 < β < 1
2 be some constants. Let

Z(i)(q) denote theZ(i)s computed withW set to BSC(q). Let
δN = 1

N 2−(Nβ). Let Fs andFc denote the sets

Fs = {i : Z(i)(D) ≥ 1 − δ2
N},

Fc = {i : Z(i)(D ∗ p) ≥ δN}.
Theorem 16 implies that forN sufficiently large

|Fs|
N

≥ h2(D) − ǫ

2
.

Similarly, Theorem 15 implies that forN sufficiently large

|Fc|
N

≤ h2(D ∗ p) +
ǫ

2
.

The degradation of BSC(D ∗ p) with respect to BSC(D)
implies thatFs ⊂ Fc.

The bits Fs are fixed to0. This is known both to the
encoder and the decoder. A source vectorȳ is mapped to
ūF c

s
= f 0̄(ȳ) as shown in the Standard Model. Therefore the

average distortionDN is bounded as

DN ≤ D + 2|Fs|δN ≤ D + O(2−(Nβ)).

The encoder transmits the vectorūFc\Fs
to the decoder. The

required rate is

RN =
|Fc| − |Fs|

N
≤ h2(D ∗ p) − h2(p) + ǫ.
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It remains to show that at the decoder the block error
probability incurred in decodinḡX is O(2−(Nβ)).

Let Ē denote the quantization error,̄E = Ȳ ⊕ X̄. The
information available at the decoder (Ȳ ′) can be expressed as,

Ȳ ′ = X̄ ⊕ Ē ⊕ Z̄.

Consider the codeCc(v̄) for a given v̄ and transmission
over the BSC(D ∗p). Let E ⊆ {0, 1}N denote the set of noise
vectors of the channel which result in a decoding error under
SC decoding. By the equivalent of Lemma 8 for the channel
coding case, this set does not depend onv̄.

The block error probability of our scheme can then be
expressed as

PB
N = E[1{Ē⊕Z̄∈E}].

The exact distribution of the quantization error is not known,
but Lemma 9 provides a bound on the total variation distance
between this distribution and an i.i.d. Ber(D) distribution. Let
B̄ denote an i.i.d. Ber(D) vector. LetPĒ andPB̄ denote the
distribution of Ē and B̄ respectively. Then

∑

ē

|PĒ(ē) − PB̄(ē)| ≤ 2|Fs|δN ≤ O(2−(Nβ)). (13)

Let Pr(B̄, Ē) denote the so-calledoptimal coupling be-
tween Ē and B̄. I.e., a joint distribution ofĒ and B̄ with
marginals equal toPĒ andPB̄, and satisfying

Pr(Ē 6= B̄) =
∑

ē

|PĒ(ē) − PB̄(ē)|. (14)

It is known [33] that such a coupling exists. Let̄E and
B̄ be generated according toPr(·, ·). Then, the block error
probability can be expanded as

PB
N = E[1{Ē⊕Z̄∈E}1{Ē=B̄}] + E[1{Ē⊕Z̄∈E}1{Ē 6=B̄}]

≤ E[1{B̄⊕Z̄∈E}] + E[1{Ē 6=B̄}]

The first term in the sum refers to the block error probability
for the BSC(D ∗ p), which can be bounded as

E[1{B̄⊕Z̄∈E}] ≤
∑

i∈Fc

Z(i)(D ∗ p) ≤ O(2−(Nβ)). (15)

Using (13), (14) and (15) we get

PB
N ≤ O(2−(Nβ)).

B. Binary Gelfand-Pinsker Problem

Let S denote a symmetric Bernoulli random variable. Con-
sider a channel with stateS given by

Y = X ⊕ S ⊕ Z,

whereZ is a Ber(p) random variable. The stateS is known
to the encoder a-causally and not known to the decoder. The
output of the encoder is constrained to satisfyE[X ] ≤ D, i.e.,
on average the fraction of 1s it can transmit is bounded by
D. This is similar to the power constraint in the continuous
case. The task of the encoder is to transmit a messageM to

ZS

Encoder Decoder
XM M̂Y

Fig. 5. The stateS is known to the encoder in advance. The weight of the
input X is constrained toE[X] ≤ D.

the decoder with vanishing error probability under the above
mentioned input constraint.

In [34], it was shown that the achievable rate, weight pairs
for this channel are given by

u.c.e.
{

(RGP(D), D), (0, 0)
}

,

whereRGP(D) = h2(D)− h2(p), andu.c.e denotes the upper
convex envelope.

Similar to the Wyner-Ziv problem, we need a nested code
for this problem. However, they differ in the sense that the
role of the channel and source codes are reversed.

Let Cc denote the polar code defined by the frozen setFc

with frozen bitsūFc
set to0. LetCs(v̄) denote the code defined

by the frozen setFs ⊃ Fc, with the frozen bits̄uFc
set to0

andūFs\Fc
= v̄. The codeCc is designed to be a good channel

code for the BSC(p) and the codesCs(v̄) are designed to be
good source codes for distortionD. This implies that the code
Cc can be partitioned intoCs(v̄) for v̄ ∈ {0, 1}Fs\Fc , i.e.,
Cc = ∪v̄Cs(v̄).

The frozen bitsV̄ = ŪFs\Fc
are determined by the message

M that is transmitted. The encoder compresses the state vector
S̄ to a vectorŪF c

s
through the map̄UF c

s
= f ŪFs (S̄). Let S̄′ be

the reconstruction vector̄S′ = f̂ ŪFs (f ŪFs (S̄)). The encoder
sends the vector̄X = S̄ ⊕ S̄′ through the channel. Since the
codesCs(V̄ ) are good source codes, the expected distortion
1
N E[d(S̄, S̄′)] (hence the average weight of̄X) is close toD
(see Lemma 8). Since the codeCc is designed for the BSC(p),
the decoder will succeed in decoding the codewordS̄⊕X̄ = S̄′

(hence the messagēV ) with high probability.
Here we focus on achieving the rates of the formRGP(D).

The remaining rates can be achieved by appropriate time-
sharing with the pair(0, 0).

Theorem 11 (Optimality for the Gelfand-Pinsker Problem):
Let S be a symmetric Bernoulli random variable. FixD,
0 < D < 1

2 . For any rateR < h2(D) − h2(p) and any
0 < β < 1

2 , there exists a sequence of polar codes of length
N so that under SC encoding using randomized rounding at
the encoder and SC decoding at the decoder, the achievable
rate satisfies

RN > R,

with the expected weight ofX , DN , satisfying

DN ≤ D + O(2−(Nβ)).

and the block error probability satisfying

PB
N ≤ O(2−(Nβ)).
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The encoding as well as decoding complexity of these codes
is Θ(N log(N)).

Proof: Let ǫ > 0 and0 < β < 1
2 be some constants. Let

Z(i)(q) denote theZ(i)s computed withW set to BSC(q). Let
δN = 1

N 2−(Nβ). Let Fs andFc denote the sets

Fs = {i : Z(i)(D) ≥ 1 − δ2
N}, (16)

Fc = {i : Z(i)(p) ≥ δN}. (17)

Theorem 16 implies that forN sufficiently large

|Fs|
N

≥ h2(D) − ǫ

2
.

Similarly, Theorem 15 implies that forN sufficiently large

|Fc|
N

≤ h2(p) +
ǫ

2
.

The degradation of BSC(D) with respect to BSC(p) implies
that Fc ⊂ Fs. The vectorūFs\Fc

is defined by the message
that is transmitted. Therefore, the rate of transmission is

|Fs| − |Fc|
N

≥ h2(D) − h2(p) − ǫ.

The vectorS̄ is compressed using the source code with
frozen setFs. The frozen vector̄uFs

is defined in two stages.
The subvector̄uFc

is fixed to 0 and is known to both the
transmitter and the receiver. The subvectorūFs\Fc

is defined
by the message being transmitted.

Let S̄ be mapped to a reconstruction vectorS̄′. Lemma 8
implies that the average distortion of the Standard Model is
independent of the value of the frozen bits. This implies

E[S̄ ⊕ S̄′] ≤ D + 2|Fs|δN ≤ D + O(2−(Nβ)).

Therefore, a transmitter which sends̄X = S̄ ⊕ S̄′ will on
average be usingD +O(2−(Nβ)) fraction of1s. The received
vector is given by

Ȳ = X̄ ⊕ S̄ ⊕ Z̄ = S̄′ ⊕ Z̄.

The vectorS̄′ is a codeword ofCc, the code designed for the
BSC(p) (see (17)). Therefore, the block error probability of
the SC decoder in decodinḡS′ (and hencēV ) is bounded as

PB
N ≤

∑

i∈F c
c

Z(i)(p) ≤ O(2−(Nβ)).

C. Storage in Memory With Defects

Let us briefly discuss another standard problem in the
literature that fits within the Gelfand-Pinsker framework but
where the state is non-binary. Consider the problem of storing
data on a computer memory with defects and noise, explored
in [35] and [36]. Each memory cell can be in three possible
states, say{0, 1, ∗}. The stateS = 0 (1) means that the value
of the cell is stuck at0 (1) and S = ∗ means that the value
of the cell is flipped with probabilityD. Let the probability
distribution ofS be

Pr(S = 0) = Pr(S = 1) = p/2, Pr(S = ∗) = 1 − p.

The optimal storage capacity when the whole state realization
is known in advance only to the encoder is(1−p)(1−h2(D)).

Theorem 12 (Optimality for the Storage Problem): For
any rateR < (1 − p)(1 − h2(D)) and any0 < β < 1

2 , there
exists a sequence of polar codes of lengthN so that under
SC encoding using randomized rounding at the encoder and
SC decoding at the decoder, the achievable rate satisfies

RN > R,

and the block error probability satisfying

PB
N ≤ O(2−(Nβ)).

The encoding as well as decoding complexity of these codes
is Θ(N log(N)).

The problem can be framed as a Gelfand-Pinsker setup with
stateS ∈ {0, 1, ∗}. As seen before, the nested construction for
such a problem consists of a good source code which partitions
into cosets of a good channel code. We still need to define what
the corresponding source and coding problems are.

Source Code: The source code is designed to compress
the ternary sourceS to the binary alphabet{0, 1} with design
distortionD. The distortion function isd(0, 1) = 1, d(∗, 1) =
d(∗, 0) = 0,. The test channel for this problem is a binary
symmetric erasure channel (BSEC) shown in Figure 7. The
compression of this source is explained in Section VIII. Let
Z(i)(p, D) denote the Bhattacharyya values of BSEC(p, D)
defined in Figure 7. The frozen setFs is defined as

Fs = {i : Z(i)(p, D) ≥ 1 − δ2
N}.

The rate distortion function for this problem is given byp(1−
h2(D)). Therefore, for sufficiently largeN , |Fs|/N can be
made arbitrarily close to1 − p(1 − h2(D)).

Channel code: The channel code is designed for BSC(D).
The frozen setFc is defined as

Fc = {i : Z(i)(D) ≥ δN}.

Therefore, for sufficiently largeN , |Fc|/N can be made
arbitrarily close toh2(D). Degradation of BSEC(p, D) with
respect to BSC(D) implies Fc ⊆ Fs.

Encoding: The frozen bitsŪFc
is fixed to 0̄. The vector

ŪFs\Fc
is defined by the message to be stored. Therefore, the

achievable rate is

RN =
|Fs| − |Fc|

N
≥ (1 − p)(1 − h2(D)) − ǫ

for any ǫ > 0. Compress the source sequence using the
function f ŪFs (S̄) and store the reconstruction vector̄X =
f ŪFs (f ŪFs (S̄)) in the memory. As shown in the Wyner-Ziv
setting, the quantization noise is close to Ber(D) for the stuck
bits. Therefore, a fractionD of the stuck bits differ fromX̄.

Decoding: When the decoder reads the memory, the stuck
bits are read as it is and the remaining bits are flipped
with probability D. This is equivalent to seeinḡX through
a channel BSC(D). Since the channel code is defined for
BSC(D), the decoding will be successful with high probability
and the messagēUFs\Fc

will be recovered.
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D. One Helper Problem

Let Y be a BSS and letY ′ be correlated toY asY ′ = Y ⊕Z,
whereZ is a Ber(p) random variable. The encoder has access
to Y and the helper has access toY ′. The aim of the decoder
is to reconstructY successfully. As the name suggests, the
role of the helper is to assist the decoder in recoveringY .
This problem was considered by Wyner in [32].

Z

Encoder

Helper

Decoder
R

R′

Y

Y ′

X

X ′

Ŷ

Fig. 6. The helper transmits quantized version ofY ′. The decoder uses the
information from the helper to decodeY reliably.

Let the rates used by the encoder and the helper beR andR′

respectively. Wyner [32] showed that the required ratesR, R′

must satisfy

R > h2(D ∗ p), R′ > 1 − h2(D),

for someD ∈ [0, 1/2].
Theorem 13 (Optimality for the One Helper Problem):

Let Y be a BSS andY ′ be a Bernoulli random variable
correlated toY as Y ′ = Y ⊕ Z, where Z ∼ Ber(p). Fix
the design distortion D, 0 < D < 1

2 . For any rate pair
R > h2(D ∗ p), R′ > 1 − h2(D) and any0 < β < 1

2 ,
there exist sequences of polar codes of lengthN with rates
RN < R andR′

N < R′ so that under syndrome computation
at the encoder, SC encoding using randomized rounding at
the helper and SC decoding at the decoder, they achieve the
block error probability satisfying

PB
N ≤ O(2−(Nβ)).

The encoding as well as decoding complexity of these codes
is Θ(N log(N)).

For this problem, we require a good channel code at the
encoder and a good source code at the helper. We will explain
the code construction here. The rest of the proof is similar to
the previous setups.

Encoding: The helper quantizes the vectorȲ ′ to X̄ ′ with
a design distortionD. This compression can be achieved with
rates arbitrarily close to1 − h2(D).

The encoder designs a code for the BSC(D ∗ p). Let F
denote the frozen set. The encoder computes the syndrome
ŪF = (Ȳ H−1

n )F and transmits it to the decoder. The rate
involved in such an operation isR = |F |/N . Since the fraction
|F |/N can be made arbitrarily close toh2(D ∗ p), the rateR
will approachh2(D ∗ p).

Decoding: The decoder first reconstructs the vectorX̄ ′.
The remaining task is to decode the codewordȲ from the
observationX̄ ′. As shown in the Wyner-Ziv setting, the
quantization noisēY ⊕ X̄ ′ is very “close” to Ber(D ∗p). Note
that the decoder knows the syndromeŪF = (Ȳ H−1

n )F , where
the frozen setF is designed for the BSC(D ∗ p). Therefore,
the task of the decoder is to recover the codeword of a code

designed for BSC(D∗p) when the noise is close to Ber(D∗p).
Hence the decoder will succeed with high probability.

VII. C OMPLEXITY VERSUSGAP

We have seen that polar codes under SC encoding achieve
the rate-distortion bound when the blocklengthN tends to
infinity. It is also well-known that the encoding as well as
decoding complexity grows likeΘ(N log(N)). How does the
complexity grow as a function of the gap to the rate-distortion
bound? This is a much more subtle question.

To see what is involved in being able to answer this
question, consider the Bhattacharyya constantsZ(i) defined
in (3). Let Z̃(i) denote a re-ordering of these values in an
increasing order, i.e.,̃Z(i) ≤ Z̃(i+1), i = 0, . . . , N −2. Define

m
(i)
N =

i−1∑

j=0

Z̃(i),

M
(i)
N =

N−1∑

j=N−i

√

2(1 − Z̃(i)).

For the binary erasure channel there is a simple recursion
to compute the{Z(i)} as shown in [15]. For general channels
the computation of these constants is more involved but the
basic principle is the same.

For the channel coding problem we then get an upper bound
on the block error probabilityPB

N as a function the rateR of
the form

(PB
N , R) = (m

(i)
N ,

i

N
).

On the other hand, for the source coding problem, we get an
upper bound on the distortionDN as a function of the rate of
the form

(DN , R) = (D + M
(i)
N ,

i

N
).

Now, if we knew the distribution ofZ(i)s it would allow us to
determine the rate-distortion performance achievable forthis
coding scheme for any given length. The complexity per bit
is alwaysΘ(log N).

Unfortunately, the computation of the quantitiesm
(i)
N and

M
(i)
N is likely to be a challenging problem. Therefore, we ask

a simpler question that we can answer with the estimates we
currently have about the{Z(i)}.

Let R = R(D)+ δ, whereδ > 0. How does the complexity
per bit scale with respect to the gap between the actual
(expected) distortionDN and the design distortionD? Let us
answer this question for the various low-complexity schemes
that have been proposed to date.

Trellis Codes: In [5] it was shown that, using trellis codes
and Viterbi decoding, the average distortion scales likeD +
O(2−KE(R)), where E(R) > 0 for δ > 0 and K is the
constraint length. The complexity of the decoding algorithm
is Θ(2KN). Therefore, the complexity per bit in terms of the
gap is given byO(2(log 1

g
)).

Low Density Codes: In [37] it was shown that under
optimum encoding the gap isO(

√
K2−K∆), for some∆ > 0,

where K is the average degree of the parity check node.
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Fig. 7. The test channel for the binary erasure source.

Assuming that using BID we can achieve this distortion, the
complexity is given byΘ(2KN). Therefore, the complexity
per bit in terms of the gap is given byO(2(log 1

g
)).

Polar Codes: For polar codes, the complexity is
Θ(N log N) and the gap isO(2−(Nβ)) for any β < 1

2 .
Therefore, the complexity per bit in terms of the gap is
O( 1

β log log 1
g ). This is considerably lower than for the two

previous schemes.

VIII. D ISCUSSION ANDFUTURE WORK

We have considered the lossy source coding problem for the
BSS and the Hamming distortion. The reconstruction alphabet
in this case is also binary and the test channel “W ” is a BSC.

Consider the slightly more general scenario of aq-ary
source with a binaryreconstruction alphabet. Assume further
that the test channel, call itW , is such that the marginal in-
duced by the source distribution on the reconstruction alphabet
is uniform.

Example 14 (Binary Erasure Source): Let the source al-
phabet be{0, 1, ∗}. Let S denote the source variable with
distribution

Pr(S = 1) = Pr(S = 0) = p/2, Pr(S = ∗) = 1 − p.

Let the distortion function be

d(0, ∗) = d(1, ∗) = 0, d(0, 1) = 1. (18)

For a design distortionD, the test channelW : {0, 1} →
{0, 1, ∗} is shown in Figure 7. Note that the distribution
induced on the input of the channel is uniform.

For this setup one can obtain results mirroring Theorem 1.
More precisely, one can show that the optimum rate-distortion
tradeoff can again be achieved by polar codes together with SC
encoding and randomized-rounding. The proof is analogous to
the proof of Theorem 1. The only change in the proof consists
of replacing the BSC(D) with the appropriate test channel
W . This is the source coding equivalent of Arıkan’s channel
coding result [15], where it was shown that polar codes achieve
the symmetric mutual informationI(W ) for any B-DMC.

A further important generalization is the compression of
non-symmetric sources. Let us explain the involved issues by
means of the channel coding problem. Consider an asymmetric
B-DMC, e.g., theZ-channel. Due to the asymmetry, the
capacity-achieving input distribution is in general not the uni-
form one. To be concrete, assume that it is(p(0) = 1

3 , p(1) =
2
3 ). This causes problems for any scheme which employs

linear codes, since linear codes induce uniform marginals.
To get around this problem, “augment” the channel to aq-
ary input channel by duplicating some of the inputs. For our
running example, Figure 8 shows the ternary channel which
results when duplicating the input “1.” Note that the capacity-
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ǫ

Fig. 8. The Z-channel and its corresponding augmented channel with ternary
input alphabet.

achieving input distribution for this ternary-input channel is
the uniform one. Assume that we can construct a ternary
polar code which achieves the symmetric mutual information
of this new channel. (For binary-input channels it was shown
by Arıkan [15] that one can achieve the symmetric mutual
information and there is good reason to believe that an equiv-
alent result holds forq-ary input channels.) Then this gives
rise to a capacity-achieving coding scheme for the original
binaryZ-channel by mapping the ternary set{0, 1, 2} into the
binary set{0, 1} in the following way;{1, 2} 7→ 1 and0 7→ 0.

More generally, by augmenting the input alphabet and
constructing a code for the extended alphabet, we can achieve
rates arbitrarily close to the capacity of aq-ary DMC, assum-
ing only that we know how to achieve the symmetric mutual
information.

A similar remark applies to the setting of source coding.
By extending the reconstruction alphabet if necessary and by
using only test channels that induce a uniform distribution
on this extended alphabet one can achieve a rate-distortion
performance arbitrarily close to the Shannon bound, assuming
only that for the uniform case we can get arbitrarily close.

The previous discussion shows that perhaps the most impor-
tant generalization is the construction of polar codes for both
source and channel coding for the setting ofq-ary alphabets.

In Section VI we have considered some scenarios beyond
basic source coding. E.g., we considered binary versions ofthe
Wyner-Ziv problem as well as the Gelfand-Pinsker problem.
This list is by no means exhaustive.

One possible further generalization is to have source codes
with a faster convergence speed. In [38] it was shown that,
by considering larger matrices (instead ofG2), it is possible
to obtain better exponents for the block error probability of
the channel coding problem. Such a generalization for source
coding would result in better exponents in the convergence of
the average distortion to the design distortion.
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APPENDIX

The proof of (4) and (5) is based on the following approach.
For any channelW : X → Y the channelsW [i] : X →
Y × Y × U i−1

0 are defined as follows. LetW [0] denote the
channel law

W [0](y0, y1 |u0) =
1

2

∑

u1

W (y0 |u0 ⊕ u1)W (y1 |u1),

and letW [1] denote the channel law

W [1](y0, y1, u0 |u1) =
1

2
W (y0 |u0 ⊕ u1)W (y1 |u1).

Define a random variableWn through a tree process
{Wn; n ≥ 0} with

W0 = W,

Wn+1 = W [Bn+1]
n ,

where{Bn; n ≥ 1} is a sequence of i.i.d. random variables
defined on a probability space(Ω,F , µ), and whereBn is a
symmetric Bernoulli random variable. DefiningF0 = {∅, Ω}
andFn = σ(B1, . . . , Bn) for n ≥ 1, we augment the above
process by the process{Zn; n ≥ 0} := {Z(Wn); n ≥ 0}.
The relevance of this process is thatWn ∈ {W (i)}2n−1

i=0 and
moreover the symmetric distribution of the random variables
Bi implies

Pr(Zn ∈ (a, b)) =
|
{
i ∈ {0, . . . , 2n − 1} : Z(i) ∈ (a, b)

}
|

2n
.

(19)

In [15] it was shown that

lim
n→∞

Pr(Zn < 2−5n/4) = I(W ).

which implies (4). In [16] the polynomial decay (in terms of
N = 2n) was improved to exponential decay as stated below.

Theorem 15 (Rate of Zn Approaching 0 [16]): Given a B-
DMC W , and anyβ < 1

2 ,

lim
n→∞

Pr(Zn ≤ 2−2nβ

) = I(W ).

Of course, this implies (5). For lossy source compression, the
important quantity is the rate at which the random variableZn

approaches1 (as compared to0). Let us now show the result
mirroring Theorem 15 for this case, using similar techniques
as in [16].

Theorem 16 (Rate of Zn Approaching 1): Given a B-
DMC W , and anyβ < 1

2 ,

lim
n→∞

Pr(Zn ≥ 1 − 2−2nβ

) = 1 − I(W ).

Proof: Using Lemma 17 the random variableZn+1 can
be bounded as,

Zn+1 ≥
√

2Z2
n − Z4

n w.p.
1

2
,

Zn+1 = Z2
n w.p.

1

2
.

Then, with probability12 , Z2
n+1 ≥ 1 − (1 − Z2

n)2. This implies
that 1 − Z2

n+1 ≤ (1 − Z2
n)2. Similarly, with probability 1

2 ,

1 − Z2
n+1 = 1 − Z4

n ≤ 2(1 − Z2
n).

Let Xn denoteXn = 1 − Z2
n. Then{Xn : n ≥ 0} satisfies

Xn+1 ≤ X2
n w.p.

1

2
,

Xn+1 ≤ 2Xn w.p.
1

2
.

By adapting the proof of [16], we can show that for anyβ < 1
2 ,

lim
n→∞

Pr(Xn ≤ 2−2nβ

) = 1 − I(W ).

Using the relationXn = 1 − Z2
n ≥ 1 − Zn, we get

lim
n→∞

Pr(1 − Zn ≤ 2−2nβ

) = 1 − I(W ).

Lemma 17 (Lower Bound on Z): Let W1 and W2 be two
B-DMCs and letX1 and X2 be their inputs with a uniform
prior. Let Y1 ∈ Y1 and Y2 ∈ Y2 denote the outputs. LetW
denote the channel betweenX = X1 ⊕ X2 and the output
(Y1, Y2), i.e.,

W (y1, y2 |x) =
1

2

∑

u

W1(y1 |x ⊕ u)W2(y2 |u).

Then

Z(W ) ≥
√

Z(W1)2 + Z(W2)2 − Z(W1)2Z(W2)2.
Proof: Let Z = Z(W ) and Zi = Z(Wi). Z can be

expanded as follows.

Z =
∑

y1,y2

√

W (y1, y2 | 0)W (y1, y2 | 1)

=
1

2

∑

y1,y2

[

W1(y1 | 0)W2(y2 | 0)W1(y1 | 0)W2(y2 | 1)

+ W1(y1 | 0)W2(y2 | 0)W1(y1 | 1)W2(y2 | 0)

+ W1(y1 | 1)W2(y2 | 1)W1(y1 | 0)W2(y2 | 1)

+ W1(y1 | 1)W2(y2 | 1)W1(y1 | 1)W2(y2 | 0)
] 1

2

=
Z1Z2

2

∑

y1,y2

P1(y1)P2(y2)

√

W1(y1 | 0)

W1(y1 | 1)
+

W1(y1 | 1)

W1(y1 | 0)
+

W2(y2 | 0)

W2(y2 | 1)
+

W2(y2 | 1)

W2(y2 | 0)

wherePi(yi) denotes

Pi(yi) =

√

Wi(yi | 0)Wi(yi | 1)

Zi
.

Note thatPi is a probability distribution overYi. Let Ei denote
the expectation with respect toPi and let

Ai(y) ,

√

Wi(y | 0)

Wi(y | 1)
+

√

Wi(y | 1)

Wi(y | 0)
.

ThenZ can be expressed as

Z =
Z1Z2

2
E1,2

[√

(A1(Y1))
2 + (A2(Y2))

2 − 4

]

.

The arithmetic-mean geometric-mean inequality implies that
Ai(y) ≥ 2. Therefore, for anyyi ∈ Yi, Ai(yi)

2 − 4 ≥
0. Note that the functionf(x) =

√
x2 + a is convex for
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a ≥ 0. Applying Jensen’s inequality first with respect to the
expectationE1 and then with respect toE2, we get

Z ≥ Z1Z2

2
E2

[√

(E1 [A1(Y1)])
2 + (A2(Y2))

2 − 4

]

≥ Z1Z2

2

√

(E1 [A1(Y1)])
2

+ (E2 [A2(Y2)])
2 − 4.

The claim follows by substitutingEi[Ai(Yi)] = 2
Zi

.
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