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Abstract—The IEEE 802.15.4 standard is poised to become
the global standard for low data rate, low energy consumption
wireless sensor networks (WSN). By assigning the same sets of
contention access parameters for all data frames and nodes, the
contention access period (CAP) of the slotted IEEE 802.15.4
medium access control (MAC) currently provides a priority-
independent channel access functionality and no service differ-
entiation. Several recent WSN applications such as wireless body
sensor networks, however, may require service differentiation
and traffic prioritization support to accommodate potential high-
priority traffic (e.g., alarms or emergency alerts). By allowing
different sets of access parameters and data frame lengths for dif-
ferent priority classes, this paper develops a Markov-chain-based
analytical model of the CAP of the IEEE 802.15.4 MAC with
service differentiation, under unsaturated traffic conditions. In
particular, given two priority classes, our analytical model is used
to evaluate the performance of a simple, yet effective, contention-
window-based service differentiation strategy, in terms of the
resulting throughput, average frame service time and access
priority for each priority class. The accuracy of the analytical
model is validated by extensive ns-2 simulation.

I. INTRODUCTION

The IEEE 802.15.4 standard is poised to become the global
standard for low data rate, low energy consumption wireless
sensor networks (WSN) for a wealth of application areas, such
as environment monitoring, industrial process surveillance,
home automation and personal health monitoring. Since its rat-
ification, the IEEE 802.15.4 MAC has received much interest
to assess its throughput and energy performance. In particular,
the novel slotted access protocol featured in the contention
access period (CAP) of its beacon-enabled mode has spurred
much attention; many preliminary simulation studies [1], [2]
were conducted, and several accurate analytical models have
been introduced. These analytical models follow two main
approaches. The first approach is inspired from the seminal
work of Bianchi on the analysis of IEEE 802.11 [3], and
is based on modelling the behavior of a sensing node using
a Markov chain. The most relevant contributions along this
approach are [4], which adapts Bianchi’s model to the specific
contention access procedure of the slotted IEEE 802.15.4
CAP under unacknowledged saturated traffic conditions, [5]

which corrects the analysis in [4] and extends it to include
acknowledgment transmission, and [6] which proposes a more
complex model reflecting additionally the superframe structure
under unsaturated traffic conditions. A final relevant con-
tribution, upon which our work is based, is the work of
Ramachandran et al. [7] which develops a framework based
on two Markov chains; the node-state chain to determine the
fraction of time a node spends in different states and the
channel-state chain to calculate the throughput of the network.
Our choice is motivated by the demonstrated accuracy of
this model with respect to ns-2 simulations, as well as its
simplicity and amenability for extension. The second approach
to analytically model the IEEE 802.15.4 CAP alternatively
models the contention access mechanism as an embedded
Markov renewal process and performs a fixed-point analysis
to calculate the throughput of the network [8].

By assigning the same sets of contention access parame-
ters for all data frames and nodes, the CAP of the slotted
IEEE 802.15.4 MAC currently provides a priority-independent
channel access functionality and no service differentiation.
However, several wireless sensor network applications may re-
quire service differentiation and traffic prioritization support to
accommodate delay sensitive traffic (e.g., alarms or emergency
alerts in wireless body sensor networks) or to prioritize high
relevance/reliability messages throughout a sensor network.
This work seeks such service differentiation provision in the
slotted IEEE 802.15.4 CAP through defining different priority
classes, each with its specific values of access parameters and
data frame length, following the example of the IEEE 802.11e
quality-of-service (QoS)-aware extension of the original IEEE
802.11 wireless local area networks MAC. More specifically,
this paper extends the Markov-chain-based analytical model
of the IEEE 802.15.4 CAP in [7] in the presence of two
priority classes (high and low). To the best of our knowledge,
no such model exists for the IEEE 802.15.4 CAP with service
differentiation. As a matter of fact, the only tentative model of
differentiated access in the IEEE 802.15.4 MAC was presented
in [9], and is not mathematically sound as it incorrectly
assumes that the packet sending probability is independent
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from node to node, instead of the channel sensing probability.
Finally, a similar accurate model does exist for the IEEE
802.11e enhanced distributed coordination function [10], but
is not directly applicable to the IEEE 802.15.4 CAP due to
their different contention access procedures.

The rest of the paper is organized as follows. Section II
reviews the slotted IEEE 802.15.4 MAC protocol, and the
underlying slotted CSMA/CA algorithm. Section III introduces
our extension of the state-of-the-art IEEE 802.15.4 analytical
model to include service differentiation. This extended analyt-
ical model is validated and used to evaluate the performance
of a contention-window-based service differentiation strategy
in Section IV. Finally, the paper is concluded in Section V.

II. OVERVIEW OF THE SLOTTED IEEE 802.15.4
CSMA/CA CHANNEL ACCESS ALGORITHM

In this section, we briefly review the MAC protocol of the
slotted mode of the IEEE 802.15.4 standard, which specifies
the time structure, default parameter settings and channel ac-
cess procedure for beacon-enabled networks. A comprehensive
description of the standard may be found in [11], [1].

In the slotted mode, a coordinator periodically transmits
a beacon to identify its network, synchronize the nodes as-
sociated with it, and delimit the superframe time structure
that organizes communication in the network. The latter su-
perframe begins with a beacon, followed by an active and
an optional inactive period. All communication takes place
during the active period, whereas all nodes may power down to
conserve energy during the inactive period. The active period
of a superframe further consists of a contention access period
(CAP) and an optional contention-free period (CFP). In the
CFP, the coordinator controls the channel access by assigning
guaranteed time slots (GTS) to those nodes which request
them. Alternatively, the CAP allows nodes to access the
channel in a distributed fashion through a slotted CSMA/CA
algorithm, which is specified in the standard as follows.

In the slotted CAP, all nodes are synchronized and can
begin transmission only at the boundaries of time limits
called backoff slots. The duration of one backoff slot is
aUnitBackoffPeriod (default value=3.2 ms). When a node
has a new data frame waiting for transmission at the MAC
buffer, it first initializes the three relevant contention param-
eters, namely the number of random backoff stages expe-
rienced (NB) to 0, the current backoff exponent (BE) to
macMinBE (default value = 3) and the contention window
(CW ) (default value = 2). Then, it selects a backoff counter
value uniformly from the window [0, 2BE − 1]. This backoff
counter value is decremented by one for each backoff slot
regardless of the channel state. When the backoff counter
reaches zero, the node performs carrier sensing that consists of
clear channel assessment (CCA) for the next CW consecutive
backoff slots. If the channel is sensed idle during the first
CCA, CW is decremented by one and the node performs
the following CCA at the next backoff slot boundary. Only
when the channel is assessed idle during the CW consecutive
CCAs, will the node start transmission in the next backoff

slot. Otherwise, the node will enter the next backoff stage; it
will increase the values of NB and BE by one, reset CW
to its initial value and draw a new random number of backoff
slots from the updated window [0, 2BE −1] to wait before the
channel may be sensed again. This procedure is repeated until
the frame is transmitted, or a channel access failure is declared.
The latter occurs when NB reaches a maximum number of
macMaxCSMABackoffs allowed random backoff stages
(default value=5). Note that BE shall not be incremented
beyond its maximum value aMaxBE (default value=5); after
this value, BE is frozen to aMaxBE.

III. ANALYTICAL MODEL

This section extends the analytical model of the IEEE
802.15.4 CAP in [7] in the presence of two priority classes:
high-priority and low-priority nodes. As such, the extended
model analogously develops two node-state chains corre-
sponding to the two classes of nodes, and a channel-state
chain. Although this analytical model is able to capture more
general service differentiation strategies (based on different
macMinBE, aMaxBE, CW ), the present paper focuses
on the CW -based service differentiation strategy consisting
in allowing the high-priority nodes to use CW = 1 (class
1), instead of the default CW = 2 used by the low-
priority transmissions (class 2). Maintaining the same backoff
procedure parameters, this strategy reduces the duration of
idle channel sensing for high-priority nodes so that they gain
access to the channel ahead of low-priority nodes, which must
observe a longer channel idle time before transmission. All
other contention access parameters are set to the default values
previously indicated in Section II. We consider a single-hop
wireless sensor network consisting of a coordinator, M1 class-
1 nodes and M2 class-2 nodes. Furthermore, we consider a
star topology and uplink data transmission scenario without
acknowledgment.

A. Model Assumptions and Approximations

As an extension of the analytical model introduced in [7],
the present work is based on the same assumptions and
approximations which accuracy have been validated therein.
For self-containment, the most salient ones are herein sum-
marized: (1) All nodes are perfectly time-synchronized with
the coordinator’s beacon and are within the transmission range
of each other (no hidden-node problem); (2) The nodes are not
allowed to sleep and the entire superframe duration is active
and set to be large (BO = SO = 6) [11] in order to accurately
approximate the CSMA/CA scheme as non-persistent with
backoff and neglect the effect of the finite superframe [2];
(3) Once assigned to a priority class, a node remains in the
same class for the whole analysis; (4) All of the active period
of the superframe is allocated to the CAP, as it is the focus of
this work; (5) Only direct transmission is considered and the
coordinator is configured not to acknowledge the reception
of the packets which have a fixed duration of N1 and N2

backoff slots, for class-1 and class-2 nodes respectively; (6)
Initially, the nodes have no packet to transmit and receive
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packets for transmission according to a Poisson arrival rate
of λ1 and λ2 packets per packet duration, for class-1 and
class-2 nodes respectively. Moreover, the unsaturated traffic
assumption entails that no packet buffering is allowed while
a node is transmitting or has already initiated a CSMA/CA
process; (7) The uniform distribution specified in the IEEE
802.15.4 standard, to draw the number of backoff slots a node
has to wait at each backoff stage of the contention access pro-
cedure, is replaced with a geometric distribution of the same
mean number of backoff slots so that the backoff procedure
remains memoryless. Note that the two classes of nodes use
the same default backoff parameters and distributions and are
only differentiated by their clear channel assessment procedure
(i.e., CW -based channel access differentiation).

Notation: All probabilities associated with channel states
have a superscript ’c’ (e.g., pc

i ), and those associated with
node states have a superscript ’n’ coupled to a superscript
q ∈ {1, 2} indicating the class of the node (e.g., pn,q

k for a
class-q node).

B. Nodes State Models

The behavior of each class of node is modeled by means of
a corresponding discrete-time Markov chain: Figure 1 depicts
that of an individual class-1 node, while Figure 2 illustrates the
Markov chain of a class-2 node. Initially, a class-q node is in

Fig. 1. Embedded Markov chain model for a class-1 sensing node

the IDLE state and would remain in that state, until it receives
a packet for transmission with probability pn,q = λq

Nq
, since

class-q nodes receive packets of Nq backoff slots of duration
arriving with a Poisson arrival rate of λq packets per packet
duration. Once the class-q node has a packet to transmit, it
would spend in backoff state BO1 a random number of backoff
slots X1 geometrically distributed according to P [X1 = k] =
(1 − p1)kp1 for k = 0, 1, · · · ,∞, where the parameter p1 is
set to 1/4.5, so that the corresponding random distribution
has the same mean number of backoff slots as its counterpart
IEEE 802.15.4 uniform backoff distribution, i.e., 3.5 [7].

Upon leaving BO1, the node moves to state CS11, which
corresponds to performing the first CCA. If the channel is
found idle in the first CCA, which occurs with probability pc

i ,
a class-1 node would enter the transmit state TX and start
transmitting its packet during N1 backoff slots. Alternatively,
a class-2 node would have to move into state CS12 and

Fig. 2. Embedded Markov chain model for a class-2 sensing node

perform the second CCA. If the channel is again found idle
for the second consecutive time, an event characterized by the
conditional probability pc

i|i, the class-2 node would then enter
the transmit state TX and spend therein N2 backoff slots.
Once packet transmission is completed, both nodes transition
to the IDLE state with probability 1. If the channel is found
busy when a class-1 node is in state CS11 (resp. when a
class-2 node is in states CS11 or CS12), which happens with
probability (1 − pc

i ) (resp. with probabilities (1 − pc
i ) and

(1 − pc
i|i)), then the node transitions into the second backoff

stage BO2 and repeats the same backoff and clear channel
assessment procedure to the first stage, where the backoff
parameter p1 is updated to p2 = 1/8.5 to reflect the fact
that BE = 4 for BO2. The number of backoff slots X2

the node spends in BO2 is again geometrically distributed:
P [X2 = k] = (1 − p2)kp2. In general, we adopt the notation
BO1≤i≤5 to represent the 5 random backoff stages and
CSij : 1 ≤ i ≤ 5, 1 ≤ j ≤ q to denote the jth carrier sense
attempt after the ith random backoff stage BOi of a class-q
node. Accordingly, the complete Markov chains of Figures 1
and 2 are constructed starting from the IDLE state until either
the packet has been successfully transmitted or the maximum
number of allowed random backoff stages is reached and a
channel access failure is declared. For completeness, note that
p3 = p4 = p5 = 1/16.5 since BE = 5 for BO3≤i≤5 [7].

Let pn,1
t and pn,2

t denote the probability that a class-1 and
a class-2 node, respectively, begins transmission in a generic
backoff slot. According to Figures 1 and 2, a node will begin
a transmission in the next backoff slot if, being in the last CS
state of any backoff stage, it senses the channel idle. Noting
that the probability of being in the last CS state of any backoff
stage is simply the long-term proportion of time the chain
spends in ∪2

j=1 ∪5
i=1 CSij , pn,1

t and pn,2
t are given by:

pn,1
t =

∑5
i=1 π

n,1
csi1

1 + (N1 − 1)πn,1
tx

pc
i (1)

pn,2
t =

∑5
i=1 π

n,2
csi2

1 + (N2 − 1)πn,2
tx

pc
i|i (2)

where πn,1
csi1

and πn,1
tx are respectively the long-run proportion

of transitions into states CSi1 and TX of a class-1 node,
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while πn,2
csi2

and πn,2
tx correspond to the long-run proportion of

transitions into states CSi2 and TX of a class-2 node. Note
that the long-run proportion of transitions into the different
states of a class-q node can be obtained by solving its Markov
chain, as detailed in [7]. Equations (1) and (2) are the two first
independent equations of the system relating pn,1

t , pn,2
t , pc

i

and pc
i|i to be solved in order to determine the network behav-

ior. The remaining two equations are subsequently obtained
through solving the channel-state Markov chain.

C. Channel State Model

The channel behavior can be described using the discrete-
time Markov chain of Figure 3, which is constructed as fol-
lows. Given the maximum CCA span of 2 consecutive backoff

Fig. 3. Embedded Markov chain model for the channel

slots corresponding to CW = 2 for class-2 nodes, the event
that the channel is idle in the current backoff slot encompasses
two channel states: namely state (IDLE,IDLE) corresponding
to the channel having been idle for two consecutive backoff
slots, and state (IDLE,BUSY) capturing the case when the
channel was busy during the previous backoff before becoming
idle in the current backoff slot. Additionally to these two states,
the channel may be in a success when a packet is successfully
transmitted or a failure when a collision occurs. When the two
priority classes have a common packet length N , these two
events respectively correspond to a single SUCCESS channel
state and a single FAILURE channel state, both of which have
a dwell time of N backoff slots. Our differentiated scenario,
however, uses two different packet lengths for the two priority
classes, and as such requires to further discriminate the chan-
nel’s success and failure states in terms of the class or classes
involved, as their dwell time differ. Therefore, our channel-
state Markov chain discriminates the channel success state
into: SUCCESS1, for the successful transmissions of class-
1 nodes, and SUCCESS2, for the successful transmissions of
class-2 nodes. Similarly, the failure state is divided into three
states depending on the class of the nodes and the length of the
packets causing the state. Thus, state FAILURE1 corresponds
to the collision of packets of class-1 nodes only. In state FAIL-
URE2, the channel is experimenting the collision of packets
transmitted by class-2 nodes exclusively. Finally, failure state
(FAILURE1,2) is caused by colliding transmissions of class-1
nodes and class-2 nodes. The following describes the possible
channel state transitions and their respective probabilities,
according to Figure 3.

Let pn,1
t|i be the conditional probability that a class-1 node

begins transmission given it has sensed the channel idle in the
previous backoff slot, and pn,2

t|ii be the conditional probability
that a class-2 node starts transmitting given it has sensed the
channel idle during the two previous backoff slots:

pn,1
t|i =

pn,1
t

pc
i

, pn,2
t|ii =

pn,2
t

pc
ii

(3)

where pc
ii is the probability that the channel is idle in two

consecutive backoff slots.
When the channel is in the (IDLE,BUSY) state, it may

transition into one of 3 states: state (IDLE,IDLE) with prob-
ability α1 = (1 − pn,1

t|i )M1 , which corresponds to the event
that none of the M1 class-1 nodes begins the transmission;
state SUCCESS1 with probability β1 = M1p

n,1
t|i (1−pn,1

t|i )M1−1

corresponding to the event that a single class-1 node begins
transmission in the current backoff slot; and state FAILURE1

with probability f1 =
M1∑

k=2

(M1
k

)
(1 − pn,1

t|i )M1−k(pn,1
t|i )k that at

least two class-1 nodes simultaneously begin transmission in
the current backoff slot.

When the channel is in the (IDLE,IDLE) state, it remains
in that state if none of the nodes begins transmission, which
occurs with probability α2 = (1 − pn,1

t|i )M1(1 − pn,2
t|ii)

M2 .
Otherwise, the channel will go into one of five states:

(1) State SUCCESS1: This transition occurs with prob-

ability β2 = M1p
n,1
t|i

(
1 − pn,1

t|i

)M1−1(
1 − pn,2

t|ii

)M2

, which
corresponds to the event that only one class-1 node transmits
while all remaining nodes abstain.

(2) State SUCCESS2: This happens with probability β3 =

M2p
n,2
t|ii

(
1− pn,2

t|ii

)M2−1(
1− pn,1

t|i

)M1

, when only one class-2
node begins transmission in the current backoff slot while all
the other nodes do not.

(3) State FAILURE1: Representing the event that at least
two of the M1 class-1 nodes begin transmission and none of
the class-2 nodes does, this transition occurs with probability

f2 =
(
1 − pn,2

t|ii

)M2
M1∑

k=2

(M1
k

)
(pn,1

t|i )k(1 − pn,1
t|i )M1−k.

(4) State FAILURE2: This event corresponds to at least two
class-2 nodes beginning transmission in the current backoff
slot while none of the class-1 nodes does, and takes place with

probability f3 =
(
1−pn,1

t|i

)M1
M2∑

k=2

(M2
k

)
(pn,2

t|ii)
k(1−pn,2

t|ii)
M2−k.

(5) State (FAILURE1,2): This corresponds to a collision
between at least one class-1 node and at least one class-2 node
and happens with probability f4 = 1−(α2+β2+β3+f2+f3).

After being in a busy state, that is, either SUCCESS1,
SUCCESS2, FAILURE1, FAILURE2 or (FAILURE1,2), the
channel goes to the (IDLE,BUSY) state with probability 1.

The Markov chain of Figure 3 can be solved to determine
the long-run proportions of transitions to states (IDLE,BUSY),
(IDLE,IDLE), SUCCESS1, SUCCESS2, FAILURE1, FAIL-
URE2 and (FAILURE1,2), denoted by πib, πii, πs1 , πs2 , πf1 ,
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πf2 and πf12 respectively. Accordingly, the steady-state prob-
abilities, pc

ib and pc
ii, that the channel is in the (IDLE,BUSY)

and (IDLE,IDLE) states, respectively, are given by:

pc
ib =

πib∑
kεΩ Tkπk

, pc
ii =

πii∑
kεΩ Tkπk

(4)

where k, Tk denote channel state k and its corresponding
dwell time in backoff slots, k belongs to the set of possi-
ble channel states Ω = {ib, ii, s1, s2, f1, f2, f12}. Given the
packet length of each priority class, it is easily seen that
Tib = Tii = 1, Ts1 = Tf1 = N1 and Ts2 = Tf2 = N2,
and Tf12 = Nm = max(N1, N2). Straightforward calculations
lead to the following expression of the common denominator
in (4):
∑

kεΩ

Tkπk = πii

[
1 +

(1 − α2)(1 + N1)
α1

(5)

+ (Nm − N1)(1 − α2 − β2 − f2) − (Nm − N2)(β3 + f3)]

Moreover, using the balance equation related to state
(IDLE,IDLE), it is easily found that:

πib =
1 − α2

α1
πii (6)

pc
ib and pc

ii are readily computed through replacing (5) and (6)
into the expressions in (4). The probability, pc

i , that the channel
is idle in a given backoff slot can then be derived, by noting
that the channel could have been either idle or busy in the
previous backoff slot, as follows: pc

i = pc
ii +pc

ib. This equation
gives pc

i as a function of pn,1
t and pn,2

t , through the pn,1
t|i and

pn,2
t|ii in the expressions of the transition probabilities of the

channel-state chain. Together with pc
i|i = pc

ii
pc

i
, they provide the

two missing independent equations that we couple with (1)
and (2) in a consistent system of nonlinear equations, which
can be solved numerically to completely resolve the node-state
and channel-state chains.

D. Metrics Formulation

We are now ready to evaluate the three most relevant metrics
capturing the service differentiation and traffic prioritization
between the two priority classes.

1) Channel access probability: For each priority class, this
probability corresponds to the probability that a node of this
class begins transmission in a generic backoff slot. It is simply
given by (1) and (2) for class 1 and class 2, respectively.

2) Aggregate channel throughput: The aggregate through-
put of class q is defined as the fraction of time class-q
nodes spend in the SUCCESSq state, i.e, it is the steady-state
probability, Sq, of the channel being in the SUCCESSq state,
derived from the channel Markov chain in Figure 3 as:

Sq =
Nqπsq∑
kεΩ Tkπk

(7)

where the denominator is given by (5), and the long-run
proportion of transitions into channel states SUCCESS1, πs1 ,
and SUCCESS2, πs2 , are given by:

πs1 =
(1 − α2)β1 + α1β2

α1
πii, πs2 = β3πii (8)

The respective aggregate throughputs of class 1 and class
2 directly follow from using the expressions of (8) and (5)
into (7) for q = 1, 2.

3) Average frame service time: or MAC latency is defined
as the average duration from the instant a packet becomes
available for transmission to the end of its successful trans-
mission. For class q, it is equal to the average duration between
two successful class-q transmissions minus the average time
spent by a class-q node in IDLE state during the latter duration:

Lq =
NqMq

Sq
(1 − pn,q

i ) (9)

where pn,q
i denotes the fraction of time the class-q node spends

in the IDLE state, which was obtained from solving the class-q
node state chain.

IV. MODEL VALIDATION AND PERFORMANCE RESULTS

The simulations are performed using the 802.15.4 ns-2
module implemented by Zheng and Lee [1], their parameters
are set according to III-A. We consider a star topology network
with a coordinator and 12 sensing nodes equi-distributed
among the two priority classes. In order to exclusively observe
the effectiveness of CW-based differentiation as a service
differentiation measure, we set the packet arrival rates λ =
λ1 = λ2 and the packet length N1 = N2 = 10 backoff slots.
For this set-up, Figures 4, 5 and 6 illustrate the analytical and
simulated channel access probabilities, aggregate throughput
and latency of the two priority classes as a function of the
packet arrival rate λ. They consistently show the excellent
accuracy of our analytical model in capturing the various rele-
vant performance metrics, and validate the various simplifying
assumptions made in III-A according to [7]. Furthermore,
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Fig. 4. Per-class channel access probability vs. the packet arrival rate λ

these performance plots reveal that, at low packet arrival rates,
CW-based service differentiation does not have a noticeable
effect on the throughput, the probability of accessing the
medium or the latency since the nodes are mainly idle and have
very low probability of attempting to access the channel at
the same time; no service differentiation is needed. However,
when the packet arrival rate increases beyond λ = 0.04
packet per packet duration (corresponding to 10 kbps since the
channel capacity is 250 kbps), it appears clearly, in Figures 4, 5
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and 6 that class-1 nodes benefit of a prioritized access to the
channel, which translates into a larger throughput and up to
a two-fold latency reduction at very high packet arrival rates.
This effect is explained by the fact that when λ increases,
the number of packets available for transmission increases for
both classes. Thus, the contention for the channel among the
nodes increases, increasing the probability of two nodes of
different classes starting their CCA procedure at the same
time. In this specific case, the high-priority node gains access
to the channel since it only has to perform a single CCA,
and the low-priority node is deferred to the next backoff stage
with the associated penalty of increasing its backoff exponent.
This deference further disadvantages the class-2 node with
respect to other class-1 nodes, which may initiate a packet
transmission with the initial backoff parameters. This explains
the fact that class-1 nodes enjoy prioritized access to the
channel and improved throughput, while class-2 node suffer
significantly larger latencies. Figure 5 also shows a decrease
in the throughput of class-2 nodes as λ increases. It is due
to increased collisions of their packets, which coupled to a
saturation of their channel access probability (cf. Figure 4),
induces a reduction in their throughput. This is not the case of
class-1 nodes, which channel access probability keeps growing
and so does their throughput.

This service differentiation is maintained for different ratios
of nodes between the two classes as shown in Figure 7, where
we consider a fixed total number of sensing nodes M = 12 and
different node distributions: M1 = M/6 (case 1), M1 = M/3

(case 2), M1 = M/2 (case 3), M1 = 2M/3 (case 4) and
M1 = 5M/6 (case 5). Moreover, the larger M1 is, the more
disputed the channel access is by class-1 nodes, which reduces
the channel access probability of both classes.
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Fig. 7. Per-class channel access probability for different (M1, M2) ratios

V. CONCLUSION

An analytical model was introduced to evaluate the effec-
tiveness of the IEEE 802.15.4 CAP mechanisms and con-
tention parameters to provide service differentiation and traffic
prioritization. Its accuracy was illustrated in the evaluation of
a simple, yet, effective CW -based service differentiation. We
believe this analytical model to be instrumental in guiding
the future appropriate configuration of these mechanisms and
parameters for each priority class to achieve the service
differentiation needs of single-hop WSNs applications.
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