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Abstract

We propose an extension of Walsh’s classical martingale measure stochastic in-
tegral that makes it possible to integrate a general class of Schwartz distributions,
which contains the fundamental solution of the wave equation, even in dimensions
greater than 3. This leads to a square-integrable random-field solution to the non-
linear stochastic wave equation in any dimension, in the case of a driving noise
that is white in time and correlated in space. In the particular case of an affine
multiplicative noise, we obtain estimates on p-th moments of the solution (p > 1),
and we show that the solution is Holder continuous. The Holder exponent that we
obtain is optimal.

Keywords and phrases: Martingale measures, stochastic integration, stochastic wave
equation, stochastic partial differential equations, moment formulae, Holder continuity.

AMS 2000 Subject Classifications: Primary: 60H15; Secondary: 60H20, 60HO5.

Submitted to EJP on February 21, 2007, final version accepted April 1, 2008.

!Partially supported by the Swiss National Foundation for Scientific Research.


https://core.ac.uk/display/147946217?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1

1 Introduction

In this paper, we are interested in random field solutions to the stochastic wave equation
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with vanishing initial conditions. In this equation, d > 1, A denotes the Laplacian on R,
the functions a, 3 : R — R are Lipschitz continuous and F' is a spatially homogeneous
Gaussian noise that is white in time. Informally, the covariance functional of F' is given
by

u(t,z) — Au(t,z) = a(u(t,z))F(t,z) + B(u(t, z)), t>0, xR (1.1)

R[E(t, ) F(s,y)] =6t — s)f(z —y), st >0, z,y € RY,
where § denotes the Dirac delta function and f : R — R is continuous on R%\ {0} and
even.

We recall that a random field solution to (1.1) is a family of random variables (u(t, ),
t € Ry, x € RY) such that (¢,7) — u(t, z) from R, xR? into L2(2) is continuous and solves
an integral form of (1.1): see Section 4. Having a random field solution is interesting if, for
instance, one wants to study the probability density function of the random variable u(t, x)
for each (¢, ), as in [12]. A different notion is the notion of function-valued solution, which
is a process t — u(t) with values in a space such as L*(Q, L2 (R, dz)) (see for instance [7],
[4]). In some cases, such as [6], a random field solution can be obtained from a function-
valued solution by establishing (Holder) continuity properties of (¢, z) — u(t, x), but such
results are not available for the stochastic wave equation in dimensions d > 4. In other
cases (see [3]), the two notions are genuinely distinct (since the latter would correspond to
(t,z) — u(t,x) from R, x R% into L?(Q) is merely measurable), and one type of solution
may exist but not the other. We recall that function-valued solutions to (1.1) have been
obtained in all dimensions [14] and that random field solutions have only been shown to
exist when d € {1,2,3} (see [1]).

In spatial dimension 1, a solution to the non-linear wave equation driven by space-time
white noise was given in [24], using Walsh’s martingale measure stochastic integral. In
dimensions 2 or higher, there is no function-valued solution with space-time white noise
as a random input: some spatial correlation is needed in this case. In spatial dimension
2, a necessary and sufficient condition on the spatial correlation for existence of a random
field solution was given in [2]. Study of the probability law of the solution is carried out
in [12).

In spatial dimension d = 3, existence of a random field solution to (1.1) is given in
[1]. Since the fundamental solution in this dimension is not a function, this required
an extension of Walsh’s martingale measure stochastic integral to integrands that are
(Schwartz) distributions. This extension has nice properties when the integrand is a non-
negative measure, as is the case for the fundamental solution of the wave equation when
d = 3. The solution constructed in [1] had moments of all orders but no spatial sample
path regularity was established. Absolute continuity and smoothness of the probability
law was studied in [16] and [17] (see also the recent paper [13]). Holder continuity of the
solution was only recently established in [6], and sharp exponents were also obtained.

In spatial dimension d > 4, random field solutions were only known to exist in the
case of the linear wave equation (o« = 1, # = 0). The methods used in dimension 3 do
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not apply to higher dimensions, because for d > 4, the fundamental solution of the wave
equation is not a measure, but a Schwartz distribution that is a derivative of some order of
a measure (see Section 5). It was therefore not even clear that the solution to (1.1) should
be Holder continuous, even though this is known to be the case for the linear equation
(see [20]), under natural assumptions on the covariance function f.

In this paper, we first extend (in Section 3) the construction of the stochastic integral
given in [1], so as to be able to define

/ot /R S(s, 2)Z(s, x)M(ds, dx)

in the case where M (ds, dx) is the martingale measure associated with the Gaussian noise
F, Z (s,r) is an L*-valued random field with spatially homogeneous covariance, and S is
a Schwartz distribution, that is not necessarily non-negative (as it was in [1]). Among
other technical conditions, S must satisfy the following condition, that also appears in
[14]:

t

[ s sup [ tae) 7S+ ) < .
0 nerd JRd

where g is the spectral measure of F (that is, Fu = f, where F denotes the Fourier

transform). With this stochastic integral, we can establish (in Section 4) existence of a

random field solution of a wide class of stochastic partial differential equations (s.p.d.e.’s),

that contains (1.1) as a special case, in all spatial dimensions d (see Section 5).

However, for d > 4, we do not know in general if this solution has moments of all orders.
We recall that higher order moments, and, in particular, estimates on high order moments
of increments of a process, are needed for instance to apply Kolmogorov’s continuity
theorem and obtain Holder continuity of sample paths of the solution.

In Section 6, we consider the special case where « is an affine function and § = 0.
This is analogous to the hyperbolic Anderson problem considered in [5] for d < 3. In
this case, we show that the solution to (1.1) has moments of all orders, by using a series
representation of the solution in terms of iterated stochastic integrals of the type defined
in Section 3.

Finally, in Section 7, we use the results of Section 6 to establish Holder continuity of
the solution to (1.1) (Propositions 7.1 and 7.2) for « affine and § = 0. In the case where
the covariance function is a Riesz kernel, we obtain the optimal Holder exponent, which
turns out to be the same as that obtained in [6] for dimension 3.

2 Framework

In this section, we recall the framework in which the stochastic integral is defined. We
consider a Gaussian noise F', white in time and correlated in space. Its covariance function
is informally given by

E[F(t,z)F(s,y)] = 0(t — s)f(x —y), s,t >0, z,y € RY,

where § stands for the Dirac delta function and f : R? — R, is continuous on R?\ {0}
and even. Formally, let D(R?*!) be the space of C*™-functions with compact support and
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let F'={F(p), ¢ € DR 1)} be an L?(, F,P)-valued mean zero Gaussian process with
covariance functional

BFF) = [ de [ do [ dvetn) e - pute)

Since f is a covariance, there exists a non-negative tempered measure p whose Fourier
transform is f. That is, for all ¢ € S(R?), the Schwartz space of C*-functions with rapid

decrease, we have
ods = [ Foe)u(ae)
Rd

As f is the Fourier transform of a tempered measure, it satisfies an integrability condition
of the form

/() dx < oo, (2.1)

for some p < 0o (see [21, Theorem XIII, p.251]).

Following [2], we extend this process to a worthy martingale measure M = (M,(B), t >
0, B € By(RY)), where B,(R?) denotes the bounded Borel subsets of R, in such a way

that for all ¢ € S(R4*1),
— / / o(t,x)M(dt,dz),
0 R

where the stochastic integral is Walsh’s stochastic integral with respect to the martingale
measure M (see [24]). The covariation and dominating measure ) and K of M are given
by

Q([0,t] x Ax B) = K([0, t] x A x B)
= (M(A) t—t/Rddx/RddylA —y)1p(y).
We consider the filtration F; given by F; = FC VN, where
F =0o(My(B), s <t, B € By(R?))

and N is the o-field generated by the P-null sets.
Fix T > 0. The stochastic integral of predictable functions ¢ : R, x R x Q — R such
that ||g]|; < oo, where

lgll% = E UOTdS Addﬁéddy\g(sax,-)!f(x—y) Ig(say,-)l] :

is defined by Walsh (see [24]). The set of such functions is denoted by P,. Dalang [1]
then introduced the norm || - ||o defined by

lglls = E UOT ds /Rd dx /Rd dyg(s,z,) f(x —y)g(s,y, -)} : (2:2)
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Recall that a function g is called elementary if it is of the form

9(s,2,w) = Ligp(s)la(z) X (w), (2.3)

where 0 <a<b<T, Ac Bb(Rd), and X is a bounded F,-measurable random variable.
Now let £ be the set of simple functions, i.e., the set of all finite linear combinations of
elementary functions. Since the set of predictable functions such that ||g|lo < oo is not
complete, let Py denote the completion of the set of simple predictable functions with
respect to || - ||o. Clearly, Py C Py. Both Py and P, can be identified with subspaces of
P, where

P = {t+— S(t) from [0,T] x © — S'(R?) predictable, such that FS(t) is a.s.

a function and ||S||o < oo},
where

st =k | [ ar [ wagyiFser|. (2.4)

For S(t) € S(R?), elementary properties of convolution and Fourier transform show that
(2.2) and (2.4) are equal. When d > 4, the fundamental solution of the wave equation
provides an example of an element of P, that is not in P, (see Section 5).

Consider a predictable process (Z(t,z), 0 <t < T, z € RY), such that

sup sup E[Z(t,r)?] < oo.
0<t<T zcR4

Let M? be the martingale measure defined by

t
MZ(B) _/0 /BZ(s,y)M(ds,dy), 0<t<T, BecBy(RY,

in which we again use Walsh’s stochastic integral [24]. We would like to give a meaning
to the stochastic integral of a large class of S € P with respect to the martingale measure
M?. Following the same idea as before, we will consider the norms | - |4z and || - ||o.z
defined by

ot = [ [ s [ an [ vl n. 20600000 ) Z6s.0)g05.000]

and

ot <[ [ as [t [ dyoto.rz6m 1 - 02 0] . @9

Let P4 z be the set of predictable functions g such that ||g||+.z < co. The space Py 7 is
defined, similarly to Py, as the completion of the set of simple predictable functions, but
taking completion with respect to || - ||o.z instead of || - |o.

For g € &, as in (2.3), the stochastic integral g - MZ = ((g- M%),,0 < t < T) is the
square-integrable martingale

(g-M?)y = M7, (A) — M7, (A) :/0 /Rdg(s,y,-)Z(8>y)M(d8>dy)-
5



Notice that the map g — ¢g- M?Z, from (&,]| - |lo.z) into the Hilbert space M of continuous
square-integrable (F;)-martingales X = (X3, 0 < t < T) equipped with the norm || X|| =
E[X%]%, is an isometry. Therefore, this isometry can be extended to an isometry S +—
S - MZ from (Pyz,| - |lo.z) into M. The square-integrable martingale S - M?Z = ((S -
M?%),,0 <t <T)is the stochastic integral process of S with respect to M?. We use the
notation

[ [ stz

for (S - M?),.
The main issue is to identify elements of Py z. We address this question in the next
section.

3 Stochastic Integration

In this section, we extend Dalang’s result concerning the class of Schwartz distributions for
which the stochastic integral with respect to the martingale measure M? can be defined,
by deriving a new inequality for this integral. In particular, contrary to [1, Theorem 2],
the result presented here does not require that the Schwartz distribution be non-negative.

In Theorem 3.1 below, we show that the non-negativity assumption can be removed
provided the spectral measure satisfies the condition (3.6) below, which already appears
in [14] and [4]. As in [1, Theorem 3], an additional assumption similar to [1, (33), p.12]
is needed (hypothesis (H2) below). This hypothesis can be replaced by an integrability
condition (hypothesis (H1) below).

Suppose Z is a process such that supyc,<r E[Z(s,0)?] < 400 and with spatially ho-
mogeneous covariance, that is z — E[Z(t,2)Z(t, x + z)] does not depend on z. Following
[1, Theorem 3], set fZ(s,x) = f(x)gs(x), where g,(z) = E[Z(s,0)Z(s,x)].

For s fixed, the function g, is non-negative definite, since it is a covariance function.
Hence, there exists a non-negative tempered measure vZ such that g, = FvZ. Note that
vZ(R?) = ¢,(0) = E[Z(s,0)?]. Using the convolution property of the Fourier transform,
we have

fA(s.) = f g5 = Fu-Fvl=F(uxvy),

where * denotes convolution. Looking back to the definition of || - ||o.z, we obtain, for a
deterministic ¢ € Py 7 with ¢(t,-) € S(R?) for all 0 < ¢ < T (see [1, p.10]),

oy = [ s [ o [ duelsn) e - vite - 0ets.0
= [ s [ a1t 008
= [ s [ vzan) [ atae) Fots e G.1)



In particular,

lelis < [ dsvf @Y sup [ utae)1Fets, e+ )l

neRd

< c / ds sup / u(de) | Fio(s, ) (€ + ), (3.2)

neRd

where C' = supyc,«r E[Z(s,0)?] < co by assumption. Taking (3.1) as the definition of
| - |lo.z, we can extend this norm to the set P, where

Py = {t— S(t) from [0,7] — S'(R?) deterministic, such that FS(t) is
a function and ||S||o,z < oo} .

The spaces P, z and Py z will now be considered as subspaces of Py. Let S € Py We
will need the following two hypotheses to state the next theorem. Let B(0,1) denote the
open ball in R? that is centered at 0 with radius 1

(H1) For all ¢ € D(R?) such that ¢ > 0, supp(p) C B(0,1), and [5, p(2)dz = 1, and
for all 0 < a < b < T, we have

b
/ (S(t) * p)(-)dt € S(RY), (3.3)

/Rd i /OT ds |(S(s)  0)(x)] < oo. (3.4)

(H2) The function FS(t) is such that

and

T

lim [ ds sup / p(d€) sup  |FS(r)(€+n)—FS(s)(€+n)* =0. (3.5)
h|0 0 nERd Rd s<r<s+h

This hypothesis is analogous to [1, (33), p.12]. We let S.(R¢) denote the space of Schwartz

distributions with rapid decrease (see [21, p.244]). We recall that for S € S’(R?), FS is

a function (see [21, Chapter VII, Thm. XV, p.268]).

Theorem 3.1. Let (Z(t,x), 0 <t < T, x € RY) be a predictable process with spatially
homogeneous covariance such that supge,<p SUP,ere E[Z(t,2)?] < co. Let t — S(t) be a

deterministic function with values in the space SL(RY). Suppose that (s,&) — FS(s)(€) is
measurable and .
/ ds sup / (d€) |FS(s)(€ 4+ n)]? < oo. (3.6)
0 nerd JRd
Suppose in addition that either hypothesis (H1) or (H2) is satisfied. Then S € Py z. In

particular, the stochastic integral (S-M?%); is well defined as a real-valued square-integrable
martingale ((S- M%), 0 <t <T) and

Bis w2l = [ ds [ vzt [ a1 ESE+ P
< (s s (205,071 [ ds sup [ utae) FS)E+nl 67

0<s<T zcR4 neR4



Proof. We are now going to show that S € Py and that its stochastic integral with
respect to M7 is well defined. We follow the approach of [1, proof of Theorem 3].

Take ¢» € D(R?) such that ¢ > 0, supp(¥) C B(0,1), [pa¥(z)dz = 1. For all n > 1,
take ¢, () = n%p(nx). Then ¢, — & in S'(R?) as n — oo. Moreover, Fi, (&) = Fp(%)
and |F,(€)] < 1, for all £ € R Define S, (t) = (¥, * S)(t). As S(t) is of rapid decrease,
we have S,(t) € S(RY) (see [21], Chap. VII, §5, p.245).

Suppose that S, € Py z for all n. Then

i80Sl = [ s [ w2 [ utae) 1) - s+
= [ [ ztan [ @) Eie s - 1PFSGNE Sl 69

The expression |F1, (€ +n) — 1|? is bounded by 4 and goes to 0 as n — oo for every &
and 7. By (3.6), the Dominated Convergence Theorem shows that ||S,, — S|lo.z — 0 as
n — 00. As Py z is complete, if S,, € Py 7 for all n, then S € Py~ .

To complete the proof, it remains to show that S, € Py z for all n.

First consider assumption (H2). In this case, the proof that S,, € Py 7 is based on the
same approximation as in [1]. For n fixed, we can write S, (¢, z) because S,(t) € S(R?)
for all 0 <t < T'. The idea is to approximate S,, by a sequence of elements of P, . For
all m > 1, set

Spm(t, x) = ZS ()1 e (1), (3.9)

where t5 = kKT27™. Then S, .(¢,-) € S(Rd). We now show that S,,,, € P; z. Being a
deterministic function, S, ., is predictable. Moreover, using the definition of || - |1 z and
the fact that |gs(z)| < C for all s and z, we have

T
ISunlfz = [ s [ do [ dyISun(s.0) 1o =0 lo.to = 0)lISunls.0)

2 —1 gkl

- / s [ o [ dy1.(65 )] 1o = ) loa = 0] 1S5 0)

2m_1 tfn""l
<cz/
k=0

tm

s [ d IS 5, D),

where S, (t51 ) = S,(t51, —z). By Leibnitz’ formula (see [22], Ex. 26.4, p.283), the
function z — (| S, (t5+1, )| % |S, (t51,)])(2) decreases faster than any polynomial in |z~
Therefore, by (2.1), the preceding expression is finite and ||S, ,|+.z < oo, and S, €
Piz CPoz.

The sequence of elements of P,  that we have constructed converges in || - [|p 7 to S,,.



Indeed,

T
Spm — Sull2 , = d Z(d d&) |F(Snm(s,:) — Sn(s,- 2
IS0 = Sulliz = [ ds [ v2(an) [ uld€)|F(Sum(s,) = Su(s.)(E + 1)

< / ds /Rd”f(d”) /Rd““f) Sup | F(Su(r, ) = Suls, )+ 1),

s<r<s+12=m

which goes to 0 as m — oo by (H2). Therefore, S,,, — S, as m — oo and S, € Py z.
This concludes the proof under assumption (H2).

Now, we are going to consider assumption (H1) and check that S,, € Py z under this
condition. We will take the same discretization of time to approximate .S,,, but we will
use the mean value over the time interval instead of the value at the right extremity. That
is, we are going to consider

2m—1

Spm(t, ) = Z afz,m(x)l[tﬁl,tfn“[(t)a (3.10)
k=0
where tf = kT2™™ and
om !
at () = —/ Sn(s, x) ds. (3.11)
5 T tl;?n

By (3.3) in assumption (H1), af € S(R?) for all n, m and k. Moreover, using Fubini’s

theorem, which applies by (3.4) since [, dx fab ds|Su(s,z)] <ooforall 0 <a<b<T,
we have

k+1

2m tm :
faﬁ,m(f) = ?/]Rd dx /k dse*’@’@Sn(s,x)
tm

om tfnJrl
= 5 ; ds FSy(s,+)(&).

We now show that Sy, € Py, z. We only need to show that ay, ()1 i1/(t) € Pz
forall k=1,...,2"™ — 1. We have

om —

lanm (Vg sz < C » dz f(2)(Jap m ()] * lak  ())(2),

k

where a¥ () = af,.(—x). Since af, € S(RY), a similar argument as above, using

Leibnitz’ formula, shows that this expression is finite. Hence S, ,,, € P+ z C Py z.



It remains to show that S, ,, — S, as m — oo. Indeed,
1Sn,m — Sullf 2
= [ [t [ a9 (St S e 0

2m—1 gkl

_ Z [ s [ vt [ i) 7t (e ) = S, )

thi1
= / ds / (dn) / (d€)
Rd R4

—7$K,X€+m

/ FSu(u, ) (€ + )

(3.12)

We are going to show that the preceding expression goes to 0 as m — oo using the
martingale L2-convergence theorem (see [9, thm 4.5, p.252]). Take Q = R4 x R? x [0, 77,
endowed with the o-field F = B(RY) x B(R?) x B([0, T]) of Borel subsets and the measure

p(dé) x vZ(dn) x ds. We also consider the filtration (H,, = B(R?) x B(R?) X G,,)m>0, where
Gm = 0([15]“ thHtl k= 0,...,2™ —1). For n fixed, we consider the function X : @ — R

m’’m

given by X (&,7,s) = ]:Sn(s, (€ +n). This function is in L*(Q, F, u(d€) x vZ(dn) x ds).

Indeed,
/d/ ) [ () 1S (s )6+

T
<c [ assp [ ulag) PG s+ )l

neRd
which is finite by assumption (3.6). Then, setting
2™ -1 om it
X = ]Ep(dg)xusz(dn)xds[X|Hm] = Z (? fsn(u7 )(5 + n)du) l[tﬁﬁ,tf,fl[(s)’

k=0 th
we have that (X,,)m>0 is a martingale. Moreover,
SUP B ) s [ Xom) < Epagy o anyxas [ X] < 0.
The martingale L?-convergence theorem then shows that (3.12) goes to 0 as m — oo and
hence that S,, € Py 2.

Now, by the isometry property of the stochastic integral between Py 7 and the set M?
of square-integrable martingales, (S - M%), is well-defined and

E[(S - M?)2] = S|, = / s / (dn) / (d€) | FS(s,)(€ + )

The bound in the second part of (3.7) is obtained as in (3.2). The result is proved. W
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Remark 3.2. As can be seen by inspecting the proof, Theorem 3.1 is still valid if we
replace (H2) by the following assumptions :

o t+— FS(t)(€) is continuous in ¢ for all £ € R?;

e there exists a function ¢ — k(t) with values in the space S’(R?) such that, for all
0<t<Tandhcel0¢,

[FS(t+h)(€) = FSOE)] < [FR)(E)],

and

/o ds sup /Rd w(d€) | Fk(s)(€ +n)|* < +oo.

neR?

Remark 3.3. There are two limitations to our construction of the stochastic integral
in Theorem 3.1. The first concerns stationarity of the covariance of Z. Under certain
conditions (which, in the case where S is the fundamental solution of the wave equation,
only hold for d < 3), Nualart and Quer-Sardanyons [13] have removed this assumption.
The second concerns positivity of the covariance function f. A weaker condition appears
in [14], where function-valued solutions are studied.

Integration with respect to Lebesque measure

In addition to the stochastic integral defined above, we will have to define the integral
of the product of a Schwartz distribution and a spatially homogeneous process with respect
to Lebesgue measure. More precisely, we have to give a precise definition to the process
informally given by

t
t|—>/ ds/ dy S(s,y)Z(s,y),
0 R4

where ¢ — S(t) is a deterministic function with values is the space of Schwartz distribu-
tions with rapid decrease and Z is a stochastic process, both satisfying the assumptions
of Theorem 3.1.

In addition, suppose first that S € L2([0,T], L'(R%)). By Holder’s inequality, we have

Tds dx |S(s,x)||Z(s, x)| 2
([ =, )|
/OTds (/ do |s<s,x>||Z<s,x>|)2

< o as [ anisol [ dyISelEIZ60)1 260

E

< CE

T
< C’/ ds/ d:L'|S(s,:1:)|/ dy |S(s,y)| < oo, (3.13)
0 Rd Ré

11



by the assumptions on Z. Hence fOT ds [padx|S(s,x)]|Z(s,z)| < oo a.s. and the process

t
/ds/ dx S(s,x)7(s,x), t>0,
0 Rd

is a.s. well-defined as a Lebesgue-integral. Moreover,
T 2
(/ ds/ de(s,x)Z(s,x))
0 R4
T
= [ [ o [ dySts0)S(s ) EZ(s0)Z(50)
0 R4 R4

- /OTdS/RddI/RddyS(s’x>S(S’y)gs(x_y>
= / s / () |FS(s) ()P, (3.14)

0 < E

where vZ is the measure such that FvZ = g,. Let us define a norm || - ||;,z on the space
Pz by

ISz = [ as [ viam Fs@ (3.15)

This norm is similar to || - ||o,z, but with u(d€) = do(d€). In order to establish the next
proposition, we will need the following assumption.

(H2%*) The function FS(s) is such that

T
lim [ dssup sup |FS(r)(n) — FS(s)(n)|* = 0. (3.16)
h10 0 nGRd s<r<s+h

This hypothesis is analogous to (H2) but with p(d¢) = do(d§).

Proposition 3.4. Let (Z(t,z), 0 <t < T, v € RY) be a stochastic process satisfying the
assumptions of Theorem 3.1. Let t — S(t) be a deterministic function with values in the
space S (R?). Suppose that (s, &) — FS(s)(€) is measurable and

/0 ds sup |FS(s)(n)|* < oo. (3.17)

neRd

Suppose in addition that either hypothesis (H1) or (H2*) is satisfied. Then

([ o] tostenrzten) |

= ||SH%Z < C ( sup sup E[Z(s,:v)2]> /OTds sup | FS(s)(n)|*.

0<s<T zeR4 neR4

E

In particular, the process (fg ds [gadz S(s,x)Z(s,x), 0 <t < T> is well defined and takes
values in L*(§2).

12



Proof. We will consider (S,,)nen and (Sy, m)n.men to be the same approximating sequences
of S as in the proof of Theorem 3.1. Recall that the sequence (.S, ,,,) depends on which of
(H1) or (H2*) is satisfied. If (H1) is satisfied, then (3.10), (3.11) and (H1) show that S, ,,, €
L2([0,T], L*(RY)). If (H2*) is satisfied, then (3.9) and the fact that S,, € S(R?) shows that
Spm € L2([0,T], L' (R%)). Hence, by (3.13), the process t + [; ds [p dz Spm(s,2)Z(s, )
is well-defined.

Moreover, by arguments analogous to those used in the proof of Theorem 3.1, where
we just consider pu(d§) = do(d€), replace (3.6) by (3.17) and (H2) by (H2*), we can show
that

|Snm — Snll1,z = 0, as m — oo,

in both cases. As a consequence, the sequence

( /0 " s /R dx Smm(s,x)Z(s,x))meN

is Cauchy in L?(2) by (3.14) and hence converges. We set the limit of this sequence as
the definition of fOT ds [padx Sy (s, x)Z(s,x) for any n € N. Note that (3.14) is still valid
for S,,.

Using the same argument as in the proof of Theorem 3.1 again, we now can show that

ISn = Slliz — 0, asn — oo.

Hence, by a Cauchy sequence argument similar to the one above, we can define the random
variable fOT ds [padx S(s,2)Z(s, ) as the limit in L*(Q2) of fOT ds [qa dx Sy(s,x)Z(s,x).
Moreover, (3.14) remains true. [

Remark 3.5. Assumption (3.17) appears in [6] to give estimates concerning an integral
of the same type as in Proposition 3.4. In this reference, S > 0 and the process Z is
considered to be in L?(R?), which is not the case here.

4 Application to SPDE’s

In this section, we apply the preceding results on stochastic integration to construct
random field solutions of non-linear stochastic partial differential equations. We will be
interested in equations of the form

Lu(t,x) = a(u(t,z))F(t, ) + B(u(t, x)), (4.1)

with vanishing initial conditions, where L is a second order partial differential operator
with constant coefficients, F is the noise described in Section 2 and a, § are real-valued
functions. Let I" be the fundamental solution of equation Lu(t,z) = 0. In [1], Dalang
shows that (4.1) admits a unique solution (u(t,z), 0 < t < T, z € R?) when T is a non-
negative Schwartz distribution with rapid decrease. Moreover, this solution is in LP(£2)
for all p > 1. Using the extension of the stochastic integral presented in Section 3, we
are going to show that there is still a random-field solution when I' is a (not necessarily
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non-negative) Schwartz distribution with rapid decrease. However, this solution will only
be in L*(2). We will see in Section 6 that this solution is in LP(f2) for any p > 1 in the
case where « is an affine function and 3 = 0. The question of uniqueness is considered in
Theorem 4.8.

By a random-field solution of (4.1), we mean a jointly measurable process (u(t, x), t >
0, z € RY) such that (t,2) — u(t,z) from R, x R? into L?(Q2) is continuous and satisfies
the assumptions needed for the right-hand side of (4.3) below to be well defined, namely
(u(t,z)) is a predictable process such that

sup sup Elu(t,r)?] < oo, (4.2)
O0<t<T zeRd
and such that, for t € [0, 7], a(u(t,-)) and B(u(t,-)) have stationary covariance and such
that for all 0 < ¢t < T and z € R?, a.s.,

t t
uta) = [ [ T so-yaulsg)Mdsdy)+ [ [ D05l p)dsdy
0 Rd 0 JRrd
(4.3)
In this equation, the first (stochastic) integral is defined in Theorem 3.1 and the second
(deterministic) integral is defined in Proposition 3.4.

We recall the following integration result, which will be used in the proof of Lemma
4.6.

Proposition 4.1. Let B be a Banach space with norm ||-||s. Let f : R — B be a function
such that f € L*(R,B), i.e.

/ 1£(3)]I3 ds < +oo.
R

Then
lim / 1f(s+R) — F(s)||% ds = .
R

|h|—0
Proof. For a proof in the case where f € L'(R,B), see [11, Chap.XIII, Theorem 1.2,
p.165]. Using the fact that simple functions are dense in L*(R, B) (see [8, Corollary I11.3.8,
p.125]), the proof in the case where f € L*(R, B) is analogous. |

Theorem 4.2. Suppose that the fundamental solution I' of equation Lu = 0 is a deter-
ministic space-time Schwartz distribution of the form T(t)dt, where T'(t) € S.(RY), such
that (s,&) — FTL'(s)(&) is measurable,

/0 ds sup / HdIFT($)(E + )l < oo (4.4)
and .
/0 ds Sélﬂg |FT(s)(n)|* < oo. (4.5)

Suppose in addition that either hypothesis (H1), or hypotheses (H2) and (H2*), are satis-
fied with S replaced by I'. Then equation (4.1), with o« and [ Lipschitz functions, admits
a random-field solution (u(t,r), 0 <t < T,z € R?).

14



Remark 4. 3 The main example, that we will treat in the following section, is the case
where L = atg — A is the wave operator and d > 4.

Proof. We are going to use a Picard iteration scheme. Suppose that o and g have
Lipschitz constant K, so that |a(u)| < K(1+ |u]) and |G(u)| < K(1+ |u]). For n > 0, set

(ug(t,z) =0,
Zn(t, z) = a(u,(t, x)),
W, (t,x) = B(un(t, x)),

(4.6)
(1, 7) = / / (t — 5,2 — 4) Zu(s, ) M(ds, dy)
Rd
t
/ / [(t — 5,0 —y)Wa(s, y)ds dy.
\ 0 JR4
Now suppose by induction that, for all T > 0,

sup sup E[u,(t,z)?] < oco. (4.7)

0<t<T zeR4

Suppose also that w,(t, ) is Fi-measurable for all z and ¢, and that (¢,z) — w, (¢, x) is
L?-continuous. These conditions are clearly satisfied for n = 0. The L?-continuity ensures
that (f,z;w) +— u,(t, z;w) has a jointly measurable version and that the conditions of |2,
Prop.2| are satisfied. Moreover, Lemma 4.5 below shows that Z, and W, satisfy the
assumptions needed for the stochastic integral and the integral with respect to Lebesgue-
measure to be well-defined. Therefore, wu,1(t,z) is well defined in (4.6), and is L*-
continuous by Lemma 4.6. We now show that u,; satisfies (4.7). By (4.6),

(/A;t—sx—w&@waawoj
(/Ot /Rd D(t —s,2 —y)Wa(s,y)ds dy) 2] :

Using the linear growth of «, (4.7) and the fact that I'(s,-) € Py z,, (4.4) and Theorem
3.1 imply that

Eft,1(t, )

+2E

sup sup ||T(t — -, x — .)H(Q);Zn < 4o00.
0<t<T z€eR4

Further, the linear growth of (3, (4.5) and Proposition 3.4 imply that

sup_sup [[D(t — & — )|, < +oo.
0<t<T zeR4

It follows that the sequence (u,(t,x))n>0 is well-defined. It remains to show that it
converges in L?(§2). For this, we are going to use the generalization of Gronwall’s lemma
presented in [1, Lemma 15]. We have

El|tns1(t, 1) — un(t, 2)|*] <24, (¢, 1) + 2B,(t,z),
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where

[t — 5,0 —y)(Zn(s,y) — Zn-1(s,y)) M (ds, dy)

2
R4 ]
2]
First consider A, (¢, x). SetY,, = Z,—Z,_1. By the Lipschitz property of «, the process Y,,

satisfies the assumptions of Theorem 3.1 on Z by Lemma 4.5 below. Hence, by Theorem
3.1,

and

Lt = s,z —y)(Wals, y) = Wai(s, y))ds dy

Rd

Mttea) = € [as [ w0t [ uta) - s — e

< C/ ds Y™ (R%) sup / w(dé) |FT(t — s, — ) (E+n)f
0 Rd

neER4

<cf ds (sup B0 (5,97 ) sup [ ) 1770 = 5. = (€ + )

2€R4 neR4
Then set M, (t) = sup,ega E[|tn11(t, ) — u,(t, 2)|?] and

D) = sup [ (a9 17T (s, )€ + )P

neRd

The Lipschitz property of o implies that

s;l]é)i E[Y,(s,2))] = s;lﬂgi E[(Z.(s,2) — Zn_1(s,2))]
< s;lﬂg K2E[(un(s,2) — tn_1(s, 2))?]

< KzMnfl(S)a

and we deduce that

An(t,z) < C’/t ds M, _1(s)J1(t — s). (4.8)

Now consider B, (t,z). Set V,, = W,, — W,,_1. The process V,, satisfies the assumptions
of Theorem 3.1 on Z by Lemma 4.5 below. Hence, by Proposition 3.4,

t

< C / ds / VY (dn) | FT( — 5,2 — ) ()|
0 R4
t

< C / ds v¥" (RY) sup |FT(t — s,z — ) (n)”

neR4

< c/ ds (supE (s, Z)Q]> sup |FT(t — 5,7 — )(n)[2

z€R4 neRrd
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Then set
Jo(s) = sup |FL(s,-)(n)|*.

neR4

The Lipschitz property of 3 implies that

sup E[V,,(s,2)%] < sup E[(W,(s,2) — Wi1(s, 2))?]
z€R4 z€R4
g sup K2 E[(un(s7 Z) - un—l(sa Z))z]
z€R4
g K2Mn71(5)7
and we deduce that .
Bult,z) < C / ds M, _1(s)Jo(t — ). (4.9)
0

Then, setting J(s) = Ji(s) + J2(s) and putting together (4.8) and (4.9), we obtain

My () < sup (An(t, ) + Bu(t, 2)) < C / s Moy (5)J(1 — 5).

rERY

Lemma 15 in [1] implies that (u,(,z)),>0 converges uniformly in L?, say to u(t,z). As a
consequence of [1, Lemma 15|, u,, satisfies (4.2) for any n > 0. Hence, u also satisfies (4.2)
as the L2-limit of the sequence (tn)n>0- As u, is continuous in L? by Lemma 4.6 below,
u is also continuous in L2. Therefore, u admits a jointly measurable version, which, by
Lemma 4.5 below has the property that a(u(t,-)) and G(u(t, -)) have stationary covariance
functions. The process u satisfies (4.3) by passing to the limit in (4.6). |

The following definition and lemmas were used in the proof of Theorem 4.2 and will
be used in Theorem 4.8.

Definition 4.4 (“S” property). For z € RY, write 2 + B = {2z +y : y € B}, M§Z)(B) =
M,(z+ B) and Z¥)(s,2) = Z(s,x + z). We say that the process (Z(s,z), s > 0, z € RY)
has the “S” property if, for all z € RY, the finite dimensional distributions of

(Z29(s,2), s > 0, 2 € RY), (MP(B), s > 0, B € By(RY)))

do not depend on z.

Lemma 4.5. Forn > 1, the process (un(s,z),u,_1(s,2), 0 < s < T, x € RY) admits the
“S” property.

Proof. It follows from the definition of the martingale measure M and the fact that
ug is constant that the finite dimensional distributions of (u(()z)(s, x), MS(Z)(B), s20,z€
RY, B € B,(R?%)) do not depend on 2. Now, we can write

1(t, ) / / (t — s, —y)a(0) M (ds, dy) / / (t —s,—y)B(0)ds dy,
R4 Rd
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so uy(t, ) is an abstract function ® of M®). As the function ® does not depend on z, we
have u\”(t,2) = ®(M@+). Then, for (sq,...,sx), (t1,... ) €ERERL, (z4,...,13) €
(RY*, By,..., B; € By(R?), the joint distribution of

<U§Z)(317 xl)v s 7U§Z) (Sk? ZEk), Mt(lz)(Bl)7 Y Mt(JZ)(B])>

is an abstract function of the distribution of

(]\4.(&}-%1)(_)7 el ]\4(2"'3:’6)()7 Mt(lz) (B1)7 R ,Mt(Z)(Bj>> )

J

which, as mentioned above, does not depend on z. Hence, the conclusion holds for n = 1,
because ug is constant. Now suppose that the conclusion holds for some n > 1 and show
that it holds for n 4+ 1. We can write

Upi1(t, ) = /o /]Rd F(t_S’_y)a(unm)(S,y))M(m)(ds,dy)
[ T = s =3 s ) dy

80 Up41(t, ) is an abstract function ¥ of u{” and M@ : w4 (¢, z) = U(ul”, M@). The
function W does not depend on z and we have ul), (t, ) = U(u{f ™ M@+2),

Hence, for every choice of (sq, ..., Sk‘;) eRE, (t1,...,t;) € R, (r1,...,m) € R, and
(21, 21) € RY* (y1,...,y;) € (R?)I, the joint distribution of

(s, (s ) wl? (), ol (8, 9), M (B, M (B))
is an abstract function of the distribution of

(u(z+x1)(.7 S u(z'i‘xk)(.’ -),u,(f)(-, .)’M.(zﬂl)(.)’ o 7M.(Z+$k)(.) M(Z)(Bl), N -,Mff)(Be)) :

n ) n 3 r1

which does not depend on z by the induction hypothesis. |

Lemma 4.6. For all n > 0, the process (u,(t,z),t > 0, x € R?) defined in (4.6) is
continuous in L*().

Proof. For n = 0, the result is trivial. We are going to show by induction that if
(un(t,z), t =0, x € RY) is continuous in L?, then (u,1(t,z), t = 0, x € R?) is too.
We begin with time increments. We have

E[(unJrl(t? x) - unJrl(t + h7 iL‘>>2] < 2An(t7 €, h) + QBn(ta €, h)>

where

Atz h) = IE[(/Ot+h4df(t+h—s,x—y)Zn(s,y)M(ds,dy)

- /Ot /Rd D(t—s,2—y)Zu(s,y)M(ds, dy)f]
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and

t+h
B,(t,z,h) = E [(/0 /]Rd L(t+h—s,2—y)W,(s,y)dsdy

_/Ot/RdF(t—s,x—y)Wn(s,y)dsdy)2] |

First of all, A, (t,z,h) < X; + Xo, where

X1:

X2:

E

E

</0t /Rd(r(t +h—sx—y)—D({t—sz—y))Z(s,y)M(ds, dy)>2] :

_</tt+h /R D(t+h—s,2—y)Zu(s,y)M(ds, dy)>2] ,

The term X5 goes to 0 as h — 0 because, by (3.7),

t+h
sup BIZ,(5,07) [ dssup [ ude) P+ =50 = (€ + )P

0<s<T neRd

sup B{Z,(5,07) [ dssup [ ude) |FT(s,0 (€ + )P

0<s<T neRrd

0,

by the Dominated Convergence Theorem and (4.4). Concerning X, we have

X4

<

~

/0 ds / () / (S [FT (¢ + b= s)(€+m) — FT(t —5)(€ + )P

[ s [ vintan) [ utae) s+ e+ - Fr)E

c / ds sup / (8 |FT (s + ) (€ + ) — FT(5)(€ + )

neRd

This integral goes to 0 as h — 0, either by (4.4) and Proposition 4.1 with B =
L>(RY, L2(RY)) and f(s;n,€) = FIL(s)(€ +n)Ljor)(s), or by assumption (H2).
Secondly, B, (t,z,h) < Y] + Y5, where

(liéfmt+h_&x—w—F@—&x—thaaw@@01,

:([M /R Tt +h— 5,2 — y)Wa(s, y)ds dy)2] |
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The term Y5 goes to 0 as h — 0 because, by Proposition 3.4,

t+h
0<Y, < sup E[Wn(s,O)QJ/ ds sup |FT(t+h—s,2—-)(n)[
t

0<s<T E
h
= sup E[Wn(8,0>2]/ ds sup |FT(s,z —-)(n)|?
0<s<T 0 nerd

—_ 0,

by the Dominated Convergence Theorem. Concerning Y;, we have
t
v, — / ds [ v (n) |FTE+ =)o) = FT(E = 5) )
]Rd
_ / ds/ vV (dn) | FT(s + h) () — FT(s)(n)]?
]Rd

< C’/O ds sup |FI(s+h)(n) — FL(s)(n)?

neRd

This integral goes to 0 as h — 0 either by (4.5) and Proposition 4.1 with B = L>(R?) and
f(s;m) = FL(s)(n)1pm(s), or by assumption (H2*). This establishes the L*-continuity
in time.

Turning to spatial increments, we have

E[(Un+1(t, T+ Z) - un-i—l(t? .CE))2] < 2Cn(t? xz, Z) + 2Dn<t7 xz, 2)7

where

Colt,z,2) = ]EK/Ot/RdF(t—s,x—l—z—y)Zn(s,y)M(ds,dy)

[ [ re-sa- y)zn<s,y>M<ds,dy>)2]

Du(t,z,2) — ]EK/;/Rdr(t—s,x+z—y)wn(s,y)dsdy

_ /Ot /Rdr(t — 5,7 — y)W(s, y)ds dyﬂ .

and

First consider C,,. We have

Co(t,z, 2)
_ /ds/Rd yZn dn/ (dE) | FT(t — 8,242 — )(E 1) — FT(E — 5,2 — (€ + 1)

_ /Ods/RdySZ”(dn)/ H(d€) |1 — e )2 |FT(t — 5,) (€ + )%
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Clearly, |1 — e~&72)|2 < 4 and the integrand converges to 0 as ||z|| — 0. Therefore, for
n fixed, by the Dominated Convergence Theorem, C,,(t, x, z) — 0 as ||z]| — 0.
Moreover, considering D,,, we have

Dtz 2) = /Ods/Rdy:V”(dn) FT(t— 24 2 — () — FT(t — .2 — )(n)[2

t
N /dS/ v (dn) |1 — e 2| FT(E — s, ) (n) .
0 R4

Clearly, |1 — e~#™#)|2 < 4 and the integrand converges to 0 as ||z|| — 0. Therefore, for

n fixed, by the Dominated Convergence Theorem, D, (t,z,z) — 0 as ||z| — 0. This
establishes the L2-continuity in the spatial variable. |

Remark 4.7. The induction assumption on the L2-continuity of u, is stronger than
needed to show the L?-continuity of u,,;. In order that the stochastic integral process
[(t—-,z—"-)- MZ be L*-continuous, it suffices that the process Z satisfy the assumptions
of Theorem 3.1.

We can now state the following theorem, which ensures uniqueness of the solution
constructed in Theorem 4.2 within a more specific class of processes.

Theorem 4.8. Under the assumptions of Theorem 4.2, let u(t,x) be the solution of
equation (4.3) constructed in the proof of Theorem 4.2. Let (v(t,x),t € [0,T], x € R?)
be a jointly measurable, predictable processes such that supy, <y SUp,era Elv(t, 2)?] < oo,
that satisfies property “S” and (4.3). Then, for all0 <t < T and z € RY, v(t, z) = u(t, x)
a.s.

Proof. We are going to show that E[(u(t,z) — v(t,z))?] = 0. In the case where T is a
non-negative distribution, we consider the sequence (uy,)nen used to construct u, defined
n (4.6). The approximating sequence (I';,)m>o built in [1, Theorem 2] to define the
stochastic integral is a positive function. Hence the stochastic integral below is a Walsh
stochastic integral and using the Lipschitz property of «, we have (in the case § = 0):

E[(tny1(t, 7) — v(t, 2))?]

= gwe|([ [ e sx—y)(a(un<s,y>>—a<v<s,y>>>M<ds,dy>)2]

m—0o0

m—0o0

= e [as [y [ Tt s - platuns) - als )iy
ol (5,5)) = alo(s, D)t = 5, - )

< lim ds sup E[(un(s,y) — v(s,5))?] /Rd p(dE)| FTp(t — s,z — ) ()]

m—0o0 0 yERd

Using a Gronwall-type argument ([1, Lemma 15]), uniqueness follows.
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In the case considered here, the sequence (I',)m>0 is not necessarily positive and the
argument above does not apply. We need to know a priori that the processes Z(t,z) =
a(u,(t,x))—a(v(t,x)) and W(t, z) = B(u,(t, x))—F(v(t, x)) have a spatially homogeneous
covariance. This is why we consider the restricted class of processes satistying property
“S7.

As ug = 0, it is clear that the joint process (ug(t, z),v(t,x), t = 0, x € RY) satisfies
the “S” property. A proof analogous to that of Lemma 4.5 with u,,_; replaced by v shows
that the process (u,(t,z),v(t,z),t > 0, z € RY) also satisfies the “S” property. Then
auny(t, ) —a(v(t,-)) and B(u,(t,)) — B(v(t, ) have spatially homogeneous covariances.
This ensures that the stochastic integrals below are well defined. We have

E[(un(t, z) — v(t,x))?] < 2A(t,x) + 2B(t, ),

where
An(t,z) = E (/Ot /R T(t = 5,2 — ) (a(un(t, ) — a(v(t, z)))M(ds, dy))2]
and
Battea) =2 | ([ [ 10— s = )(3un(t. ) — Slott. 1) dy)] .

Clearly,

At x)

< C/Ot ds sup E[(un1(t,7) — v(t, 2))’] sup /Rd pld) |FL(t — s, )€ +m)f*. (4.10)
Setting

Mn(t) = sup E[(u,(t,z) — v(tv‘%))z]

zcRd

and using the notations in the proof of Theorem 4.2 we obtain, by (4.10),

Ap(t,x) < /t M,_1(s)Jy(t — s)ds.

Moreover,

B,(t,z) < O/o ds Sélﬂgd E[(un_1(t, x) — v(t,7))?] seuﬂfd |FT(t —s,-)(n)|?, (4.11)

SO
t

Bu(t,7) < / Ny 1(5) ot — s)ds.

Hence,



By [1, Lemma 15], this implies that

1,(0) < ( sup sup Elo(s.7) a

0<s<t R4

where (a,)nen is a sequence such that S°°° a, < oo. This shows that M,(t) — 0 as
n — o0. Finally, we conclude that

E[(u(t,z) — v(t, 2))?] < 2E[(u(t, z) — un(t, )] + 2E[(u,(t, 2) — v(t, 2))?] — 0, (4.12)

as n — oo. This establishes the theorem. |

5 The non-linear wave equation

As an application of Theorem 4.2, we check the different assumptions in the case of the
non-linear stochastic wave equation in dimensions greater than 3. The case of dimensions
1, 2 and 3 has been treated in [1]. We are interested in the equation
0?u :
— — Au=a(u)F + B(u), (5.1)
ot?
with vanishing initial conditions, where t > 0, z € R? with d > 3 and F is the noise

presented in Section 2. In the case of the wave operator, the fundamental solution (see
[10, Chap.5]) is

d—3
ors 190\ 2 o e
F(t) = Tg) 1{t>0} (;a) Tt, ifdis Odd, (52)
9 10\
T2 2 -1
I't)=-"—--1 - 2 — |z|*). 2 if d i 5.3
(t) @) {t>0} <t€9t> ( %)%, 1L a1s even, (5-3)

where o is the Hausdorff surface measure on the d-dimensional sphere of radius ¢ and
is Euler’s gamma function. The action of I'(¢) on a test function is explained in (5.6) and
(5.7) below. It is also well-known (see [23, §7]) that

SCIORES S8

in all dimensions. Hence, there exist constants C; and C5, depending on 7', such that for
all s € [0,7] and £ € RY,

4 <Sin2(27rs|§|)< Cy
L+ g2 = 4m2lgr T 14

(5.4)
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Theorem 5.1. Let d > 1, and suppose that

p(ds)
[ e < >

Then equation (5.1), with o and (3 Lipschitz functions, admits a random-field solution
(u(t,z), 0 <t < T,z € RY). In addition, the uniqueness statement of Theorem 4.8 holds.

Proof. We are going to check that the assumptions of Theorem 4.2 are satisfied. The

estimates in (5.4) show that I' satisfies (4.4) since (5.5) holds. This condition can be

p(dg)
1+¢)?

f >0 (see [4, Lemma 8] and [14]). Moreover, taking the supremum over § in (5.4) shows
that (4.5) is satisfied.

To check (H1), and in particular, (3.3) and (3.4), fix ¢ € D(R?) such that ¢ > 0,
suppy C B(0,1) and [, ¢(z) dr = 1. From formulas (5.2) and (5.3), if d is odd, then

shown to be equivalent to the condition (40) of Dalang [1], namely [g, < oo since

(P —s)xp)(x) = ca| ~5- r p(x+ry) oy (dy) , o (5.6)
ror 9B4(0,1) s
where a%d) is the Hausdorff surface measure on 0By(0,1), and when d is even,
10\ d
_ Y
(Dt~ 8) * )(x) = ca (——) [ ey (5.7
ror Ba(01) /1 = |y[? s

For 0 < a <b< T anda <t <b, this is a uniformly bounded C*°-function of z, with
support contained in B(0,7'+1), and (3.3) and (3.4) clearly hold. Indeed, (I'(t—s)*¢)(z)
is always a sum of products of a positive power of r and an integral of the same form

as above but with respect to the derivatives of ¢, evaluated at »r =t — s. This proves
Theorem 5.1. |

Remark 5.2. When f(z) = |z||7”, with 0 < 8 < d, then (5.5) holds if and only if
0<fB<2.

6 Moments of order p of the solution (p > 2) : the
case of affine multiplicative noise

In the preceding sections, we have seen that the stochastic integral constructed in Section
3 can be used to obtain a random field solution to the non-linear stochastic wave equation
in dimensions greater than 3 (Sections 4 and 5). As for the stochastic integral proposed
in [1], this stochastic integral is square-integrable if the process Z used as integrand is
square-integrable. This property makes it possible to show that the solution u(¢, x) of the
non-linear stochastic wave equation is in L?(Q2) in any dimension.

Theorem 5 in [1] states that Dalang’s stochastic integral is LP-integrable if the process
Z is. We would like to extend this result to our generalization of the stochastic integral,
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even though the approach used in the proof of Theorem 5 in [1] fails in our case. In-
deed, that approach is strongly based on Holder’s inequality which can be used when the
Schwartz distribution S is non-negative.

The main interest of a result concerning LP-integrability of the stochastic integral
is to show that the solution of an s.p.d.e. admits moments of any order and to deduce
Holder-continuity properties. The first question is whether the solution of the non-linear
stochastic wave equation admits moments of any order, in any dimension 7 We are going
to prove that this is indeed the case for a particular form of the non-linear stochastic wave
equation, where « is an affine function and g = 0. This will not be obtained via a result
on the LP-integrability of the stochastic integral. However, a slightly stronger assumption
on the integrability of the Fourier transform of the fundamental solution of the equation
is required ((6.1) below instead of (4.4)). The proof is based mainly on the specific form
of the process that appears in the Picard iteration scheme when « is affine. Indeed, we
will be able to use the fact that the approximating random variable w, (¢, ) is an n-fold
iterated stochastic integral.

Theorem 6.1. Suppose that the fundamental solution T" of the equation Lu = 0 is a
space-time Schwartz distribution of the form T'(t)dt, where I'(t) € S'(RY) satisfies

sup sup [ u(d) |FT(s) ¢+ ) < oo, (61

0<5<T nerd

as well as the assumptions of Theorem 4.2. Let o : R — R be an affine function given
by a(u) = au+ b, a,b € R, and let § = 0. Then equation (4.1) admits a random-field
solution (u(t,z), 0 <t < T, x € RY) that is unique in the sense of Theorem 4.8, given by

u(t,z) = va(t,x), (6.2)

where
vi(t,x) = b/o /]Rd D(t — s,z —y)M(ds,dy) (6.3)

and v, 1s defined recursively for n =1 by

t
twni(tr) =a [ [ (e sz = (o) (ds,dy), (6.4)
0 JRrd
Moreover, for all p > 1 and all T > 0, this solution satisfies,

sup sup E[|u(t, x)[?] < oo.
0<t<T zeRd

Proof. The existence and uniqueness are a consequence of Theorems 4.2 and 4.8. Multi-
plying the covariance function f by a, we can suppose, without loss of generality, that the
affine function is a(u) = u + b (b € R), that is, a = 1. In this case, the Picard iteration
scheme defining the sequence (uy)nen is given by ug = 0 and

Uy (1 7) = /Ot /Rdf(t s — y)un(s, ) M(ds, dy) + b/ot /Rdf(t s w— y)M(ds, dy),
(6.5)
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where the stochastic integrals are well defined by Theorem 3.1. Set v, (t,2) = u,(t,z) —
Up—1(t,z) for all n > 1. Then

vi(t, ) = uy(t,x) = b/ot /Rd ['(t— s,z —y)M(ds,dy).

Hence, u(t,z) = im0 U (t, ) = limyoo >y vp(t,2) = 307 0, (t, x) and (6.2) is
proved.

By Theorem 3.1 and because vy (¢, x) is a Gaussian random variable, vy (¢, z) admits
finite moments of order p for all p > 1. Suppose by induction that for some n > 1, v,
satisfies, for all p > 1,

sup sup E[|v,(t, x)|P] < oo. (6.6)
O0<t<T zeR4

We are going to show that v, also satisfies (6.6).
By its definition and (6.5), v, satisfies the recurrence relation

Upa1(t, ) = /0 /Rd L(t — s,z —y)v,(s,y)M(ds, dy), (6.7)

for all n > 1. The stochastic integral above is defined by Theorem 3.1 using the approxi-
mating sequence I',, x € P4, denoted S, in the proof of Theorem 3.1 (whose definition
depends on which of (H1) or (H2) is satisfied). For s <t < T, we set

My(s;t,x) = / /d L't — p,x —y)M(dp, dy),
0 R

0 JRd

and, forn > 1,

Mpyi(s;t, @) = / /d L(t — p, 2 — y)valp, y) M (dp, dy)
0 R
and

M sita) = [ [ Dot = oo = y)onp) M(dpudy).
0 R

For all n > 1, set also vi™" (¢, 2) = M{™" (t;t, 2).

Fix an even integer p and set ¢ = 5. We know that s — Mém’k)(s; t,x) is a continuous
martingale and so, by Burkholder’s inequality (see [15, Chap. IV, Theorem 73]),

B[00 (t,2)[P) = BIIMTP (5, 2)P) < CEUMITP (8, 2))d),
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and by Theorem 2.5 in [24] and Holder’s inequality, the last expectation above is bounded
by

E K/O ds /ﬂf dy /R Az Tt = 5,2 — ) f(y — )Tkt — 5,2 — 2)on(s, y)vus, z)) } |
<HIE [/0 ds (/R dy /R Az Tt = 8,2 — ) F(y — 2)Toi(t — 8,2 — 2)on(s, y)vas, z)) ]
=it /0 ds /Rd diy, /Rd dzy Dot — 8,0 — 1) f(yr — 20)Tonn(t — 8,2 — 21)

Koo x /R dy, /R doy Tt — .2 — 9) F(Uo — 7)ot — 5,2 — 2)
X Elon(s, y1)va(s, 21) - va(s, yg)vn(s, 2¢)]- (6.8)

The last step uses Fubini’s theorem, the assumptions of which are satisfied because I'y, 1, €
P, and is deterministic for all m, k, and v, (¢, z) has finite moments of any order by the
induction assumption. In particular, the right-hand side of (6.8) is finite.

We are going to study the expression E[v,, (s, y1)vn(s, 21) - - - vn (S, y,)vn($, z,)] and come
back to (6.8) later on. More generally, we consider a term of the form

f[ Mnl(sv t’ia xz)] )

i=1

E

where p is a fixed even integer, s € [0,7] and for all i, 1 < n; < n, z; € R, and ¢; € [s,T.
In the next lemma, we provide an explicit expression for this expectation.

Lemma 6.2. Let p be a fized even integer, (n;)?_; be a sequence of integers such that
1< n <nforalli, letse€[0,T), (), C[s,T] and (z;)?_, C RY. Suppose moreover
that n is such that for all m <n and all ¢ > 1,

sup sup E[|M,,(s;t,2)|7] < .
0<s<EST zeR?

If the sequence (n;) is such that each term in this sequence appears an even number of
times, then

E

H My, (s; ti, Iz)] (6.9)

=1

S PN -1 N
5 /O dpl---/o deEAdM(dfj)fF(Uj — pi)(& + ) FL (0} = py) (& + mj)

X (H ez($k75k>> ,
k=1

where

27



(a) 5 means “%s a sum of terms of the form” (a bound on the number of terms is given
in Lemma 6.4 below);

(b) N =530 nis

(c) oj and o} are linear combinations of p1,...,pn,t1,...,tp (j=1,...,N);
(d) n; and n); are linear combinations of &,...,§-1 (j=1,...,N);

(e) O is a linear combination of &,...,6n (k=1,...,p).

(f) In (c)-(e), the linear combinations only admit 0, +1 and —1 as coefficients.

Remark 6.3. (a) We will see in the proof of Lemma 6.2 that if the elements of the
sequence (n;) do not appear an even number of times, then the expectation vanishes.

(b) It is possible to give an exact expression for the linear combinations in (c)-(e).
The exact expression is not needed to prove Theorem 6.1.

Proof. We want to calculate E[[[}_, M,,(s;t;, z;)]. We say that we are interested in the
expectation with respect to a conﬁgumtion (n;)f_,. The order of this configuration (n;)
is defined to be the number N = 2 Zf 1 M-

The proof of the lemma will be based on It6’s formula (see [18, Theorem 3.3, p.147)),
by induction on the order of the configuration considered. Suppose first that we have a
configuration of order N = 1. The only case for which the expectation does not vanish is
p = 2, n; = ny = 1 in which the term 1 appears an even number of times. In this case,
by [24, Theorem 2.5] and properties of the Fourier transform,

E[Mlmk (s;t1, 1) M( (s;t9, x2)]
= / dpl/ d?// dzlm ity — pr,21 —y) f(y — 2)Doi(ta — p1, 22 — 2)
Rd R4

= / dpy / p(d€) FT o i(ts — p1) (&) FTmi(ta — pr)(&r)e e =220,
0 R4

Taking limits as k, then m tend to infinity, we obtain

E[M1(S;t1,$1)M1(8;t27x2)] _ /S dpl/ M(dfl)fF(tl — pl)(gl)]:r(tQ_p1>(§1)6i<§17$1_$2)-
0 R4

This expression satisfies (6.9) with N = 1, o1 = t1, 0y = to, ;; =1y = 0, §1 = &,
0g = —&1.

Now suppose that (6.9) is true for all configurations of order not greater than N
and consider a configuration (n;)?_; of order N + 1. For all i = 1,...,p, the pro-
cess s — M, (s;t;,z;) is a continuous martingale. We want to find the expectation
of h(M,,, ..., M,,), where h(xy,...,x,) = x--- 1, To evalute this expectation, we first
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use Ito’s formula with the function h and the processes M™% (t=1,...,p). We obtain

p
E | []Mme(s: s, l’z’)]
i=1

p
>e|[ HM’“J’ (it 23) A (s, ) (6.10)
=1

J#l

+§ZE / HM( ohe)( /),tz,l‘z)d<M,(Li Z,kz)(.;ti,xl.);M(]],k)( t],x])>

ig=1
i Py

p

As the processes Mémk) admit finite moments for all i« = 1,...,p, the process in the
expectation in the first sum of the right-hand side of (6.10) is a martingale that vanishes
at time zero. Hence, this expectation is zero. In the second sum on the right-hand side
of (6.10), all terms are similar. For the sake of simplicity, we will only consider here the
term for i = 1, j = 2 : the right-hand side of (6.9) is a sum of terms similar to this one. In
the case where ny # no, the cross-variation is zero. Indeed, the two processes are multiple
stochastic integrals of different orders and hence do not belong to the same Wiener chaos.
Otherwise, using [24, Theorem 2.5] and Fubini’s theorem (which is valid because My, (m“ i)
has finite moments of any order for all ¢ and I',,, ;, € P4), we have

p
HMézni’ki)(S;tuxi)] (6.11)
i=1
/ dp/ dy/ dzrml,k?l(tl — Py T1 — y)f(y - Z)sz,lw(t? — P, T2 — Z)
0 R4 R4

x &

p
My —1(p; p,y) May—r (p5 p, 2) [ [ ME™59 (st :vj)] '
=3
(We set My =1 when n; = ny = 1.) Because MT(LTJ *3) have finite moments of any order
and M,(lznj k) n, in L?(Q2) by the definition of the stochastic integral (see the proof
of Theorem 3.1), we know that M,(lTj’kj) — M, in LP(Q). As ', € Py, taking limits as

ks, ..., k, tend to +o0 and then as mg, ..., m, tend to +00, we obtain
E Mé’flvk’l)(s t1,$1)M(m2,k2)(s tz,l’g HM S; tZ,QTZ)] (612)
=3

/ dp / dy / 0= oy s (b1 — o1 — 9)F (Y — )Tt — prts — 2)
0 R4 Rd

x E

p
Mo, —1(p; p, ) Mog—1 (p5 . 2) [ [ M, (035, :Bj)] :

=3

At this point in the proof, we can see why the terms of (n;) have to appear an even
number of times. Indeed, if we consider n; # ng, we have seen that the expectation is
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zero. When n; = ng, the product in the expectation on the right-hand side of (6.12) is of
order N. Hence, we can use the induction assumption to express it as in (6.9). By the
induction assumption, if the terms of (n;) do not appear an even number of times, the
expectation on the right-hand side of (6.12) vanishes and hence the one on the left-hand
side does too. If these terms do appear an even number of times, then setting t; = s = p,
to = p, T1 =y, T3 = z in (6.9) and substituting into (6.12), we obtain

E

ni

p
M(ml’kl)(S t1, ZEl)M(mQ k2)($'t2 x?)HM (8 twml)] (613>

s / dp / dy / 0= Do s (b1 — o1 — 9)F (Y — 2) T3 — prts — 2)
R4 Rd

< [Cdo [T deH / (4&)FT(0; — p) (& + 1) FT(0, — pi) (& + 1)
0 0

p
% <€i<y751> . 673<Z,52> . H 6i<xk75k>> 7

k=3
where
(i) o; and o’ are linear combinations of p1,...,pn, p, t3,...,t, (j=1,...,N);
(ii) n; and 7 are linear combinations of &,..., &1 (j=1,...,N);
(iii) d is a linear combination of &,..., &y (K =1,...,p).

Since the modulus of the exponentials is 1, by (ii), (6.1) and because I';,, ), € Py, we
see that the right-hand side of (6.13) is finite. So, by Fubini’s theorem, we permute the
integrals in dy and dz first with the dp;-integrals, then with the p(d¢;)-integrals, to obtain

E

ni

p
MU (5381, 1) MU (5189, 5 H M, (s; ti, 331‘)]
=3

s P PN-1
[ o [Cam-- [ deH / (46 FT (o, — p) (& T 1) FT( — p)(& + 1)

p
X (H ei<$k’5k>> /d dy /d dz FMl,kl (tl —pT1 — y)€i<y761>f(y - Z)
b=3 R R

X Dy e (2 — py w9 — z)ei<z’52>.
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Rewriting the last two integrals with the Fourier transforms, we have

E

p
M(ml,kl)(s; tl? xl)M(m2’k2)(S; t2, 372) H Mnl (87 ti7 xz)]

ni na
=3

S P PN—1 N
< [ [Cape | in]] |, 1) T = 5 + m) T = )6+ )

P
X (H ei<z’“’5’“>> / p(dE) FL oy ey (T — p) (€ + 61) F Loy iy (t2 — p) (€ + 02)
k=3 Re

« i@ &) | ilea, o) (6.14)

Setting §n+1 = 5, ON+1 = tl, O-E\f—i—l = tg, NIN+1 = 51, 773\7_’_1 = 52, 51 = f+(51, 52 = €+52, the
assumptions needed on these linear combinations are satisfied and (6.14) is of the desired
form. It remains to take limits as ki, ks and then mq, ms tend to infinity.

The left-hand side has the desired limit because M, has finite moments of any order
and lim,,, e limg, o0 Mé:ni’ki)(s;ti,x,-) = M,,(s;t;,x;) in L*(Q, F,P), i = 1,2. For the
right-hand side, first consider the limit with respect to k; and ko. To show convergence,
we consider the left-hand side of (6.14) as the inner product of FIL',,, x, (t1 — p)(€ + 01)
and FT,,, k,(ta — p)(€ + d2) in the L:-space with respect to the measure

ds x - x dpy x <><§V:1 FT (o5 — pi)(& +n) FL (0 — pi) (& + 1)) M(dfj)> x p(d€). (6.15)

Note that the exponentials are of modulus one and hence do not play any role in the
convergence. Therefore, it is sufficient to consider ¢ = 1 and to show that

p
0

s N1 N
/0 dﬂ/op dpy - - / dﬂNj[[l/Rd u(d&;)FT (a5 — pi) (&5 + ;) FL (o) — pi) (&5 + 1))

x (H<>> [ A KFTalts = p)+ 61) = FLonltr = )€ + 50

goes to 0 as k tends to infinity. This limit has to be treated differently according to which
assumption (H1) or (H2) in Theorem 3.1 is satisfied.

In the case where assumption (H1) is satisfied, the proof of convergence is based on
the martingale convergence theorem in a way analogous to the approach used in the proof
of Theorem 3.1 with the measure ds x vg(dn) x p(d€) replaced by the one in (6.15).
Assumption (6.1) allows to bound the p(d§;)-integrals (1 < j < N) when we check the
L?-boundedness of FT',,(t; — p)(§ + 61).

In the case where (H2) is satisfied, we bound the pu(d¢;)-integrals by (6.1) again,
compute the time-integrals (except the one with respect to p) and finally the continuity
assumption (H2) shows the desired convergence.

Finally, the limit with respect to m; and ms is treated as in the proof of Theorem 3.1
by the Dominated Convergence Theorem. Lemma 6.2 is proved. |
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Proof of Theorem 6.1 (continued)

We use (6.9) with n; = n, t; = s for all i = 1,...,p, to express the expectation in
(6.8). Using the same idea as in the proof of Lemma 6.2, we can permute the integrals to
obtain

E[|o0 (¢, 2)|7]

1 N
g 11— 1/ ds/ dpy - - /p deH/Rd pu(d§;) FL (o5 — pi)(&5 — nj) FL (05 — pj) (& — 15)
j=1

q

< |1 /Rd p(dBe) FLom i (t = 8)(Be = 70) FT gt = 5) (B = vp)e" ™, (6.16)

=1
S

where < means “is bounded by a sum of terms of the form” and N = ngq is the order of the
particular configuration considered in that case. The variables o, 0%, 7;,7; (j = 1,..., N)
satisfy the same assumptions as in Lemma 6.2, the variables v,,v, (¢ = 1,...,q) are linear
combinations of &;,...,{y and d is a linear combination of &,..., &y, B, ..., 3, When

using (6.9) in (6.8), exponentials of the form e*%) and €= appear. When writing
the yy, zp-integrals as a pu(df,)-integral, these exponentials become shifts. This explains
why the variables v, v, ({ =1,...,¢q) and J appear.

Now, using the Cauchy-Schwartz inequality and setting

I = sup sup /Rd w(d€) |FT(s)(€+n)|%,

0<s<T neRrd

which is finite by (6.1), and taking limits as k and m tend to 400, we obtain

s
Ellvp(t, 2)[] < /ds/ dpy - / dpy IV

tN+q n+1
_ Y gN+q _ —[(nH)q7 (6.17)

(N +1)! (ng+1)!

where ¢ = £. We have obtained an expression that bounds the moment of order p of v,

as a finite sum of finite terms. In order to have a bound for this moment, it remains to
estimate the number of terms in the sum. This is the goal of Lemma 6.4.

Lemma 6.4. In the case where n; = n, for alli =1,...,p and ¢ = 5, then the number
of terms in the sum implied by = in (6.17) is bounded by R = (q(p — 1))™

Proof. We have to estimate the number of terms appearing in the sum when we use It6’s
formula. For each application of Ito’s formula, we have to sum over all choices of pairs
in (n;)?_,. Hence, we have at most ip(p — 1) choices. Moreover, Itd’s formula has to be
iterated at most N = nq times to completely develop the expectation. Hence, the number

of terms in the sum implied by 2 is bounded by R = (g(p— 1)) [
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Proof of Theorem 6.1 (continued)

We return to the proof of Theorem 6.1. Using Lemma 6.4 together with (6.17), we

obtain
(n+1)q

t
El|v,.1 (¢, 2)|7] < S D) 1 a— 6.18
lowsa(t )] < (ol = 1) (6.18)
Clearly, the series >, [|[vn41(t, x)||, converges, where |- ||, stands for the norm in LP(€2).
Hence,

n—1
[un(t, 2)l[p = [[r(t,2) + -+ valt, @), < Z [[vit1 (8, 7).

As the bound on the series does not depend on = and as t < T', we have

sup sup sup E[|u, (¢, z)[P] < oo, (6.19)
neN 0<t<T zecRd

for all even integers p. Jensen’s inequality then shows that (6.19) is true for all p > 1. As
the sequence (uy,(t,2))nen converges in L*(Q) to u(t,z) by Theorem 3.1, (6.19) ensures
the convergence in LP(2) and we have

sup sup E[|u(t, z)["] < oo,
0<t<T zcR4

for all p > 1. Theorem 6.1 is proved. |

Remark 6.5. The fact that « is an affine function is strongly used in this proof. The
key fact is that its derivative is constant and so Ito’s formula can be applied iteratively.
This is not the case for a general Lipschitz function a.

7 Holder continuity

In this section, we are going to study the regularity of the solution of the non-linear wave
equation (4.1) in the specific case considered in Theorem 6.1 : let u(t,z) be the random
field solution of the equation

Lu= (u+Db)F, (7.1)

with vanishing initial conditions, where b € R and the spatial dimension is d > 1. We
will need the following hypotheses, which are analogous to those that appear in [20], in
order to guarantee the regularity of the solution.

(H3) For all "> 0, h > 0, there exist constants C, 71 €0, +00] such that

sup_sup /R pld€) [FT(s + ) (€ + 1) — FT(s)(€ + ) < Ch*™.

0<s<T neRrd

(H4) For all T' > 0, t € [0, T}, there exist constants C, ¥, € |0, +o0[ such that

sup [ ulde) |FT(0E + ) < O,

neER4
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(H5) For all T > 0 and compact sets K C RY, there exist constants C, 73 €0, +00]
such that for any z € K,

sup sup /Rd/‘(df) [FL(s, 2 =) (€ +m) = FL(s, ) (€ +m)* < Ol

0<s<T neRd

The next result concerns the regularity in time of the solution of (7.1).

Proposition 7.1. Suppose that the fundamental solution of Lu = 0 satisfies the assump-
tions of Theorem 6.1, (H3) and (H4), and u is the solution of (7.1) given by Theorem 6.1.
Then for any x € R, t — u(t,x) is a.s. y-Holder-continuous, for any~y €10, 1 A(y2+3)].

Proof. Following Theorem 6.1, the solution u(t,z) to (7.1) is given recursively by (6.2)-
(6.4). Hence, for any h > 0 and t € [0,7 — h], we have

o0

u(t +h,x) —u(t,z) = (va(t +h,x) — va(t, 7). (7.2)

n=1
The Gaussian process v; is given by (6.3). Hence,

Ul(t + h,l’) - Ul(tVI) = Al(taz; h) + Bl(t>$; h)a

where

1(t,x; h) // Ft+h—s,z—y)—T({t—sx—y))M(ds,dy) (7.3)

R4
and
t+h
By(t,z;h) = / / L(t+h—s,x—y)M(ds,dy). (7.4)
t R
Fix p an even integer. By Burkholder’s inequality (see [15, Chap. IV, Theorem 73)),
[’Al(t T, h |p

[N4S]

(/ d/ dn/ (d€) |FT(t + h — s)(¢ +1) — fF(t—S)(€+'rz)|>

b

< c(/ s sup [ <d5>\fr<t+h—s><5+n>—fP(t—s><§+n>r>

neER4

< ChP™ (7.5)
by (H3). On another hand, using again Burkholder’s inequality, we see that

[S]4S7

BBl < / is [ wtan) [ wta 17T+ h = )60

< (/t ds s;lﬂg/w p(dg) |fF(t+h—8)(£+n)|2>

t+h
< C(/ ds(t—i—h—s)%?)
t

< Chroeta), (7.6)
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by (H4). Hence, putting together (7.5) and (7.6), we see that there exists a constant Cy
such that )
E“UI (t + hv l’) — U (ta :L,)|p] < C’th(’Yl/\(’Y2+§))' (77)

For n > 2, set wy(t,z;h) = v,(t + h,x) — v, (t, ), where v, is defined by (6.4). Then
wn41(t, w3 h) = An(t, 23 h) + By(t, 3 h),

where

t
Aty = [ [ (O 4050 =9) =T = 50— p)on(sn)Mds,dy) (79
Rd
and
t+h
B.(t,z;h) = / / L'(t+h—s,x—y)va(s,y)M(ds,dy). (7.9)
t R4
Setting I'(s,y) = T'(t + h — s,x — y) — I(t — 5,2 — ) and letting Al™ be the

approximation of A,, with I" replaced by I',, x in (7.8), we can use the same argument as
n (6.8) to see that

BIAT S ai)l) < [ asTL [ v [ dsFostom) = 2)Pals. )

X E[vn (s, y1)vn(s, 21) -+ 0n(8, Yg)Un (8, 24)], (7.10)

where p is an even integer and ¢ = . Using Lemma 6.2 to express the expectation and
using the same argument as used to reach (6.16), we obtain

E[|AS™P(t, z; b)[P]
t s PN-1 N
ds | doq--- d AENFT (o, — o) & — n)FT(o — 0 )& — 1
/(; 5/0 P1 /(; ple;[l/Rdlu( §)FL (05 — pi) (&5 — mj)F (‘73 ;) (& 773>

% H/ (dB)FLom k(5)(Be = 70) F Lo (8) (B — 7)€’ (7.11)

=1

5
where < means “is bounded by a sum of terms of the form”, N = nq and oy, o}, n;, }, v, v

and § (1 < 7 < N, 1< /{ < q) satisfy the same assumptions as in (6.16). Notice that T"
appears in the first N integrals and [ in the last ¢ integrals.

We take limits in (7.11) as k and m tend to +o0o0. Then, using the Cauchy-Schwartz
inequality, we bound the first IV spatial integrals in (7.11) using (6.1), bound the other ¢
spatial integrals by hypothesis (H3), compute the time integrals and bound the number
of terms in the sum by Lemma 6.4 and, similarly to (6.18), we obtain

T(n+1)q
E[|An(t, 25 h)[P] < (q(p — 1))nqm["qhm = C\Dp, (7.12)

where CS = (q(p — 1)) (Té;ﬁf .
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On another hand, let BI™) be the corresponding approximation of B,,. The same
arguments as those used to obtain (6.8) show that

E[|By™O(t, 3 b))

t+h
< Chq—l / ds H /d dyj /d de Fm7k(t + h — S, yj)f(yj — Zj)Fka(t + h — S, Zj)
R
X Elvn (s, y1)vn (s, 21) - - v (8, Yg)Un (S, 24)]- (7.13)

Note that the factor h9~! appears because Holder’s inequality is used on the interval
[t,t + h] instead of [0,¢]. Using Lemma 6.2 and the argument used to reach (6.16), we
obtain

BBt )]

t+h
0

<11 /Rdudfj )FL(0; = p)(& — ) FL (o} = ))& — 1)

J

X H/ ,u dﬁf frmk(t—i-h—s)(ﬂg ’}/g>frmk(t+h—8)(ﬁ£ ) z<z6)7
=1 /R

where i means “is bounded by a sum of terms of the form”, N = nqg and o}, a5, n;, 7, ve, 7
and 6 (1 <j < N, 1< /< q) satisfy the same assumptions as in (6.16).

We take limits in (7.14) as k and m tend to +oo. Then, using the Cauchy-Schwartz
inequality, we bound the first N spatial integrals in (7.14) using (6.1), bound the other
q spatial integrals by hypothesis (H4) and bound the number of terms in the sum by
Lemma 6.4. Then

PN—-1
E[| B, (t,2; h)[P] < ChI(q(p ”qI”q/ ds/ dpy - - / dpn (t+ h — )P

The n-fold integral is bounded by

t+h ng Tna t+h Tna
/ ds > (t+h — 5™ < / ds (t+ h— s = g+t
t . t

(nq) (ng)! (ng)!
Therefore, )
E[|By(t, z; h)|P] < C2pp0ta), (7.15)
where CY = C(q(p — 1)) L5

Finally, putting (7.12) and (7.15) together, we have for any n > 2,

E[|wpy1(t, 25 1) [P) < (CO + C2)pp0nn0z+3) (7.16)
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and, by (7.7) and (7.16),

El|lu(t + h,z) — u(t,z)"] < (Z oW 4 Cc®@) ) pPOiNOR ), (7.17)

for any even integer p and h > 0. The series » ( )+ i) converges, as in (6.18).
Jensen’s inequality establishes that (7.17) holds for an arbitrary p > 1, which shows -
Holder-continuity of ¢ +— u(t, z) for any v €]0,71 A (72 + %)[ by Kolmogorov’s continuity
theorem (see [18, Theorem 2.1, p.26]). [

The next result concerns the spatial regularity of the solution.

Proposition 7.2. Suppose that the fundamental solution of Lu = 0 satisfies the assump-
tions of Theorem 6.1 and (H5) and u is the solution of (7.1) built in Theorem 6.1. Then
for any t € [0,T], x — u(t,x) is a.s. y-Hélder-continuous, for any v €10,~s].

Proof. The proof is similar to that of Proposition 7.1. We know that u(t, z) is given by
(6.2)-(6.4). Hence, for any compact set K C R? and for any z € K,

o0

u(t,x 4+ z) —u(t,x) = Z(vn(t, z+z) —v,(t,x)).

n=1

The Gaussian process v; is given by (6.3). Hence,

t
otz 4+ 2) — ot 7) = / / (D(t— 8,2+ 2 —y) — T(t — 5,2 — y)) M(ds, dy).
]Rd
By Burkholder’s inequality,

El|v(t, z + 2) — v1(t, z) 7]

(/ ds [ wlan) [ n(@) LT = s 42 = ) = T 50— (€ )P

[SIS]

< </ ds sup / p(d€) | FI(t = 5,2 = )( +n) = FI(t —5,-)(£ + 77)!2>
0 neRrdJRd
< Oz, (7.18)
by (H5). Therefore, there exists a constant Cj such that
E[jvy(t, x + 2) — vi(t, x)[P] < Co|z|P. (7.19)

For n > 2, set wy(t,x; z) = v,(t, & + 2) — v,(t, z), where v, is defined by (6.4). Then

Wit (t,x;2) = / /Rd(f‘(t —s,x+z—y) =Dt —s,x—y))v.(s,y)M(ds,dy). (7.20)
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Setting T'(s,y) = I'(t — 5,2 +y) — ['(t — s,y) and letting w™™ be the approximation
of w,, with I replaced by I';,, . in (7.20), we can use the same argument as in (6.8) to see
that

t q
Bl el < o7 [asTT [ duy [ deifaor— )0~ )Pnstsrr = =)
0 /R R

X E[vn (s, y1)vn(s, 21) - - Un (8, Yg)vn (s, 24)], (7.21)

where p is an even integer and ¢ = %. Using Lemma 6.2 to express the expectation and
using the same argument as used to reach (6.16), we obtain

m,k
Ellw( 1 (t,z; 2)[7]

S t s PN—-1 N
< 7 [ ds | dpi-es dpx [ d&;)FT (o5 = pi) (& — m) FT(0f = pi) (& — nj
t /s 1 /0 pNj:1/Rdu(€> (o5 = pi)(&§ —n3)FL (0 — pi) (& — ;)

<1 / (dB) FT e () (B — ) FLmi(5) (B = 1), (7.22)

where i means ”is bounded by a sum of terms of the form”, N = nq and o, 07, 1;, 1}, i, Vi
and § (1 < j < N, 1<k < q) satisfy the same assumptions as in (6.16). Notice that T’
appears in the first N integrals and T in the last ¢ integrals.

We take limits in (7.22) as k and m tend to +oo, then bound the first N spatial
integrals in (7.22) using (6.1), bound the other ¢ spatial integrals by hypothesis (H5),
compute the time integrals and bound the number of terms in the sum by Lemma 6.4
and we finally reach

T(n+1)q ) [
Ef|lwni1(t, 2 2)[P] < (q(p — 1))nqm1nq|z|m3 = G727, (7.23)

where C) = (g(p — 1)) L2 [na_ Finally, by (7.19) and (7.23), we have

(ng+1)!
Ellu(t,z + z) — u(t,z)["] <Y CP|z», (7.24)
n=1

for any even integer p and z € K. The series Y Ct¥ converges, as in (6.18). Jensen’s
inequality establishes (7.24) for an arbitrary p > 1, , which shows y-Hdlder-continuity of
x +— u(t, x) for any v €10, v3[ by Kolmogorov’s continuity theorem (see [18, Theorem 2.1,
p.26]). [

As a consequence of Propositions 7.1 and 7.2, we easily obtain the following corollary.

Corollary 7.3. Suppose that the fundamental solution of Lu = 0 satisfies the assumptions
of Theorem 6.1 as well as (H3) to (H5), and u is the solution of (7.1) given by Theorem
6.1. Then (t,x) — u(t,z) is a.s. jointly v-Hdlder-continuous in time and space for any

v €]0, M A (2 + 3) Asl.
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Proof. By (7.17) and (7.24),
Effut, ) — u(s,y)P) < € (|t = s[04 4 [z =y

so the conclusion follows from Kolmogorov’s continuity theorem (see [18, Theorem 2.1,
p.26]). [

Now, we are going to check that the fundamental solution of the wave equation satis-
fies hypotheses (H3) to (H5). This requires an integrability condition on the covariance
function f (or the spectral measure p) of F': we suppose that there exists a €10, 1] such

that ()
i
/]Rd —<1 e < 0. (7.25)

This assumption is the same as condition (40) in [1]. Since f > 0, it is equivalent (see [4,
Lemma 8] and [14]) to the property

p(dS)
o e < o2

Proposition 7.4. Suppose (7.26) is satisfied for some o €10, 1[. Then the fundamental
solution of the wave equation satisfies hypotheses (H3) to (H5) for any v; €10,1 — af,
i=1,2,3.

Proof. Omitting the factors 27, which do not play any role, we recall that the funda-
mental solution I' of the wave equation satisfies

Fr(s)e =

in any spatial dimension d > 1. Consider first hypothesis (H3). Fix @ sufficiently large.
For any s € [0,7] and h > 0, we have

|, 1de) I+ 1) (€ ) = FTGs)E )
[ g L8l IE o) st ol

€ +n?
|sin((s + h)|€ 4 n]) — sin(s|€ +n))]?
- d
/€+n<Q wldt) 1€ +n?
|sin((s + h)|€ 4 n]) — sin(s|€ +n))]?
d :
i /5+n>Q wld) 1€ +n?

Using elementary properties of trigonometric functions and the fact that |sin(z)| < z for
all z > 0 in the first integral and using the same on the 2(1 — «) power in the second
integral, the previous expression is bounded by

/ u(d€) 412 cos?((2s + W)€ + 1))
|€+n|<Q

|sin((s + h)|€ +n|) — sin(s|€ +n|)[** "
! 2h 25+ h _
+/|£+n|>Qu( §) €+ 2 (2h|cos((2s + h)|€ +n|)|)
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Bounding the trigonometric functions by 1 and using properties of the domain of integra-
tion of each integral, the previous expression is not greater than

41+ Q) ) ) A+ )" e
dé)———2 | h d h
(/Hm@“( Do) </|s+n.>Q“( A ENERTEE

p(d§) > p2(1-a)
s¢ (/ (EaETBD |

Hence,

sup sup [ p(d) [T (s + b€+ 1) = FT()(E + 1)

0<s<T neRd

de) _
<C | su / N( 20 a)j
(n@@ - (1+|§+nl2)“>

and hypothesis (H3) is satisfied for any v, €1]0,1 — af.
For hypothesis (H4), for any s € [0, 7],

/]Rd w(d€) |FL(s) (€ +n)? :/ 1(d€) w

Rd £+ n)?
sin®(s|¢ 4 1)) sin®(s|€ + n)
< d§) ———7 d¢) 2> 17
/£+?7<1 ) € +nl? " /|£+77|>1 ulde) 1€ +nl?

Using the fact that |sin(z)| < x for all z > 0 in the first integral and the same on the
2(1 — ) power in the second integral, the previous expression is bounded by

oyl si +nl)*
2 g+ [ g
etnl<1 e+nl>1 € +nl>

Bounding the trigonometric function by 1 and using properties of the domain of integra-
tion of each integral, the previous expression is not greater than

/N

2 2¢
2 d 2(1-a) d
s AMMM( S 1+ [€ 472 e /5+n>1 Hlde) (1+ € +n?)
p(d€) 2(1—a)
< o[ o)

d 2 < p(d§) 2(1—a)
:gﬂgl/wu( HIFT(s)E+n)"<C <§§H§i/ﬂ{d Axe+n)e )’ ,

Hence,

and hypothesis (H4) is satisfied for any v, €]0,1 — a/.
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Finally, for hypothesis (H5), for any € R and z € K, K a compact subset of R,
[ A Pt = 5,2 = (€ ) = FT(e = 5,6 + )

a2
— de) le—ite+mz)y _ 12 11 ((t — s)[€ +nl)
/If+n|<1u< e | €+l

+ / p(dg) e etmah — 12 sin((t = 5)|€ +nl).
|&4+n|>1 € + )2

Bounding the trigonometric functions by 1, using properties of the domain of integration
in the first integral and bounding the 2a power of the second factor by 2 in the second
integral, the previous expression is not greater than

- 2
p(dg) et 12—
/;+n<1 1+ |f+77‘2

+/ p(de) |6—i<§+n,z> _ 1|2(1—o¢)22a 1
l§+nl>1

1€ +n)>

Using the fact that |e=#¢+m2) — 1| < |¢€ +1||z| and properties of the domain of integration
of each integral, the previous expression is bounded by

2 42a
P P [ )
&4n)<1 L+ &+ nf? e4n]>1 (141§ +nf?)e

p(d§) ) 2(1—a)
“(L(HMwP)a S

sup sup /R u(de) |FL(t — s,a 4z — ) (E+n) — FL(t — s, — ) (E+n)]?

0<s<T neRd
<O sup/ ,u(dé) |Z|2(1foz)7
nere Jre (14 1€ 47[?)

and hypothesis (H5) is satisfied for any v3 €]0,1 — af. [ |

Hence,

We recall the following result for the covariance function f(z) = ﬁ, with 0 < 8 < d.

For a proof, see [20, Prop.5.3].
Proposition 7.5. If f(z) = ﬁ, where 0 < § < d, then pu(dx) = B ‘d 5 and (7.25) (hence
(7.26)) is satisfied for any a €12, 4ol

Putting together Propositions 7.1-7.4, Corollary 7.3 and Proposition 7.5, we have the
following.

Theorem 7.6. If f(z) = ﬁ, with 0 < [ < 2, then the random-field solution u(t,z) of
the non-linear wave equation with spatial dimension d > 3 built in Theorem 6.1 is jointly
v-Hélder-continuous in time and space for any exponent v € 0, %3[
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Remark 7.7. (a) Note that Theorem 7.6 and its proof are still valid when the spatial
dimension is less than or equal to 3. In these cases, the regularity of the solution has
already been obtained for a more general class of non-linear functions «, namely Lipschitz
continuous functions. For more details, see [24] for d = 1, [12] for d = 2 and [6] for d = 3.

(b) The exponent 2%5 in Theorem 7.6 is the optimal exponent. Indeed, u(t, x) is not
~-Holder-continuous for any exponent v > 2%3 as is shown in [6, Theorem 5.1]. Their
proof applies to the general d-dimensional case, essentially without change.
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