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#### Abstract

We develop a new way to look at the high-temperature representation of the Ising model up to the critical temperature and obtain a number of interesting consequences. In the two-dimensional case, it is possible to use these tools to prove results on phaseseparation lines in the whole phase-coexistence regime, by way of a duality transformation. We illustrate the power of these techniques by studying an Ising model with a boundary magnetic field, in which a reentrant pinning transition takes place; more precisely we show that the typical configurations of the model can be described, at the macroscopic level, by interfaces which are solutions of the corresponding thermodynamical variational problem; this variational problem is solved explicitly. There exist values of the boundary magnetic field and temperatures $0<T_{1}<T_{2}<T_{c}$ such that the interface is not pinned for $T<T_{1}$ or $T>T_{2}$, but is pinned for $T_{1}<T<T_{2}$; we can also find values of the boundary magnetic field and temperatures $0<T_{1}<T_{2}<T_{3}<T_{c}$ such that for $T<T_{1}$ or $T_{2}<T<T_{3}$ the interface is pinned, while for $T_{1}<T<T_{2}$ or $T>T_{3}$ it is not pinned. An important property of the surface tension which is used in this paper is the sharp triangle inequality about which we report some new results. The techniques used in this work are robust and can be used in a variety of different situations.
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## 1 Introduction

Let us consider a 2D Ising model in some rectangular box with boundary conditions imposing the presence of a phase-separation line crossing the box from one fixed point of a vertical side to another fixed point of the other vertical side. We suppose that the model is in the phase-coexistence region; the boundary conditions are chosen so that above the phase-separation line we have the + phase and below it the - phase. The bottom horizontal side of the box, which we call the wall, is subject to a negative boundary magnetic field. By varying the temperature or the boundary magnetic field one can observe an interfacial pinning-depinning or critical wetting transition as established by Abraham [A1]. In [A1], however, this surface phase transition was called a "roughening transition" (although the analysis demonstrated the depinning character); further comments are made in Section 2.3.2 in connection with the work of McCoy and Wu who observed a related "boundary hysteresis" (see Chapters VI and XIII in [MW]). We now describe the pinningdepinning transition at the macroscopic level. For values of these parameters for which the + phase wets partially the wall, and under appropriate geometrical conditions, the equilibrium shape of the interface changes from a straight line crossing the box to a broken line touching a macroscopic part of the wall. Moreover, we show in this paper that there exist values of the boundary magnetic field and temperatures $0<T_{1}<T_{2}<T_{c}$ such that the interface is not pinned for $T<T_{1}$ or $T>T_{2}$ and pinned for $T_{1}<T<T_{2}$; we can also find values of the boundary magnetic field and temperatures $0<T_{1}<T_{2}<T_{3}<T_{c}$ such that for $T<T_{1}$ or $T_{2}<T<T_{3}$ the interface is pinned, while for $T_{1}<T<T_{2}$ or $T>T_{3}$ it is not pinned. These reentrant pinning-depinning transitions are predicted by a macroscopic variational problem for the interface, which is formulated in terms of the surface tension and wall free energies of the model. One of the main results of the paper is the derivation of this macroscopic theory starting from the Boltzmann formula defining the equilibrium states of the model at the microscopic level.

It is important to distinguish different length-scales. To do so we use two different words, "interface" and "phase-separation line". We use the word "interface" to denote the boundary at the macroscopic scale between the two phases. At this scale the boundary is fixed (nonfluctuating). The fundamental thermodynamical function associated with an interface is the surface tension, which is non-zero below the critical temperature. (In [ABCP] similar ideas are developed). By contrast, the "phase-separation line" is a stochastic line whose probability distribution is determined by the Gibbs measure; it describes the boundary between the two phases at the lattice spacing scale. In this respect it is very interesting to read the introduction of [T], where Talagrand develops a similar analysis of the Law of Large Numbers for independent random variables.
On the conceptual level one point of our paper is to show that the theory of the Gibbs states for the infinite volume model is inadequate for discussing some macroscopic properties of the model. The famous theorem, which states that all Gibbs states are translationinvariant for the 2D Ising model [Az1], [Hi1], is not pertinent when we study the model at scales $L^{\alpha}, \alpha>1 / 2, L$ being the linear size of the box containing the system. There are non-translation invariant states at that scale, with well-defined (fixed) interfaces! Let us illustrate this point by considering the so-called $\pm$ boundary conditions, which corresponds to a special case of the present paper, where the phase-separation line goes from the middle of a vertical side of the box to the middle of the other vertical side. The definition of the phase separation line in [BLP1] coincides with the one of Gallavotti in his work [G] about the phase separation in the 2D Ising model; it differs slightly from the one used here, but in no essential way. (Notice that the terminology "interface" is sometimes used for "phase-separation line" in [BLP1].) There are three natural scales in the study
of the phase-separation line, which have been first studied by Abraham and Reed $[A R]$ in a non-perturbative manner.
At the scale of the lattice spacing the phase-separation line is a stochastic geometrical line, which has well-defined properties, which depend strongly on the microscopic interaction [BLP1]. Its middle point has fluctuations typically of the order $O\left(L^{1 / 2}\right), L$ being the linear size of the box $\Lambda_{L}$ containing the system [G], [AR]. Because of these fluctuations the projection of the corresponding limiting Gibbs state, at the middle of the box, when $L \rightarrow \infty$, is translation invariant [G]; in particular the magnetization (at the middle of the box) is zero. If we scale the lengths vertically by $(1 / L)^{1 / 2}$ and horizontally by $1 / L$, then in the limit $L \rightarrow \infty$ the phase-separation line converges to a Brownian bridge, [Hi2], [DH], [D]. The magnetization profile on that scale has been computed by [AR]. At that intermediate scale the phase-separation line is still stochastic, but its properties show some universal features (Central Limit Theorem). However, at a scale of order $O\left(L^{\alpha}\right), \alpha>1 / 2$, the system has a well-defined fixed horizontal interface and a deterministic macroscopic magnetization profile [AR].
To describe the system at the scale $O\left(L^{\alpha}\right)$ we partition the box $\Lambda_{L}$ into square boxes $C_{i}$ of linear size $O\left(L^{\alpha}\right)$; the state of the system in each of these boxes is specified by the empirical magnetization $\left|C_{i}\right|^{-1} \sum_{t \in C_{i}} \sigma(t)$. Then we rescale all lengths by $1 / L$ in order to get a measure for these normalized block-spins in the fixed (macroscopic box) $Q$. When $L \rightarrow \infty$ these measures converge to a deterministic macroscopic magnetization profile showing a well-defined horizontal interface separating the two phases of the model, characterized by a value $\pm m^{*}$ of the normalized block-spins, $m^{*}$ being the spontaneous magnetization of the model. This coarsed-grained description of the equilibrium state at the thermodynamic limit is in sharp contrast with the above mentioned result implying that the equilibrium state converges to a translation invariant measure at the thermodynamical limit. These two limits are related to properties of the model at two different scales, the lattice spacing scale and the macroscopic one.

We outline the content of the paper. In Section 2 we recall the definitions and some properties of phase-separation line, duality, surface tension and wall free energy. We give here no proof. By duality the statistical properties of the phase-separation line at $\beta>\beta_{c}$ between two distant but fixed points, say $t$ and $t^{\prime}$, are (essentially) the same as the statistical properties of the high-temperature contour $\lambda$ in the random-line representation (1.1) of the two-point correlation function at $\beta^{*}<\beta_{c}$,

$$
\begin{equation*}
\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle\left(\beta^{*}\right)=\sum_{\lambda: t \rightarrow t^{\prime}} q(\lambda) . \tag{1.1}
\end{equation*}
$$

In (1.1) $\lambda$ is an open contour of the high-temperature representation with end-points $t$ and $t^{\prime} ; q(\lambda)$ is the weight of the contour $\lambda ; q(\lambda)$ depends of course on $\beta^{*}$. We can also interpret $\lambda$ as the part of the phase-separation line going from $t$ to $t^{\prime}$ and $q(\lambda)$ is the weight at $\beta$ of that part of the phase-separation line. The sum over $\lambda$ in (1.1) is the partition function of the ensemble of stochastic lines $\lambda$ from $t$ to $t^{\prime}$. We exploit the fact that this partition function is equal to $\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle\left(\beta^{*}\right)$; consequently we have a good control of this sum since we can use informations, either from explicit computations or from correlation inequalities, available for the two-point correlation function. Our (working) definition of the surface tension of an interface described at the macroscopic level by a line passing through $t$ and $t^{\prime}$, perpendicular to the direction $n$, is the thermodynamical function corresponding to this ensemble of stochastic lines, that is

$$
\begin{equation*}
\hat{\tau}(n ; \beta):=\lim _{\substack{k \in \mathbb{N} \\ k \rightarrow \infty}}-\frac{1}{k\left\|t-t^{\prime}\right\|} \ln \sum_{\lambda: k t \rightarrow k t^{\prime}} q(\lambda) . \tag{1.2}
\end{equation*}
$$

This is exactly the quantity, which enters in the macroscopic variational problem. (The same point of view is taken in [Pf2] and [PV1] in connection with the Wulff shape.)

On the technical side this definition is much simpler to use in our problem than the previous definitions considered in the literature [A2]. The fact that this definition coincides with previous definitions considered in the literature is not trivial (Proposition 2.2). The "physical" reason, why Proposition 2.2 is true, is that the walls of the box are in the complete wetting regime; see Section 7 where the dual question, equality between the short and long correlation lengths, is considered. In Section 3 we define precisely the main problem, which we address to. In this section we give some references to earlier works. We formulate the problem from the microscopic view-point, but then discuss it from the macroscopic view-point in Sections 4 and 5. The main physical results are contained in Section 5, in which we prove that the physical situations described at the beginning of this introduction take place. These two sections dealing with the macroscopic theory are formulated in terms of surface tension and wall free energy. We use known results, mostly coming from explicit computations. In fact, we do not know how to predict the reentrant phenomena, which we display, without knowing explicitly the values of the surface tension and the wall free energy. In the second part of the paper we derive the macroscopic theory starting from the microscopic Hamiltonian by analysing the typical configurations. Our starting point is a new way of dealing with the high-temperature representation of the model, which has been developed recently in [PV1]. Although different, our approach is similar in some respect to the random current representation of the Ising model of Aizenman [Az2]. This method is exposed in Section 6; it is the core of the paper. The method is not restricted to dimension two. Except two proofs, which can be read in [PV1], the method is developed from scratch, with new proofs and new results. This section has its own interest and can be read independently. The major results are concentration results for the random-line representation (1.1) of the two-point correlation function above the critical temperature when $\mathrm{D}=2$. Let

$$
\begin{equation*}
\mathcal{S}\left(t, t^{\prime} ; C \ln \left\|t-t^{\prime}\right\|\right):=\left\{x \in \mathbb{Z}^{2}:\|t-x\|+\left\|t^{\prime}-x\right\| \leq\left\|t-t^{\prime}\right\|+C \ln \left\|t-t^{\prime}\right\|\right\} \tag{1.3}
\end{equation*}
$$

There exists $C$, large enough, so that the stochastic lines contributing to the two-point function $\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle\left(\beta^{*}\right)$ are those contained inside the ellipse (1.3); more precisely, if $C$ is large enough, by Lemma 6.10

$$
\begin{equation*}
\lim _{\left\|t-t^{\prime}\right\| \rightarrow \infty} \frac{\sum_{\substack{\lambda: t \rightarrow t^{\prime} \\ \lambda \not \subset \mathcal{S}\left(t, t^{\prime} ; C \ln \left\|t-t^{\prime}\right\|\right)}} q(\lambda)}{\sum_{\lambda: t \rightarrow t^{\prime}} q(\lambda)}=0 \tag{1.4}
\end{equation*}
$$

This results is sharp, since the width of the ellipse is $O\left(\left(\left\|t-t^{\prime}\right\| \ln \left\|t-t^{\prime}\right\|\right)^{1 / 2}\right)$. Thus the lines $\lambda$ contributing to (1.1) are concentrated in a region, whose size is essentially the one of the normal fluctuations of a random walk going from $t$ to $t^{\prime}$. When the model is defined on the half-infinite lattice $\mathbb{L}:=\left\{x \in \mathbb{Z}^{2}: x_{2} \geq 0\right\}$ we have a random-line representation similar to (1.1) for the boundary two-point function (Lemma 6.13). There are two regimes, depending on the value of the boundary magnetic field. If the boundary coupling constant $h^{*}$, dual to the boundary magnetic field $h$, is not too large, then the concentration result is as above; in that case we know that the line $\lambda$ undergoes an entropic repulsion from the boundary of $\mathbb{L}$. On the other hand, if the coupling constant $h^{*}$ is high enough, then the line $\lambda$ sticks to the boundary of $\mathbb{L}$. We show that the lines $\lambda$ contributing to the boundary two-point correlation function, when $\left\|t-t^{\prime}\right\|=\left|t_{1}-t_{1}^{\prime}\right|$ tends to infinity, are those contained in a rectangle $\left(t_{1}<t_{1}^{\prime}\right)$

$$
\begin{equation*}
\mathcal{B}\left(t, t^{\prime} ; \rho\right):=\left\{x \in \mathbb{L}: x_{1} \in\left[t_{1}-\rho, t_{1}^{\prime}+\rho\right], 0 \leq x_{2} \leq \rho\right\}, \rho=C \ln \left|t_{1}-t_{1}^{\prime}\right| . \tag{1.5}
\end{equation*}
$$

Again, this result is optimal. We stress that the only condition about the temperature is $T>T_{c}$. We give a first application of the results of Section 6 in Section 7 . This section also
contains one of the main estimates, a lower bound for the two-point correlation function in a finite box in terms of the two-point correlation function of the infinite system. This bound is essential for Section 8. We show that the pinning transition below $T_{c}$ has a dual interpretation above $T_{c}$; although there is a unique Gibbs state at the thermodynamical limit, we may have surface effects. Inspired by [SML] we introduce the notions of short correlation length and long correlation length. We prove that these two notions do not necessarily coincide. They differ when at the dual temperature the interface is pinned. The relevance of these results for the surface tension at the dual temperature is discussed at the beginning of section 2.3. In Section 8 we justify the macroscopic theory of Section 4 starting from the microscopic theory, and we show how the interface emerges in the statistical description of the model, as a deterministic object in a coarse-grained description of the microscopic configurations. We add one appendix, Section 9, where we show that our method is robust. We apply it to a generic case with $N$ interfaces.

In this paper we derive results by very different technical tools like exact computation, correlation inequalities and high-temperature representation. We can treat mathematically various interesting physical situations for the 2D Ising model. Each of the approaches just mentioned has its own strengths and weaknesses. It is certainly advantageous to combine these methods as we do in this paper. It is evident that the method of the hightemperature representation, combined with duality, is appropriate for studying interfaces for the 2D Ising model at a scale $L^{\alpha}, \alpha>1 / 2$. On the other hand we also show that we need few, but very precise results about specific quantities, like two-point correlation function, surface tension, wall free energy, values of the boundary magnetic field where the wetting transition takes place. These results depend on finer properties of the model at scales $L^{\alpha}, \alpha \leq 1 / 2$. Here exact computations are appropriate; moreover, some of these results can be obtained only by exact computations.
[A2] is a good review about exact results on interface problems in general. We also mention the work by Fisher $[\mathrm{F}]$ where deep insight about wetting and pinning problems and other phenomena in $2 D$ is provided by analysing these questions in terms of random walks. Some of the results presented here are taken from [V] (see Chapter 6).

Acknowledgments: We thank A.Patrick for communicating us the exact expressions of the massgaps.

## 2 Definitions and notations

We introduce the notation used in the paper, which follows for the essential that of [PV1]. We recall the notions of duality, phase-separation line, surface tension and wall free energy. We also state some fundamental estimates for the two-point correlation function of the model. A large part of this material is standard; references are given in the text.

Throughout the paper we use the following convention: $O(x)$ denotes a non-negative function of $x \in \mathbb{R}^{+}$, such that there exists a constant $C$ with $O(x) \leq C x$; the function $O(x)$ may be different at different places.

### 2.1 Phase-separation line

As explained in the introduction, we study some macroscopic features of the 2D Ising model starting from the microscopic description of the model. It is therefore natural to
start by fixing some macroscopic box $Q \subset \mathbb{R}^{2}$, which we choose in an asymmetric way for latter purposes,

$$
\begin{equation*}
Q:=\left\{x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}:\left|x_{1}\right| \leq 1,0 \leq x_{2} \leq 2\right\} \tag{2.1}
\end{equation*}
$$

Let $L$ be an integer and $\Lambda_{L} \subset \mathbb{Z}^{2}$,

$$
\begin{equation*}
\Lambda_{L}:=\left\{x=\left(x_{1}, x_{2}\right) \in \mathbb{Z}^{2}:\left|x_{1}\right| \leq L, 0 \leq x_{2} \leq 2 L\right\} \tag{2.2}
\end{equation*}
$$

Notice that after scaling by $1 / L, \Lambda_{L} \subset Q$. Spin configurations are denoted by $\omega \in$ $\{-1,+1\}^{\Lambda_{L}}$; the spin variable at $x \in \mathbb{Z}^{2}$ is $\sigma(x), \sigma(x)(\omega)=\omega(x)= \pm 1$. Phase-separation lines are stochastic lines (see below), whose positions are fixed on the boundary of $\Lambda_{L}$ by boundary conditions. The boundary $\partial \Lambda_{L}$ of $\Lambda_{L}$ is the subset

$$
\begin{equation*}
\partial \Lambda_{L}:=\left\{x \in \Lambda_{L}: \exists y \notin \Lambda_{L} \max _{i=1,2}\left|y_{i}-x_{i}\right|=1\right\} \tag{2.3}
\end{equation*}
$$

Boundary conditions (b.c.) for $\Lambda_{L}$ consists in prescribing the value of the spin at $x \in \partial \Lambda_{L}$. For example, the - b.c. means that $\omega(x)=-1 \forall x \in \partial \Lambda_{L}$. In the general case boundary conditions are specified by $\eta \in\{-1,+1\}^{\partial \Lambda_{L}}$, so that for all configurations $\omega, \omega(x):=\eta(x)$ $\forall x \in \partial \Lambda_{L}$; we refer to that boundary conditions as the $\eta$ b.c.. Free boundary conditions means absence of boundary conditions.

The Hamiltonian of the model in $\Lambda_{L}$ with $\eta$ b.c. is the function on $\{-1,+1\}^{\Lambda_{L}}$

$$
H_{\Lambda_{L}}^{\eta}(\omega):= \begin{cases}-\sum_{\left\langle t, t^{\prime}\right\rangle \subset \Lambda_{L}} J\left(t, t^{\prime}\right) \sigma(t)(\omega) \sigma\left(t^{\prime}\right)(\omega) & \text { if } \omega(x)=\eta(x) \forall x \in \partial \Lambda_{L}  \tag{2.4}\\ +\infty & \text { otherwise }\end{cases}
$$

Here $\left\langle t, t^{\prime}\right\rangle$ is the standard notation for a pair of nearest neighbours points of the lattice $\mathbb{Z}^{2}$, called bond. The coupling constants $J\left(t, t^{\prime}\right)$ are positive; we specify them later on. The Gibbs measure on $\{-1,+1\}^{\Lambda_{L}}$ with $\eta$ b.c. is

$$
\begin{equation*}
\frac{\exp \left\{-\beta H_{\Lambda_{L}}^{\eta}\right\}(\omega)}{\Theta^{\eta}\left(\Lambda_{L}\right)} \tag{2.5}
\end{equation*}
$$

$\beta$ is the inverse temperature and $\Theta^{\eta}\left(\Lambda_{L}\right)$, the partition function, is the normalization constant in (2.5). Expectation values are written $\langle\cdot\rangle_{\Lambda_{L}}^{\eta}$.

The dual lattice to $\mathbb{Z}^{2}$ is

$$
\begin{equation*}
\mathbb{Z}^{2 *}:=\left\{x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}: x+(1 / 2,1 / 2) \in \mathbb{Z}^{2}\right\} \tag{2.6}
\end{equation*}
$$

and the dual box $\Lambda_{L}^{*} \subset \mathbb{Z}^{2 *}$ is

$$
\begin{equation*}
\Lambda_{L}^{*}:=\left\{x=\left(x_{1}, x_{2}\right) \in \mathbb{Z}^{2 *}:\left|x_{1}\right| \leq L-1 / 2,1 / 2 \leq x_{2} \leq 2 L-1 / 2\right\} \tag{2.7}
\end{equation*}
$$

Each bond $\left\langle t, t^{\prime}\right\rangle$ defines a unit segment $e\left(t, t^{\prime}\right) \subset \mathbb{R}^{2}$ with end-points $t, t^{\prime}$; to each bond $\left\langle t, t^{\prime}\right\rangle$ such that $\left\langle t, t^{\prime}\right\rangle \cap \Lambda_{L} \backslash \partial \Lambda_{L} \neq \emptyset$, there corresponds a unique dual bond $\left\langle t^{*}, t^{*}\right\rangle \subset \Lambda_{L}^{*}$, which is defined by the condition that $e\left(t, t^{\prime}\right) \cap e\left(t^{*}, t^{* *}\right) \neq \emptyset$. Given boundary conditions $\eta$, each configuration $\omega$, which is compatible with the $\eta$ b.c., can be uniquely specified by giving all segments $e\left(t, t^{\prime}\right)$ such that $\sigma(t)(\omega) \sigma\left(t^{\prime}\right)(\omega)=-1$ and $\left\{t, t^{\prime}\right\} \cap \Lambda_{L} \backslash \partial \Lambda_{L} \neq \emptyset$; this is equivalent to specify all dual segments $e\left(t^{*}, t^{*}\right)$, or the corresponding dual bonds of $\Lambda_{L}^{*}$. The union of these dual segments forms a set of lines in $\mathbb{R}^{2}$, which we decompose into connected components. Whenever $\exists t \in \Lambda_{L}^{*}$, which belongs to four segments, we apply the deformation rule defined in the picture below, so that each configuration $\omega$, compatible
with the $\eta$ b.c., is uniquely specified by a finite set of disjoint simple lines called contours of the configuration.


Let $B$ be a set of dual bonds; the boundary $\delta B$ of $B$ is the set of $x \in \mathbb{Z}^{2 *}$ such that there is an odd number of bonds of $B$ adjacent to $x . B$ is closed if $\delta B=\emptyset$ and open if $\delta B \neq \emptyset$. The contours of a configuration are either closed, or open with end-points on the boundary of $\Lambda_{L}^{*}$. The set $V_{L}(\eta) \subset \Lambda_{L}^{*}$ of the end-points of the open contours is uniquely deternined by the $\eta$ b.c.; its cardinality is even if $V_{L}(\eta) \neq \emptyset$. The set of closed contours is written $\underline{\gamma}=\left\{\gamma_{1}, \gamma_{2}, \ldots,\right\}$ and the set of open contours $\underline{\lambda}=\left\{\lambda_{1}, \lambda_{2}, \ldots\right\}$. We call the open contours the phase-separation lines of the configuration. Conversely, a family of contours $\left(\underline{\gamma}^{\prime}, \underline{\lambda}^{\prime}\right)$ is called $\eta$ compatible if there exists $\omega$ compatible with the $\eta$ b.c. such that $\underline{\gamma}(\omega)=\underline{\gamma}^{\prime}$ and $\underline{\lambda}(\omega)=\underline{\lambda}^{\prime}$.

The probability of $\underline{\lambda}$ can be computed with the Gibbs measure (2.5). It is however more convenient to introduce a non-normalized measure on the set of phase-separation lines, in order to exploit the duality property of the model. The length $|\gamma|$ of a closed contour $\gamma$ is $\sum_{e \in \gamma} J(e)$ The sum of the lengths of the contours of a family $\underline{\gamma}$ is written $|\underline{\gamma}|$. Similar notations hold for open contours. Next we define two (normalized) partition functions, $Z^{\eta}\left(\Lambda_{L}\right)$ and $Z^{\eta}\left(\Lambda_{L} \mid \underline{\lambda}\right)$, where $\underline{\lambda}$ and $\eta$ are compatible.

$$
\begin{equation*}
Z^{\eta}\left(\Lambda_{L}\right):=\sum_{\omega: \eta \text { comp. }} \exp \{-2 \beta|\underline{\gamma}(\omega)|\} \exp \{-2 \beta|\underline{\lambda}(\omega)|\} \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
Z^{\eta}\left(\Lambda_{L} \mid \underline{\lambda}\right):=\sum_{\substack{\omega: \eta \text { comp. } \\ \underline{\lambda}(\omega)=\underline{\lambda}}} \exp \{-2 \beta|\underline{\gamma}(\omega)|\} \tag{2.9}
\end{equation*}
$$

We define a weight $q_{\Lambda_{L}}^{\eta}(\underline{\lambda})$ by setting

$$
q_{\Lambda_{L}}^{\eta}(\underline{\lambda}):= \begin{cases}\exp \{-2 \beta|\underline{\lambda}|\} \frac{Z^{\eta}\left(\Lambda_{L} \mid \underline{\lambda}\right)}{Z^{-}\left(\Lambda_{L}\right)} & \text { if } \underline{\lambda} \text { and } \eta \text { are compatible }  \tag{2.10}\\ 0 & \text { otherwise }\end{cases}
$$

The weight $q_{\Lambda_{L}}^{\eta}(\underline{\lambda})$ does not define a probability measure on the set of $\eta$ compatible phaseseparation lines, since in (2.10) we divide by $Z^{-}\left(\Lambda_{L}\right)$ and not $Z^{\eta}\left(\Lambda_{L}\right)$.

### 2.2 Duality

A basic property of the 2D Ising model is self-duality. As a consequence of that property many questions about the model below the critical temperature can be translated into dual questions for the dual model above the critical temperature. For example, questions about the surface tension are translated into questions about the correlation length.

We define the dual objects to $\Lambda_{L}, \beta$ and $J\left(t, t^{\prime}\right)$. The dual box $\Lambda_{L}^{*}$ is defined in (2.7). The dual inverse temperature $\beta^{*}$ is defined by

$$
\begin{equation*}
\tanh \beta^{*}:=\exp \{-2 \beta\} \tag{2.11}
\end{equation*}
$$

We recall that the critical inverse temperature $\beta_{c}$ of the Ising model with coupling constants $J\left(t, t^{\prime}\right) \equiv 1$ is the fixed point of the equation (2.11). Let $\left\langle t, t^{\prime}\right\rangle$ be a bond of $\mathbb{Z}^{2}$ and $\left\langle t^{*}, t^{*}\right\rangle$ its dual bond; the dual coupling constant $J^{*}\left(t^{*}, t^{\prime *}\right)$ is defined by

$$
\begin{equation*}
\tanh \beta^{*} J^{*}\left(t^{*}, t^{*}\right):=\exp \left\{-2 \beta J\left(t, t^{\prime}\right)\right\} \tag{2.12}
\end{equation*}
$$

Let

$$
\begin{equation*}
H_{\Lambda_{L}^{*}}:=-\sum_{\left\langle t, t^{\prime}\right\rangle \subset \Lambda_{L}^{*}} J^{*}\left(t, t^{\prime}\right) \sigma(t) \sigma\left(t^{\prime}\right) \tag{2.13}
\end{equation*}
$$

be the Hamiltonian in the dual box $\Lambda_{L}^{*}$ with free boundary conditions and dual coupling constants. Expectation value with respect to the corresponding Gibbs measure at the dual temperature $\beta^{*}$ is written $\langle\cdot\rangle_{\Lambda_{L}^{*}}$.

A key dual statement is the following one. Let $\underline{\lambda}$ be a family of phase-separation lines, which are $\eta$ compatible with a given $\eta$ b.c. for $\Lambda_{L}$. Then

$$
\begin{equation*}
\sum_{\underline{\lambda}} q_{\Lambda_{L}}^{\eta}(\underline{\lambda})=\left\langle\prod_{t \in V_{L}(\eta)} \sigma(t)\right\rangle_{\Lambda_{L}^{*}} \tag{2.14}
\end{equation*}
$$

Formula (2.14) is our starting point for analysing the interfaces of the model. It is proven in Section 6. In that section we identify the weight $q_{\Lambda_{L}}^{\eta}(\underline{\lambda})$ with the weight $q_{\Lambda_{L}^{*}}(\underline{\lambda})$ of $\underline{\lambda}$ in the high-temperature representation of the the model defined in the dual box $\Lambda_{L}^{*}$ with free boundary conditions (see Lemma 6.2).

### 2.3 Surface tension and wall free energy

We recall the definition of surface tension as given for example in the review paper in [A2] formula (2.14a) (see also [Pf1]), since this is the definition which is mostly used. In Section II.D of [A2] other definitions of surface tension are reviewed and compared. The heuristic grounds given in p. 10 of [A2] (see also note 12 in [Pf1]) lead to a definition of the surface tension as the logarithm of the ratio of two partition functions with different boundary conditions. The results of Section 7 show that this may lead to a wrong definition of the surface tension for an Ising model with modified coupling constants on one part of the boundary. The heuristic grounds give a correct definition only if the walls of the box are in the complete wetting regime, a crucial physical condition, which has been so far overlooked in the literature. See Section 7 where we consider explicitly the dual question of equivalence of short and long correlation length, but the results apply to the definition of the surface tension. As explained in the Introduction our working definition of the surface tension is different. The fact that we get the same quantity is a consequence of Proposition 2.2. The ultimate justification for the definition of the surface tension is that it should be equal to the quantity, which enters into the formulation of the variational problem describing the behaviour of the interface at the macroscopic level. This is the subject of this paper.

### 2.3.1 Surface tension

Consider the model defined in $\Lambda_{L}^{\prime}$,

$$
\begin{equation*}
\Lambda_{L}^{\prime}:=\left\{x \in \mathbb{Z}^{2}:\left|x_{i}\right| \leq L, i=1,2\right\} \tag{2.15}
\end{equation*}
$$

with coupling constants $J\left(t, t^{\prime}\right) \equiv 1$ and inverse temperature $\beta$. Let $n \in \mathbb{R}^{2}$ be a unit vector; denote by $\mathcal{D}_{n}$ the straight line perpendicular to $n$ and passing through the origin
of $\mathbb{R}^{2}$. The $\eta_{n}$ b.c. for $\Lambda_{L}^{\prime}$ is defined by

$$
\eta_{n}(x):= \begin{cases}-1 & \text { if } x \in \partial \Lambda_{L}^{\prime} \text { is below or on } \mathcal{D}_{n}  \tag{2.16}\\ +1 & \text { if } x \in \partial \Lambda_{L}^{\prime} \text { is above } \mathcal{D}_{n}\end{cases}
$$

Let $D_{n}$ be the Euclidean length of the segment $\left\{x \in \mathbb{R}^{2}:\left|x_{i}\right| \leq 1\right\} \cap \mathcal{D}_{n}$. If $\omega$ is compatible with the $\eta_{n}$ b.c. there is a unique phase-separation line $\lambda(\omega)$. The limit $\hat{\tau}(n ; \beta)$, is

$$
\begin{equation*}
\hat{\tau}(n ; \beta):=-\lim _{L \rightarrow \infty} \frac{1}{L D_{n}} \ln \frac{Z^{\eta_{n}}\left(\Lambda_{L}^{\prime}\right)}{Z^{-}\left(\Lambda_{L}^{\prime}\right)} \tag{2.17}
\end{equation*}
$$

exists and is called surface tension at inverse temperature $\beta$. By symmetry of the model we have $\left(n=\left(n_{1}, n_{2}\right)\right)$

$$
\begin{equation*}
\hat{\tau}\left(n_{1}, n_{2} ; \beta\right)=\hat{\tau}\left(-n_{1},-n_{2} ; \beta\right)=\hat{\tau}\left(n_{2},-n_{1} ; \beta\right)=\hat{\tau}\left(n_{2}, n_{1} ; \beta\right) \tag{2.18}
\end{equation*}
$$

We extend the definition of $\hat{\tau}(n ; \beta)$ to $\mathbb{R}^{2}$ by homogeneity $(\|\cdot\|$ is the Euclidean norm),

$$
\begin{equation*}
\hat{\tau}(x ; \beta):=\|x\| \hat{\tau}(x /\|x\| ; \beta) \tag{2.19}
\end{equation*}
$$

Proposition 2.1 Let $J\left(t, t^{\prime}\right) \equiv 1$. The surface tension is a uniformly Lipschitz convex function on $\mathbb{R}^{2}$ such that $\hat{\tau}(x ; \beta)=\hat{\tau}(-x ; \beta)$. It is identically zero if $\beta \leq \beta_{c}$, and strictly positive for all $x \neq 0$ if $\beta>\beta_{c}$. In the latter case $\hat{\tau}$ defines a norm on $\mathbb{R}^{2}$.

The main property of $\hat{\tau}$ is the sharp triangle inequality. For all $\beta>\beta_{c}$ there exists a strictly positive constant $\kappa=\kappa(\beta)$ such that for any $x, y \in \mathbb{R}^{2}$,

$$
\begin{equation*}
\hat{\tau}(x ; \beta)+\hat{\tau}(y ; \beta)-\hat{\tau}(x+y ; \beta) \geq \kappa(\|x\|+\|y\|-\|x+y\|) \tag{2.20}
\end{equation*}
$$

Let $x(\theta):=(\cos \theta, \sin \theta)$ and $\hat{\tau}(\theta ; \beta):=\hat{\tau}(x(\theta) ; \beta)$. Then the best constant $\kappa$ is

$$
\begin{equation*}
\kappa:=\inf _{\theta}\left(\frac{d^{2}}{d \theta^{2}} \hat{\tau}(\theta ; \beta)+\hat{\tau}(\theta ; \beta)\right)>0 \tag{2.21}
\end{equation*}
$$

The first part of the proposition is proved in [LP] and [Pf2] (Lemma 6.4). The arguments are not restricted to the 2D Ising model. Ioffe [I1] proved an equivalent form of inequality (2.20), but with a non-optimal value of $\kappa$. Inequality (2.20) as stated here first appeared in [V]. The strict positivity of the optimal constant $\kappa$ given in (2.21) follows from the exact expression of $\hat{\tau}(\theta ; \beta)[\mathrm{AA}]$; it is called positive stiffness property.

Remark: Geometrically (2.21) means that the curvature of the Wulff shape is bounded above by $1 / \kappa$. It is well-known that the surface tension is the support function of the Wulff crystal. The following result of Convex Theory is interesting, and appears to be new as far as we know [V]. It characterizes the compact convex bodies $W$ in $\mathbb{R}^{2}$ which have a support function $\hat{\tau}$,

$$
\begin{equation*}
\hat{\tau}(x):=\sup _{y^{*} \in W}\left\langle y^{*}, x\right\rangle \tag{2.22}
\end{equation*}
$$

satisfying the sharp triangle inequality

$$
\begin{equation*}
\hat{\tau}(x)+\hat{\tau}(y)-\hat{\tau}(x+y) \geq K^{\prime}(\|x\|+\|y\|-\|x+y\|) \tag{2.23}
\end{equation*}
$$

In $(2.22)\langle\cdot, \cdot\rangle$ is the Euclidean scalar product. No smoothness of the boundary of $W$ is assumed. Let $W_{1}$ and $W_{2}$ be two convex bodies; we say that $\partial W_{1}$ is tangent to $\partial W_{2}$ at $x^{*}$ if $W_{1}$ and $W_{2}$ have a common support plane at $x^{*}$. We recall the notion of radius of curvature of $W$ at $x^{*}$. Let $U$ be an open neighbourhood of $x^{*}$. Let $\mathcal{I}_{i}\left(x^{*}, U\right)$ be the family of discs $\mathcal{D}$ with the following properties

1. $\partial \mathcal{D}$ is tangent to $\partial W$ at $x^{*}$;
2. $W \cap U \supset \mathcal{D} \cap U$.

We allow the degenerate cases where the disc is a single point or a half-plane. Consequently $\mathcal{T}_{i}\left(x^{*}, U\right) \neq \emptyset$. We denote by $\rho(\mathcal{D})$ the radius of the disc $\mathcal{D}$ and set

$$
\begin{equation*}
\underline{\rho}\left(x^{*}, U\right):=\sup \left\{\rho(\mathcal{D}): \mathcal{D} \in \mathcal{T}_{i}\left(x^{*}, U\right)\right\} . \tag{2.24}
\end{equation*}
$$

Clearly $\underline{\rho}\left(x^{*}, U_{1}\right) \leq \underline{\rho}\left(x^{*}, U_{2}\right)$ if $U_{1} \supset U_{2}$. The lower radius of curvature at $x^{*}$ is defined as

$$
\begin{equation*}
\underline{\rho}\left(x^{*}\right):=\sup \left\{\underline{\rho}\left(x^{*}, U\right): U \text { open neighb. of } x^{*}\right\} . \tag{2.25}
\end{equation*}
$$

Theorem 2.1 Let $W$ be a convex compact body and $\hat{\tau}$ be its support function. Then the following statements are equivalent.

1. The lower radius of curvature of $\partial W$ is uniformly bounded below by $K>0$.
2. There exists a positive constant $K^{\prime}$ such that for any $x, y \in \mathbb{R}^{2}$

$$
\begin{equation*}
\hat{\tau}(x)+\hat{\tau}(y)-\hat{\tau}(x+y) \geq K^{\prime}(\|x\|+\|y\|-\|x+y\|) . \tag{2.26}
\end{equation*}
$$

There is a well-known dual relation between the surface tension at inverse temperature $\beta$ and the decay-rate of the two-point function at the dual temperature $\beta^{*}$, which we recall here. Consider the 2D Ising model on the dual lattice, with coupling constants $J^{*}\left(t, t^{\prime}\right) \equiv 1$, inverse temperature $\beta^{*}$ and free b.c.. The two-point function, or covariance, is

$$
\begin{equation*}
\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle\left(\beta^{*}\right) \quad, \quad t, t^{\prime} \in \mathbb{Z}^{2 *}, \tag{2.27}
\end{equation*}
$$

where $\langle\cdot\rangle\left(\beta^{*}\right)$ denotes expectation value with respect to the infinite volume free b.c. Gibbs measure at inverse temperature $\beta^{*}$. The decay-rate of the two-point function is defined for all $t, t^{\prime} \in \mathbb{Z}^{2 *}$ as

$$
\begin{equation*}
\tau\left(t-t^{\prime} ; \beta^{*}\right):=-\lim _{\substack{k \in \mathbb{N} \\ k \rightarrow \infty}} \frac{1}{k} \ln \left\langle\sigma(k t) \sigma\left(k t^{\prime}\right)\right\rangle\left(\beta^{*}\right) . \tag{2.28}
\end{equation*}
$$

Proposition 2.2 Let $J\left(t, t^{\prime}\right) \equiv 1$. The surface tension $\hat{\tau}(x ; \beta)$ of the $2 D$ Ising model and the decay-rate $\tau\left(x ; \beta^{*}\right)$ are equal,

$$
\begin{equation*}
\hat{\tau}(x ; \beta)=\tau\left(x ; \beta^{*}\right) \quad \forall x . \tag{2.29}
\end{equation*}
$$

Remark. Identity (2.29) has been noticed several times; we refer the reader to [ZA] where a brief historical account with references is given at the beginning of their paper. However, a proof of formula (2.29) does not follow from duality only. There is an exchange of limits, which must be justified (see e.g. [BLP2]). We show in Section 7 that there are cases where the exchange of limits is not valid and that such a relation does not hold.

### 2.3.2 Wall free energy

There is another thermodynamical quantity, which enters into the description of the properties of the interface, the wall free energy. In the phase-coexistence regime it depends on the nature of the bulk phase. Only the difference of wall free energies when the bulk phase is either the + phase or the - phase has an intrinsic meaning. In order to have interesting surface phenomena we single out one part of the boundary of the box $\Lambda_{L}$, the bottom part. (This is reason for our asymmetrical choice of $\Lambda_{L}$.) We choose here the coupling constants of the model as follows.

$$
J\left(t, t^{\prime}\right):= \begin{cases}h>0 & \text { if } t_{2}=0 \text { or } t_{2}^{\prime}=0  \tag{2.30}\\ 1 & \text { otherwise }\end{cases}
$$

We compare the free energy for two different b.c., one being the - b.c. and the other one the $\eta_{ \pm}$b.c., defined as

$$
\eta_{ \pm}(x):= \begin{cases}-1 & \text { if } x \in \partial \Lambda_{L} \text { and } x_{2}=0  \tag{2.31}\\ 1 & \text { if } x \in \partial \Lambda_{L} \text { and } x_{2}>0\end{cases}
$$

We set ${ }^{1}$

$$
\begin{equation*}
\hat{\tau}_{\mathrm{bd}}(\beta, h):=-\lim _{L \rightarrow \infty} \frac{1}{2 L+1} \ln \frac{Z^{\eta_{ \pm}}\left(\Lambda_{L}\right)}{Z^{-}\left(\Lambda_{L}\right)} \tag{2.32}
\end{equation*}
$$

The quantity $\hat{\tau}_{\text {bd }}(\beta, h)$, which gives the difference of two free energies, verifies the fundamental inequalities (2.34) for any $D \geq 2$, [FP1] and [FP2]. Let $n_{w}:=(0,1)$ and set

$$
\begin{equation*}
\hat{\tau}(\beta):=\hat{\tau}\left(n_{w} ; \beta\right) \tag{2.33}
\end{equation*}
$$

for any $\beta$ and any $h$

$$
\begin{equation*}
\left|\hat{\tau}_{\mathrm{bd}}(\beta, h)\right| \leq \hat{\tau}(\beta) \tag{2.34}
\end{equation*}
$$

If $\beta>\beta_{c}$ and $h>0$, then

$$
\begin{equation*}
0<\hat{\tau}_{\mathrm{bd}}(\beta, h) \leq \hat{\tau}(\beta) \tag{2.35}
\end{equation*}
$$

Suppose that $\beta>\beta_{c}$. The difference between the two free energies, per unit length, is interpreted as the free energy, per unit length, of the horizontal interface produced by the boundary condition $\eta_{ \pm}$. If $\hat{\tau}_{\mathrm{bd}}(\beta, h)=\hat{\tau}(\beta)$, then this free energy is equal to the surface tension of an horizontal interface. This indicates that the interface produced by the boundary condition $\eta_{ \pm}$b.c. is not pinned, or in other terms, that we have complete wetting of the wall by the - phase. On the other hand, if $\hat{\tau}_{\mathrm{bd}}(\beta, h)<\hat{\tau}(\beta)$, then this indicates that the interface is pinned, or in other words, that we have partial wetting. What we just described is Cahn's criterion for the wetting transition: when $h>0$ there is partial wetting of the wall if and only if $\hat{\tau}_{\mathrm{bd}}(\beta, h)<\hat{\tau}(\beta)$. In terms of Gibbs states one can prove, $[\mathrm{FP} 1]$ and [FP2], that near the wall all Gibbs states are identical if and only if $\left|\hat{\tau}_{\mathrm{bd}}(\beta, h)\right|=\hat{\tau}(\beta)$. Intuitively this is easy to understand: at the microscopic level the state of the system near the wall is always the state of the - phase near the wall, since the wall is in the complete wetting regime. By contrast, in the partial wetting regime the state near the wall depends on the nature of the bulk phase. The behaviour of Gibbs states near the wall can be distinguished by the order parameter

$$
\begin{equation*}
\lim _{L \rightarrow \infty}\langle\sigma(0,1)\rangle_{\Lambda_{L}}^{\eta}(\beta, h) \tag{2.36}
\end{equation*}
$$
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Figure 1: $\hat{\tau}_{\mathrm{bd}}$ as a function of the magnetic field $h$, for $\beta=1.4 \beta_{c}$.

Fröhlich and Pfister in [FP2] proved that there are several Gibbs states near the bottom wall if and only if

$$
\begin{equation*}
\lim _{L \rightarrow \infty}\langle\sigma(0,1)\rangle_{\Lambda_{L}}^{-}(\beta, h) \neq \lim _{L \rightarrow \infty}\langle\sigma(0,1)\rangle_{\Lambda_{L}}^{\eta^{ \pm}}(\beta, h) \tag{2.37}
\end{equation*}
$$

This occurs if and only if $h<h_{w}$, with $h_{w}=h_{w}(\beta)$, a temperature dependent coupling, which is defined by (see (2.27) in [FP2])

$$
\begin{equation*}
h_{w}(\beta)=\inf \left\{h \geq 0: \lim _{L \rightarrow \infty}\langle\sigma(0,1)\rangle_{\Lambda_{L}}^{-}(\beta, h)=\lim _{L \rightarrow \infty}\langle\sigma(0,1)\rangle_{\Lambda_{L}}^{\eta^{ \pm}}(\beta, h)\right\} \tag{2.38}
\end{equation*}
$$

Using the results of Fröhlich and Pfister [FP1] and [FP2], and those of Pfister and Penrose [PP] one can show that the surface magnetizations computed by McCoy and Wu (see Chapter VI in [MW]) can be identified with the above quantities $\lim _{L \rightarrow \infty}\langle\sigma(0,1)\rangle_{\Lambda_{L}}^{-}(\beta, h)$ and $\lim _{L \rightarrow \infty}\langle\sigma(0,1)\rangle_{\Lambda_{L}}^{\eta^{ \pm}}(\beta, h)$. Therefore $h_{w}$ can be computed from their work, $h_{w}$ being given by formula (5.44) p. 137 of [MW]; it is not difficult to show that an equivalent form of this expression is (2.39), which is the formula given by Abraham for the value of $h_{w}$, where the pinning-depinning transition occurs,

$$
\begin{equation*}
\exp \{2 \beta\}\left\{\cosh 2 \beta-\cosh 2 \beta h_{w}(\beta)\right\}=\sinh 2 \beta \tag{2.39}
\end{equation*}
$$

An equivalent computation of $h_{w}$ based on Cahn's criterion is given in [AC].
Remark. At the time when McCoy and Wu discovered this surface phase transition nobody understood what was physically implied; this surface phase transition was interpreted as a boundary hysteresis phenomenon; this interprestation is however misleading: this transition is not related to any kind of metastability. The plot of the quantities corresponding to $\lim _{L \rightarrow \infty}\langle\sigma(0,1)\rangle_{\Lambda_{L}}^{-}(\beta, h)$ and $\lim _{L \rightarrow \infty}\langle\sigma(0,1)\rangle_{\Lambda_{L}}^{\eta^{ \pm}}(\beta, h)$ is given in Fig.6.6 Chapter VI of [MW].
Besides the extensive computations for the semi-infinite Ising model of McCoy and Wu, Abraham, Abraham and coworkers, we also mention [AY] and [AF]; this list is not exhaustive.

As for the surface tension there is a dual expression for $\hat{\tau}_{\mathrm{bd}}$. We first introduce the twopoint function of the model on the half-infinite lattice

$$
\begin{equation*}
\mathbb{L}^{*}:=\left\{x \in \mathbb{Z}^{2 *}: x_{2} \geq 1 / 2\right\} \tag{2.40}
\end{equation*}
$$

as

$$
\begin{equation*}
\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle_{\mathbb{L}^{*}}\left(\beta^{*}, h^{*}\right):=\lim _{L \rightarrow \infty}\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle_{\Lambda_{L}^{*}}\left(\beta^{*}, h^{*}\right) \tag{2.41}
\end{equation*}
$$

Proposition 2.3 Let the coupling constants be given by (2.30), $h>0$, and let $\beta>\beta_{c}$. Let $\beta^{*}, h^{*}$ be the dual coupling constants, $t, t^{\prime} \in \Lambda_{L}^{*}, t(2)=t^{\prime}(2)=1 / 2$. Then the limit

$$
\begin{equation*}
-\lim _{n \rightarrow \infty} \frac{1}{n} \ln \left\langle\sigma(n t) \sigma\left(n t^{\prime}\right)\right\rangle_{\mathbb{L}^{*}}\left(\beta^{*}, h^{*}\right)=\left|t_{1}-t_{1}^{\prime}\right| \cdot \tau_{\mathrm{bd}}\left(\beta^{*}, h^{*}\right) \tag{2.42}
\end{equation*}
$$

exists and $\tau_{\mathrm{bd}}\left(\beta^{*}, h^{*}\right)=\hat{\tau}_{\mathrm{bd}}(\beta, h)$.

See [PV1] for a proof.

### 2.4 Two-point correlation function

There are close relations between surface tension, resp. wall free energy, and decayrate of the two-point correlation function, resp. boundary two-point correlation function (Propositions 2.2 and 2.3). The next proposition states fundamental estimates about the two-point correlation functions, which we need later on. As in the previous section, see (2.33), $\hat{\tau}(\beta):=\hat{\tau}\left(n_{w} ; \beta\right)$ and $\tau\left(\beta^{*}\right)=\hat{\tau}(\beta)$.

Proposition 2.4 Let $J(e) \equiv 1$. Let $\beta^{*}<\beta_{c}$.

1. There exist positive constants $K$ and $a_{b}$ such that for all $x, y \in \mathbb{Z}^{2 *}$

$$
\begin{equation*}
K \frac{\exp \left\{-\tau\left(y-x ; \beta^{*}\right)\right\}}{\|x-y\|^{a_{b}}} \leq\langle\sigma(x) \sigma(y)\rangle\left(\beta^{*}\right) \leq \exp \left\{-\tau\left(y-x ; \beta^{*}\right)\right\} \tag{2.43}
\end{equation*}
$$

2. Let the coupling constants be given by (2.30), with $h=h^{*}, 0<h^{*}<\infty$. If $\tau_{\mathrm{bd}}\left(\beta^{*}, h^{*}\right)=$ $\tau\left(\beta^{*}\right)$, then there exists a constant $K^{\prime}$ such that for all $x, y \in \mathbb{L}^{*}$, with $x_{2}=y_{2}=1 / 2$,

$$
\begin{equation*}
K^{\prime} \frac{\exp \left\{-\tau\left(\beta^{*}\right)\left|x_{1}-y_{1}\right|\right\}}{\|x-y\|^{3 / 2}} \leq\langle\sigma(x) \sigma(y)\rangle_{\mathbb{L}^{*}}\left(\beta^{*}, h^{*}\right) \leq \exp \left\{-\tau\left(\beta^{*}\right)\left|x_{1}-y_{1}\right|\right\} \tag{2.44}
\end{equation*}
$$

3. Let the coupling constants be given by (2.30), with $h=h^{*}, 0<h^{*}<\infty$. If $\tau_{\mathrm{bd}}\left(\beta^{*}, h^{*}\right)<$ $\tau\left(\beta^{*}\right)$, then there exists a constant $K^{\prime \prime}$ such that for all $x, y \in \mathbb{L}^{*}$, with $x_{2}=y_{2}=1 / 2$,

$$
\begin{equation*}
K^{\prime \prime} \exp \left\{-\tau_{\mathrm{bd}}\left(\beta^{*}, h^{*}\right)\left|x_{1}-y_{1}\right|\right\} \leq\langle\sigma(x) \sigma(y)\rangle_{\mathbb{L}^{*}}\left(\beta^{*}, h^{*}\right) \leq \exp \left\{-\tau_{\mathrm{bd}}\left(\beta^{*}, h^{*}\right)\left|x_{1}-y_{1}\right|\right\} \tag{2.45}
\end{equation*}
$$

Remarks. 1. The upper bounds are well-known consequences of sub-additivity and GKS inequalities, see e.g. [PV1].
2. The lower bound (2.43) has been proved recently by Alexander [Al]; his method is robust and can be applied to different models of statistical mechanics, e.g. percolation, Potts or random-cluster models. The value obtained by this method is not optimal (see next remark).
3. The optimal value in (2.43) is $a_{b}=1 / 2$. Notice that for our purpose the bound (2.43) derived by Alexander is sufficient. However, the determination of the asymptotic behaviour of the two-point function is an important theoretical question. A detailed asymptotic study of the two-point function of the Ising model when $D=2$ is made in Chapter XII of [MW] (in particular (4.39) therein); see the very informative discussion of their results in Section 5 of the same chapter. For dimension $D \geq 2$ the expected behaviour is

$$
\begin{equation*}
\langle\sigma(x) \sigma(y)\rangle\left(\beta^{*}\right)=\varphi\left(n(y-x) ; \beta^{*}\right) \frac{\exp \left\{-\tau\left(y-x ; \beta^{*}\right)\right\}}{\|x-y\|^{\frac{D-1}{2}}} \tag{2.46}
\end{equation*}
$$

with $n(y-x)=(x-y) /\|x-y\|$. Recently Ioffe [I2] proved such a formula for the simple self-avoiding walk on $\mathbb{Z}^{D}, D \geq 2$, with $\varphi: S^{D-1} \rightarrow \mathbb{R}^{+}$an analytic function.
4. The lower bound (2.44) follows again from the work of [MW] when $h^{*}=1$ (Chapter VII, in particular the discussion p.144-145). Using correlation inequalities, it can be extended to the general case as shown in [PV1], Proposition 7.1.
5. The lower bound in (2.45) is proven in [PV1], Proposition 7.1.

## 3 A microscopic model for the pinning transition

We define a microscopic model for a system with two coexisting phases, separated by an interface, where we have a reentrant pinning-depinning transition. Our model is inspired by the work of Patrick [Pa1], who showed that there is a reentrant pinning-depinning transition for the SOS model corresponding to our settings. In a recent work, Patrick and Upton $[\mathrm{PU}]$ studied in the Ising model questions similar to those investigated here. The interesting fact, that we can have reentrant pinning-depinning transition for an Ising model with ferromagnetic coupling constants only is not new. This is for example proved in [ACD] for a different choice of the coupling constants; in our notations this corresponds to

$$
J\left(t, t^{\prime}\right):= \begin{cases}c>0 & \text { if } t_{2}=0 \text { and } t_{2}^{\prime}=1 \text { or vice-versa, }  \tag{3.1}\\ 0 & \text { if } t_{2}=t_{2}^{\prime}=0 \text { or } t_{2}=t_{2}^{\prime}=1, \\ b>0 & \text { if } t_{2}=1 \text { and } t_{2}^{\prime}=2 \text { or vice-versa } \\ 1 & \text { otherwise }\end{cases}
$$

In $[\mathrm{ACD}]$ the two boundary conditions $\eta_{ \pm}$are considered

$$
\eta_{ \pm}(x):= \begin{cases} \pm 1 & \text { if } x \in \Lambda_{L}, x_{2}=0  \tag{3.2}\\ 1 & \text { otherwise }\end{cases}
$$

This model differs from our model; if we integrate over the spins of the row $\left\{x \in \Lambda_{L}\right.$, $\left.x_{2}=1\right\}$, then the resulting Hamiltonian is equivalent to our Hamiltonian defined by the coupling constants (3.3), but with now an effective nonlinear temperature dependent coupling $h=h(T)$ (see formula (11) in [ACD]).

Our method proceeds in two steps. First, we derive a macroscopic variational problem characterizing the typical configurations. This part of the analysis is based on the probabilistic methods developped in Section 6 and following. The main advantage we gain is that these methods are robust (see for example the Appendix). In the second step, we solve explicitly the variational problem. It is at that point that we need the exact expressions of the surface tension and wall free energy.

Let $Q$ be the macroscopic box (2.1) and denote by $W_{Q}:=\{x \in Q: x(2)=0\}$ its bottom wall. We want to describe at the macroscopic level an interface going from the point $A:=(-1, a), 0<a<2$, to the point $B:=(1, b), 0<b<2$, which can be pinned by the bottom wall $W_{Q}$. The idea is to introduce a grid in $Q$ with lattice spacing $1 / L$, $L \in \mathbb{N}$, and to consider an Ising model on that grid. When $L$ tends to infinity we hope to have a good microscopic description of the macroscopic physical situation. It is however more convenient to work with a fixed lattice with lattice spacing unity, when we investigate asymptotic properties of the model for $L$ tending to infinity. Therefore we define the model in the box $\Lambda_{L}$ (see (2.2)). We choose the coupling constants of the model as follows,

$$
J\left(t, t^{\prime}\right):= \begin{cases}h>0 & \text { if } t_{2}=0 \text { or } t_{2}^{\prime}=0  \tag{3.3}\\ 1 & \text { otherwise }\end{cases}
$$

The boundary conditions specify the end-points of one phase-separation line, which is the microscopic manifestation of the interface. The boundary conditions are $\eta_{a b}$,

$$
\eta_{a b}(x):= \begin{cases}+1 & \text { if } x \in \Lambda_{L}, x_{2}=2 L  \tag{3.4}\\ +1 & \text { if } x_{1}=-L \text { and } a L \leq x_{2} \leq 2 L \\ +1 & \text { if } x_{1}=L \text { and } b L \leq x_{2} \leq 2 L \\ -1 & \text { otherwise }\end{cases}
$$

In each spin configuration compatible with $\eta_{a b}$ there is a unique phase-separation line $\lambda$ with end-points in $V_{L}\left(\eta_{a b}\right):=\left\{u^{L}, v^{L}\right\}, u_{1}^{L}=-L$ and $v_{1}^{L}=L$. The normalized partition function is denoted by $Z^{a b}\left(\Lambda_{L}\right) \equiv Z^{\eta_{a b}}\left(\Lambda_{L}\right)$.

Problem: Describe the statistical properties of the phase-separation line $\lambda$ and show that there is reentrant pinning-depinning transition. Derive the macroscopic theory developed in Section 4 from the microscopic theory.

Remark: In [AK] the same model is studied, with similar, but different boundary conditions; the pinning of the interface is used in order to define the contact angle and give an exact derivation of the modified Young equation for partial wetting.

## 4 The variational problem

The interface is a macroscopic deterministic object, whose properties are described by a functional involving the surface tension or the wall free energy. The equilibrium state of the interface is given by the minimum of this functional.

In $Q$ the interface is a simple rectifiable curve $\mathcal{C}$ with end-points $A=(-1, a), 0<a<2$, and $B=(1, b), 0<b<2$. We denote by $\left|\mathcal{C} \cap W_{Q}\right|$ the length of the portion of the interface in contact with the wall $W_{Q}$. Suppose that $[0, t] \rightarrow Q, s \mapsto \mathcal{C}(s)=(u(s), v(s))$, is a parameterization of the interface. The free energy of the interface $\mathcal{C}$ can be written

$$
\begin{equation*}
\mathrm{W}(\mathcal{C}):=\int_{0}^{t} \hat{\tau}(\dot{u}(s), \dot{v}(s)) d s+\left|\mathcal{C} \cap W_{Q}\right| \cdot\left[\hat{\tau}_{\mathrm{bd}}-\hat{\tau}(1,0)\right], \tag{4.1}
\end{equation*}
$$

because the function $\hat{\tau}\left(x_{1}, x_{2}\right)$ is positively homogeneous and $\hat{\tau}\left(x_{1}, x_{2}\right)=\hat{\tau}\left(-x_{2}, x_{1}\right)$. The interface at equilibrium is the minimum of this functional. Therefore we have to solve the

Variational problem: Find the minimum of the functional W among all simple rectifiable open curves in $Q$ with extremities $A=(-1, a)$ and $B=(1, b)$.

Let $\mathcal{D}$ be the straight line from $A$ to $B$ and $\mathcal{W}$ be the curve composed of three straight line segments: from $A$ to a point $P_{1} \in W_{Q}$, from $P_{1}$ to $P_{2} \in W_{Q}$, and from $P_{2}$ to $B$. The points $P_{1}$ resp. $P_{2}$ are such that the angles between the first segment and the wall resp. between the last segment and the wall are equal to $\theta_{Y} \in[0, \pi / 2]$, which is solution of the Herring-Young equation (4.2)

$$
\begin{equation*}
\cos \theta_{Y} \hat{\tau}\left(\theta_{Y}\right)-\sin \theta_{Y} \hat{\tau}^{\prime}\left(\theta_{Y}\right)=\hat{\tau}_{\mathrm{bd}} \tag{4.2}
\end{equation*}
$$

$\mathcal{W}$ is a simple curve in $Q$ if and only if

$$
\begin{equation*}
\theta_{Y} \in\left[\arctan \frac{a+b}{2}, \pi / 2\right) \tag{4.3}
\end{equation*}
$$

Remarks. 1. The choice, $\theta_{Y} \in[0, \pi / 2]$, leads to a different sign at the right-hand side of the Herring-Young equation (4.2) than in [PV2] formulae (1.5) or (4.60); in these latter references we use $\pi-\theta$ instead of $\theta$.
2. For the case under consideration the existence of $\theta_{Y}$ is an immediate consequence of the Winterbottom construction. In our case we have supposed that $h>0$, so that $\hat{\tau}_{\mathrm{bd}}>0$. Since $\tau^{\prime}(\pi / 2)=0$ the case $\theta_{Y}=\pi / 2$ never occurs.

Proposition 4.1 Let $\theta_{Y}$ be the solution of the Herring-Young equation (4.2).

1. If $\tan \theta_{Y} \leq \frac{a+b}{2}$, then the minimum of the variational problem is given by the curve $\mathcal{D}$.
2. If $\pi / 2>\theta_{Y}>\arctan \left(\frac{a+b}{2}\right)$, then the minimum of the variational problem is given by $\mathcal{D}$ if $\mathrm{W}(\mathcal{D})<\mathrm{W}(\mathcal{W})$, by $\mathcal{W}$ if $\mathrm{W}(\mathcal{D})>\mathrm{W}(\mathcal{W})$ and by both $\mathcal{D}$ and $\mathcal{W}$ if $\mathrm{W}(\mathcal{D})=\mathrm{W}(\mathcal{W})$.

Proof. The proof is an easy consequence of the two following lemmas. Lemma 4.1 states that the minimum is a polygonal line.

Lemma 4.1 Let $\mathcal{C}$ be some simple rectifiable parameterized curve with initial point $A$ and final point $B$.

If $\mathcal{C}$ does not intersect the wall, then

$$
\begin{equation*}
\mathrm{W}(\mathcal{C}) \geq \mathrm{W}(\mathcal{D}) \tag{4.4}
\end{equation*}
$$

with equality if and only if $\mathcal{C}=\mathcal{D}$.
If $\mathcal{C}$ intersects the wall, let $t_{1}$ be the first time $\mathcal{C}$ touches the wall and $t_{2}$ the last time $\mathcal{C}$ touches the wall. Let $\widehat{\mathcal{C}}$ be the curve defined by three segments from $A$ to $\mathcal{C}\left(t_{1}\right)$, from $\mathcal{C}\left(t_{1}\right)$ to $\mathcal{C}\left(t_{2}\right)$ and from $\mathcal{C}\left(t_{2}\right)$ to $B$. Then

$$
\begin{equation*}
\mathrm{W}(\mathcal{C}) \geq \mathrm{W}(\widehat{\mathcal{C}}) \tag{4.5}
\end{equation*}
$$

Equality holds if and only if $\mathcal{C}=\widehat{\mathcal{C}}$.

Proof. Since $\hat{\tau}$ is convex and homogeneous, we have in the first case by Jensen's inequality

$$
\begin{equation*}
\mathrm{W}(\mathcal{C})=t \frac{1}{t} \int_{0}^{t} \hat{\tau}(\dot{u}(s), \dot{v}(s)) d s \geq t \hat{\tau}\left(\frac{1}{t} \int_{0}^{t} \dot{u}(s) d s, \frac{1}{t} \int_{0}^{t} \dot{v}(s) d s\right)=\mathrm{W}(\mathcal{D}) . \tag{4.6}
\end{equation*}
$$

The inequality is strict if $\mathcal{C} \neq \mathcal{D}$ as is seen using the sharp triangle inequality (2.20).
In the second case we apply Jensen's inequality to the part of $\mathcal{C}$ between $A$ and $\mathcal{C}\left(t_{1}\right)$ and between $\mathcal{C}\left(t_{2}\right)$ and $B$ to compare with the corresponding straight segments of $\widehat{\mathcal{C}}$. Combining Jensen's inequality and the fact that $\hat{\tau}_{\text {bd }} \leq \hat{\tau}$, we can also compare the part of $\mathcal{C}$ between $\mathcal{C}\left(t_{1}\right)$ and $\mathcal{C}\left(t_{2}\right)$ with the corresponding straight segment of $\widehat{\mathcal{C}}$.

Lemma 4.2 Let $\widehat{\mathcal{C}}$ be a polygonal line from $A$ to $\hat{P}_{1} \in W_{Q}$, then from $\hat{P}_{1}$ to $\hat{P}_{2} \in W_{Q}$, and finally from $\hat{P}_{2}$ to $B$. Let $\theta_{Y}$ be the solution of the Herring-Young equation (4.2). If $\pi / 2>\theta_{Y}>\arctan \left(\frac{a+b}{2}\right)$ then

$$
\begin{equation*}
\mathrm{W}(\widehat{\mathcal{C}}) \geq \mathrm{W}(\mathcal{W}) \tag{4.7}
\end{equation*}
$$

with equality if and only if $\widehat{\mathcal{C}}=\mathcal{W}$.
If $\arctan \left(\frac{a+b}{2}\right) \geq \theta_{Y}$

$$
\begin{equation*}
\mathrm{W}(\widehat{\mathcal{C}})>\mathrm{W}(\mathcal{D}) \tag{4.8}
\end{equation*}
$$

Proof. Let $\theta_{1}$ be the angle of the segment of $\widehat{\mathcal{C}}$ from $A$ to $\hat{P}_{1}$ with the wall $W_{Q}$, and $\theta_{2}$ be the angle of segment from $\hat{P}_{2}$ to $B$ with the wall $W_{Q}$. A necessary and sufficient condition, that the polygonal line $\widehat{\mathcal{C}}$ is a simple polygonal line, is

$$
\begin{equation*}
\frac{a}{\tan \theta_{1}}+\frac{b}{\tan \theta_{2}} \leq 2 \tag{4.9}
\end{equation*}
$$

In particular, we certainly have $\theta_{1} \geq \theta_{a}$, where $\theta_{a}:=\arctan a / 2$, and $\theta_{2} \geq \theta_{b}$, where $\theta_{b}:=\arctan b / 2$. Since we suppose that $a>0$ and $b>0$ we have $\theta_{a}>0$ and $\theta_{b}>0$. We suppose that $\theta_{Y} \in(0, \pi / 2)$, since $\theta_{Y}=0$ occurs only if $\hat{\tau}(0)=\hat{\tau}_{\mathrm{bd}}$, and in that case by Lemma $4.1 \mathrm{~W}(\widehat{\mathcal{C}})>\mathrm{W}(\mathcal{D})$. We compute

$$
\begin{align*}
\mathrm{W}(\widehat{\mathcal{C}}) & =\tau\left(\theta_{1}\right) \frac{a}{\sin \theta_{1}}+\hat{\tau}_{\mathrm{bd}}\left(2-\frac{a}{\tan \theta_{1}}-\frac{b}{\tan \theta_{2}}\right)+\tau\left(\theta_{2}\right) \frac{b}{\sin \theta_{2}}  \tag{4.10}\\
& =g\left(\theta_{1}, a\right)+g\left(\theta_{2}, b\right)
\end{align*}
$$

where

$$
\begin{equation*}
g(\theta, x):=\tau(\theta) \frac{x}{\sin \theta}+\hat{\tau}_{\mathrm{bd}}\left(1-\frac{x}{\tan \theta}\right) \tag{4.11}
\end{equation*}
$$

Since $\theta_{Y}$ is solution of (4.2)

$$
\begin{equation*}
\frac{\partial}{\partial \theta} g\left(\theta_{Y}, x\right)=\frac{x}{\sin ^{2} \theta_{Y}}\left(\sin \theta_{Y} \tau^{\prime}\left(\theta_{Y}\right)-\cos \theta_{Y} \tau\left(\theta_{Y}\right)+\hat{\tau}_{\mathrm{bd}}\right)=0 \tag{4.12}
\end{equation*}
$$

The second derivative of $g(\theta, x)$ is

$$
\begin{equation*}
\frac{\partial^{2}}{\partial \theta^{2}} g(\theta, x)=\frac{x\left(\tau(\theta)+\tau^{\prime \prime}(\theta)\right)}{\sin \theta}-\frac{2}{\tan \theta} \frac{\partial}{\partial \theta} g(\theta, x) \tag{4.13}
\end{equation*}
$$

Therefore, for $\theta \in(0, \pi / 2]$, we have

$$
\begin{equation*}
\frac{\partial}{\partial \theta} g(\theta, x)=x \int_{\theta_{Y}}^{\theta} \exp \left\{-\int_{\gamma}^{\theta} \frac{2}{\tan \alpha} d \alpha\right\} \frac{\tau(\gamma)+\tau^{\prime \prime}(\gamma)}{\sin \gamma} d \gamma \tag{4.14}
\end{equation*}
$$

Since $\tau$ has positive stiffness, i.e. $\tau(\theta)+\tau^{\prime \prime}(\theta)>0$, (4.14) implies that $\theta_{Y}$ is an absolute minimum of $g(\theta, x)$ over the interval $(0, \pi / 2]$, and that $g$ is strictly monotonous over the intervals $\left(\theta_{Y}, \pi / 2\right]$ and $\left(0, \theta_{Y}\right)$. Therefore

$$
\begin{equation*}
\mathrm{W}(\widehat{\mathcal{C}}) \geq g\left(\theta_{Y}, a\right)+g\left(\theta_{Y}, b\right) \tag{4.15}
\end{equation*}
$$

If (4.3) holds, then (4.15) implies $\mathrm{W}(\widehat{\mathcal{C}}) \geq \mathrm{W}(\mathcal{W})$, because in that case

$$
\begin{equation*}
g\left(\theta_{Y}, a\right)+g\left(\theta_{Y}, b\right)=\mathrm{W}(\mathcal{W}) \tag{4.16}
\end{equation*}
$$

If (4.14) does not hold, $\mathcal{W}$ is not a simple line and is not even necessarily inside $Q$. The two segments from $A$ to the wall and from $B$ to the wall intersect at some point $P \in Q$. Let $\widehat{\mathcal{W}}$ be the simple polygonal curve going from $A$ to $P$, then from $P$ to $B$. A simple application of Lemma 4.1, using the fact that $\hat{\tau}(1,0) \geq \hat{\tau}_{\text {bd }}$, gives

$$
\begin{equation*}
g\left(\theta_{Y}, a\right)+g\left(\theta_{Y}, b\right) \geq \mathrm{W}(\widehat{\mathcal{W}}) \tag{4.17}
\end{equation*}
$$

Applying again Lemma 4.1 we get

$$
\begin{equation*}
\mathrm{W}(\widehat{\mathcal{W}})>\mathrm{W}(\mathcal{D}) \tag{4.18}
\end{equation*}
$$



Figure 2: A sequence of phase-transition lines, separating the phase in which the interface is a straight line and the phase in which it is pinned to the wall. The shaded area corresponds to the value of $(T, h)$ so that $\hat{\tau}_{\mathrm{bd}}(\beta, h)<\hat{\tau}((1,0) ; \beta)$. The four curves correspond to: i) $a=0.1, b=0.1$; ii) $a=0.1, b=0.2$; iii) $a=0.1, b=0.4$; iv) $a=0.4, b=0.4$. Observe that the system in case i) exhibits reentrance (see also Fig. $3)$.


Figure 3: This figure shows part of the phase-transition line for $a=0.1, b=0.1$ (left), and $a=0.1, b=0.12$ (right). For values of the parameters $T$ and $h$ below these curves the interface is pinned, while it is a straight line above these curves. Increasing the temperature along the dashed lines, we see that the system exhibits reentrance; this corresponds to the two situations discussed in the introduction.

## 5 Reentrance and pinning transition

The results of section 4 show that, when the parameters $a$ and $b$ are well-chosen, the system under consideration can undergo a phase transition from a phase in which the interface is pinned to the wall on a macroscopic distance to a phase in which it does not touch the wall. It is interesting to consider the corresponding phase diagram, which is obtained using the explicit expressions for the massgap of the 2-point function and the massgap of the boundary 2 -point function (by duality this provides exact expressions for the surface tension and wall free energy). The expressions we use are the following

$$
\begin{align*}
\hat{\tau}(\theta ; \beta) & =|\cos \theta| \sinh ^{-1}(\alpha|\cos \theta|)+|\sin \theta| \sinh ^{-1}(\alpha|\sin \theta|)  \tag{5.1}\\
\alpha & =\frac{2}{b}\left(\left(1-b^{2}\right) /\left(1+\sqrt{\left.\sin ^{2} 2 \theta+b^{2} \cos ^{2} 2 \theta\right)}\right)^{1 / 2}\right. \\
b & =2 \sinh 2 \beta \cosh ^{-2} 2 \beta .
\end{align*}
$$

and for $0 \leq h<h_{w}(\beta)$, with $\beta^{*}$ and $h^{*}$ the dual coupling constants to $\beta$ and $h$,

$$
\begin{equation*}
\cosh \hat{\tau}_{\mathrm{bd}}(\beta, h)=\cosh ^{2}\left(\beta^{*}\right) \operatorname{coth}\left(2 \beta^{*} h^{*}\right)-\sinh ^{2}\left(\beta^{*}\right) \operatorname{coth}\left[2 \beta^{*}\left(h^{*}-1\right)\right] . \tag{5.2}
\end{equation*}
$$

They can be found, for example, in [MW] (equ. (4.39) of Chapter XII and equ. (5.29) of chapter VII). Figure 2 shows a set of phase-transition lines, depending on the parameters $a$ and $b$, in the $T-h$ plane ( $T=1 / k \beta$ being the temperature). The shaded area corresponds to the set of parameters

$$
\begin{equation*}
\left\{(T, h): \hat{\tau}_{\mathrm{bd}}(\beta, h)<\hat{\tau}((1,0) ; \beta)\right\} . \tag{5.3}
\end{equation*}
$$

In other words, the boundary of that region is the wetting transition line: If we set $a=b=0$, then for values of the temperature and boundary magnetic field inside this set, the phase-separation line is pinned to the wall microscopically (partial wetting), while for values of the parameters outside this set it takes off and fluctuates far from the wall (complete wetting). Notice that in the macroscopic limit, the interface lies always along the wall in this case. The four curves i) to iv) in Figure 2 represent the phase-transition line for various values of the parameters $a>0$ and $b>0$. For any value of the parameters $\beta$ and $h$ above the phase-transition line, the system's interface is the straight line, while, for any value of these parameters below the curve, it is pinned. Clearly, since $a$ and $b$ are strictly positive, the phase-transition line must be inside the shaded region (when $\hat{\tau}_{\mathrm{bd}}(\beta, h)=\hat{\tau}((1,0) ; \beta)$, Jensen's inequality implies that the interface is always a straight line).
The phenomenon of reentrance described in the introduction can be seen in Figures 2 and 3. Suppose $a=b=0.2$ and $h$ is slightly above 0.8 (this corresponds to the dashed line of the first picture in Fig. 3). At very low temperature, the interface does not touch the wall; if we increase the temperature, then there is a first transition and the interface becomes tied to the wall; if we increase further the temperature, then a second transition takes place and the interface is again the straight line; finally, at $T=T_{c}$, the system becomes disordered. In fact for slightly different values of $a$ and $b$, there can even be one more transition, as shown in the second picture of Figure 3.

## 6 High-temperature representation

We give the main results about the high-temperature representation of the Ising model. These results are not restricted to dimension 2 , but for simplicity we consider only this case; we also use a definition of contour adapted to this particular case. We stress that the hightemperature representation is a non-perturbative approach; the basic objects in the hightemperature representation are defined for all positive $\beta$ and we apply this representation for all $\beta<\beta_{c}$. The results are essential for the rest of our analysis, in particular Lemmas 6.9 and 6.11 about random-line representations of the two-point correlation function, and Lemmas 6.10 and 6.13 , which characterize those random-lines, which give the main contribution to the two-point correlation function.

### 6.1 Ising model on a finite graph

We consider here the high-temperature representation of the Ising model with free boundary conditions, but we could treat + boundary conditions. The correct point of view is to define the model on a graph $\mathcal{G}=(V, B)$; to each vertex $t \in V$ of the graph we associate a spin variable $\sigma(t)$ and to each bond $e=\left\langle t, t^{\prime}\right\rangle \in B$ a nonnegative coupling constant $K(e)=K\left(t, t^{\prime}\right)$, which takes into account the inverse temperature, so that in the applications $K(e)=\beta^{*} J^{*}(e)$. The Gibbs measure on $\mathcal{G}$ is

$$
\begin{equation*}
\frac{\exp \left\{\sum_{e=\left\langle t, t^{\prime}\right\rangle \in B} K(e) \sigma(t) \sigma\left(t^{\prime}\right)\right\}}{\Xi(\mathcal{G})} . \tag{6.1}
\end{equation*}
$$

The constant $\Xi(\mathcal{G})$ is the partition function,

$$
\begin{align*}
\Xi(\mathcal{G}): & =\sum_{\sigma(t)= \pm 1, t \in V} \exp \left\{\sum_{e=\left\langle t, t^{\prime}\right\rangle \in B} K(e) \sigma(t) \sigma\left(t^{\prime}\right)\right\}  \tag{6.2}\\
& =\sum_{\sigma(t)= \pm 1, t \in V} \prod_{e=\left\langle t, t^{\prime}\right\rangle \in B} \cosh K(e)\left(1+\sigma(t) \sigma\left(t^{\prime}\right) \tanh K(e)\right) .
\end{align*}
$$

Expectation values with respect to the probability measure (6.1) are denoted by $\langle\cdot\rangle_{\mathcal{G}}$. All graphs are subgraphs of $\left(\mathbb{Z}^{2 *}, \mathcal{E}^{*}\right)$ where $\mathbb{Z}^{2 *}$ is the lattice

$$
\begin{equation*}
\mathbb{Z}^{2 *}:=\left\{x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}: x+(1 / 2,1 / 2) \in \mathbb{Z}^{2}\right\} ; \tag{6.3}
\end{equation*}
$$

$\mathcal{E}^{*}$ the set of all bonds of $\mathbb{Z}^{2 *}$, i.e. the set of all $e=\left\langle t, t^{\prime}\right\rangle,\left\{t, t^{\prime}\right\}$ a pair of nearest neighbours points of $\mathbb{Z}^{2 *}$. We make the following convention. If $V \subset \mathbb{Z}^{2 *}$, then $\mathcal{E}(V):=\left\{\left\langle t, t^{\prime}\right\rangle \in \mathcal{E}^{*}\right.$ : $\left.t, t^{\prime} \in V\right\}$ and the graph generated by $V$ is $\mathcal{G}(V):=(V, \mathcal{E}(V))$. Similarly, if $B \subset \mathcal{E}^{*}$, then $V(B):=\left\{t \in \mathbb{Z}^{2 *}: \exists t^{\prime},\left\langle t, t^{\prime}\right\rangle \in B\right\}$ and the graph generated by $B$ is $\mathcal{G}(B):=(V(B), B)$.

Let $\mathcal{G}=(V, B)$ be a graph. We need the following geometric notions. Let $B_{1} \subset B$. The index of a site $t$ in $B_{1}$ is the number of bonds of $B_{1}$, which are adjacent to $t$. The boundary of $B_{1}$ is the subset of $V \delta B:=\left\{t \in V\right.$ : index of $t$ in $B_{1}$ is odd $\}$. A path is an ordered sequence of sites and bonds, $t_{0}, e_{0}, t_{1}, e_{1}, \ldots, t_{n}$, where $t_{i} \in V$ for all $i=0, \ldots n$, and $e_{j}=\left\langle t_{j}, t_{j+1}\right\rangle \in B, j=0, \ldots, n-1$. By definition all bonds of a path are different, but not necessarily all sites of the path. The initial point of the path is $t_{0}$ and the final point is $t_{n}$. A path is closed if its final point coincides with its initial point; otherwise it is open. Unoriented paths are called contours. Given $B_{1} \subset B$ we can decompose $B_{1}$ uniquely into a finite number of contours by the following procedure.

1. If $\delta B_{1}=\emptyset$, then choose a bond $e=\left\langle t, t^{\prime}\right\rangle$ in $B_{1}$ and set $t_{0}:=t, e_{0}:=e$ and $t_{1}=t^{\prime}$. The path is uniquely continued using rule $A$ specified in the picture below and by requiring that it is maximal and that its final point is $t_{0}$. We have thus defined a closed path; forgetting the orientation this defines uniquely a closed contour. Repeat this construction until all bonds of $B_{1}$ belong to some contour.

the dots denote initial points of open paths
2. If $\delta B_{1} \neq \emptyset$, then choose first $t \in \delta B_{1}$, and set $t_{0}:=t$. Then choose $e_{0}$ among the adjacent bonds to $t_{0}$ according to rules $A^{\prime}$ specified in the picture below. Initial points are marked by dots in the picture specifying the rules $A^{\prime}$. The path is uniquely continued using rules $A$ and $A^{\prime}$ and by requiring that it is maximal and its final point $t_{n} \in \delta B_{1}$. We have thus defined an open path, since $t_{0} \neq t_{n}$; forgetting the orientation this defines uniquely an open contour. Repeat this construction starting with a new point of $\delta B_{1}$ until all points of $\delta B_{1}$ belong to some open contours; if there are still bonds of $B_{1}$ which do not belong to some contours, then do the construction 1. above.

Let $\underline{\theta}=\left\{\theta_{1}, \ldots, \theta_{n}\right\}$ be a family of contours; we denote by $\mathcal{E}\left(\theta_{1}, \ldots, \theta_{n}\right)$ the set of all bonds of the contours $\theta_{1}, \ldots, \theta_{n}$. We say that $\underline{\theta}$ is compatible if either $\mathcal{E}\left(\theta_{1}, \ldots, \theta_{n}\right)=\emptyset$ or $\left\{\theta_{1}, \ldots, \theta_{n}\right\}$ is the decomposition into contours of the set $\mathcal{E}\left(\theta_{1}, \ldots, \theta_{n}\right)$. If we want to stress the condition that each contour is a contour of the graph $\mathcal{G}$, then we say that $\underline{\theta}$ is $\mathcal{G}$-compatible. Notice that the notion of compatibility introduced here is purely geometrical; it is different from the notion of compatibility defined in subsection 2.1.

Let $e$ be a bond and $B(e)$ the set formed by $e$ and all bonds of $\mathcal{E}^{*}$, which are adjacent to $e$. The edge-boundary of $e$ is the set of bonds of the contour $\Delta(e) \ni e$ of the decomposition of $B(e)$ into contours. Let $B_{1} \subset \mathcal{E}^{*}$; the edge-boundary $\Delta\left(B_{1}\right)$ of $B_{1}$ is $\Delta\left(B_{1}\right):=\cup_{e \in B_{1}} \Delta(e)$. The next lemma is proven in [PV1]; its proof is not difficult.

Lemma 6.1 Let $\underline{\theta}$ be a family of compatible contours. Then a non-empty compatible family of $n$ closed contours $\underline{\gamma}=\left\{\gamma_{1}, \ldots, \gamma_{n}\right\}$ is compatible with $\underline{\theta}$, that is $\underline{\gamma} \cup \underline{\theta}$ is compatible, if and only if no bond of $\gamma_{i}$ is a bond of $\Delta(\underline{\theta}), \forall i=1, \ldots, n$.


Two bonds $e, e^{\prime}$ and a contour $\theta$ with their edge-boundaries $\Delta(e), \Delta\left(e^{\prime}\right), \Delta(\theta)$

We define the high-temperature representation of the model. The partition function $\Xi(\mathcal{G})$ is given in (6.2). We expand the product in (6.2). Each term of the expansion is labelled by a set of bonds $\left\langle t, t^{\prime}\right\rangle$ : we specify the bonds corresponding to the factors $\tanh K(e)$. Then we sum over $\sigma(t), t \in V$; after summation only terms labelled by sets of bonds with empty boundary give a non-zero contribution. Any term of the expansion of (6.2), which gives a non-zero contribution, can be uniquely labelled by a $\mathcal{G}$-compatible family $\underline{\gamma}$ of closed contours. Let $e$ be a bond, $\theta$ a contour and $\underline{\theta}$ a compatible family of contours; we set

$$
\begin{equation*}
w(e):=\tanh K(e), w(\theta):=\prod_{e \in \theta} w(e), w(\underline{\theta}):=\prod_{\theta \in \underline{\theta}} w(\theta) . \tag{6.4}
\end{equation*}
$$

If $\underline{\theta}=\emptyset$, then $w(\underline{\theta}):=1 . \Xi(\mathcal{G})$ can be written as $(|V|$ is the cardinality of $V)$

$$
\begin{equation*}
\Xi(\mathcal{G})=2^{|V|} \prod_{e \in B} \cosh K(e) \sum_{\substack{\gamma: \delta \mathcal{\gamma}=\emptyset \\ \overline{\mathcal{G}}-\text { comp. }}} w(\underline{\gamma}) \equiv 2^{|V|} \prod_{e \in B} \cosh K(e) \cdot Z(\mathcal{G}), \tag{6.5}
\end{equation*}
$$

with $Z(\mathcal{G})$ the normalized partition function,

$$
\begin{equation*}
Z(\mathcal{G}):=\sum_{\substack{\gamma: \delta \gamma=\emptyset \\ \overline{\mathcal{G}} \text {-comp. }}} w(\underline{\gamma}) . \tag{6.6}
\end{equation*}
$$

Notice that $Z\left(\mathcal{G}_{1}\right)=Z\left(\mathcal{G}_{2}\right)$ if the two graphs $\mathcal{G}_{i}=\left(V_{i}, B_{i}\right), i=1,2$, have the same set of closed contours. More generally, given any $\mathcal{G}$-compatible family $\underline{\theta}$ of contours, we set

$$
\begin{equation*}
Z(\mathcal{G} \mid \underline{\theta}):=\sum_{\substack{\gamma \cup \delta: \delta \underline{\gamma}=\emptyset \\ \underline{\gamma} \cup \underline{\theta} \mathcal{G}-\text { comp. }}} w(\underline{\gamma}) \tag{6.7}
\end{equation*}
$$

We define a weight $q_{\mathcal{G}}(\underline{\theta})$ for an arbitrary family $\underline{\theta}$,

$$
q_{\mathcal{G}}(\underline{\theta}):= \begin{cases}w(\underline{\theta}) \frac{Z(\mathcal{G} \mid \underline{\theta})}{Z(\mathcal{G})} & \text { if } \underline{\theta} \text { is } \mathcal{G} \text {-compatible }  \tag{6.8}\\ 0 & \text { otherwise }\end{cases}
$$

The usefulness of the weights $q_{\mathcal{G}}(\underline{\theta})$ comes from the following representation of the correlation function $\left\langle\prod_{t \in A} \sigma(t)\right\rangle_{\mathcal{G}}$. If the cardinality of $A$ is odd, then by symmetry $\left\langle\prod_{t \in A} \sigma(t)\right\rangle_{\mathcal{G}}=$ 0 . Suppose that $|A|=2 m, m \geq 1$. We expand the numerator of $\left\langle\prod_{t \in A} \sigma(t)\right\rangle_{\mathcal{G}}$ as above. The presence of the variables $\sigma(t), t \in A$, implies that the only terms in the expansion of the numerator of $\left\langle\prod_{t \in A} \sigma(t)\right\rangle_{\mathcal{G}}$, which give non-zero contributions, are those labelled by compatible families of contours containing a sub-family $\underline{\lambda}=\left\{\lambda_{1}, \ldots, \lambda_{m}\right\}$ of $m$ open contours such that $\delta \underline{\lambda}=A$. Summing over all closed contours for a given family of $m$ open contours $\underline{\lambda}$, we get a contribution to the numerator equal to $w(\underline{\lambda}) Z(\mathcal{G} \mid \underline{\lambda})$. We can therefore write the key-identity, a random-line representation for the even correlation function,

$$
\begin{equation*}
\left\langle\prod_{t \in A} \sigma(t)\right\rangle_{\mathcal{G}}=\sum_{\underline{\lambda}: \delta \underline{\lambda}=A} q_{\mathcal{G}}(\underline{\lambda}) . \tag{6.9}
\end{equation*}
$$

From now on, if we specify the graph $\mathcal{G}$ by its set of vertices $V \subset \mathbb{Z}^{2 *}$, then we write $\langle\cdot\rangle_{V}$ and $q_{V}(\underline{\lambda})$ instead of $\langle\cdot\rangle_{\mathcal{G}(V)}$ and $q_{\mathcal{G}(V)}(\underline{\lambda})$. Our first application of (6.9) is

Lemma 6.2 Let $\Lambda_{L}$ be the square box (2.2) and $\Lambda_{L}^{*}$ its dual box. Let $\eta$ be boundary conditions for $\Lambda_{L}$ and $V_{L}(\eta) \subset \mathbb{Z}^{2 *}$ the set of end-points of the phase-separation lines of the configurations in $\Lambda_{L}$ with $\eta$ boundary conditions. Then

$$
\begin{equation*}
\sum_{\underline{\lambda}} q_{\Lambda_{L}}^{\eta}(\underline{\lambda})=\left\langle\prod_{t \in V_{L}(\eta)} \sigma(t)\right\rangle_{\Lambda_{L}^{*}} \tag{6.10}
\end{equation*}
$$

Proof. Since $\Lambda_{L}$ is a square box, the set of $\eta$ compatible families of contours in $\Lambda_{L}$ coincides with the set of compatible families of contours $\underline{\theta}$ of the graph $\mathcal{G}\left(\Lambda_{L}^{*}\right)$ such that $\delta \underline{\theta}=V_{L}(\eta)$. By duality (compare (2.10) and (6.9)),

$$
\begin{equation*}
q_{\Lambda_{L}}^{\eta}(\underline{\lambda})=q_{\Lambda_{L}^{*}}(\underline{\lambda}) \tag{6.11}
\end{equation*}
$$

Lemma 6.3 Let $\mathcal{G}=(V, B)$ be a graph and $\underline{\theta}$ a $\mathcal{G}$-compatible family of contours. Then $\frac{Z(\mathcal{G} \mid \underline{\theta})}{Z(\mathcal{G})}$ is a decreasing function of $K(e)$ for any $e \in B$. If $\mathcal{G}^{\prime}=\left(V^{\prime}, B^{\prime}\right)$ and $V \subset V^{\prime}$, $B \subset B^{\prime}$, then $q_{\mathcal{G}}(\underline{\theta}) \geq q_{\mathcal{G}^{\prime}}(\underline{\theta})$.

Proof. Let $B_{1}:=B \backslash \Delta(\underline{\theta})$ and $\mathcal{G}\left(B_{1}\right)$ be the graph defined by this set $B_{1}$ of bonds. Let $V\left(B_{1}\right)$ be the set of vertices of $\mathcal{G}\left(B_{1}\right)$. By Lemma 6.1 we have,

$$
\begin{equation*}
Z(\mathcal{G} \mid \underline{\theta})=Z\left(\mathcal{G}\left(B_{1}\right)\right) \tag{6.12}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\ln \frac{Z(\mathcal{G} \mid \underline{\theta})}{Z(\mathcal{G})}=\ln \frac{\Xi\left(\mathcal{G}\left(B_{1}\right)\right)}{\Xi(\mathcal{G})}+\ln \prod_{e \in \Delta(\underline{\theta})} \cosh K(e)+\ln 2\left(|V|-\left|V\left(B_{1}\right)\right|\right) . \tag{6.13}
\end{equation*}
$$

If $e=\left\langle t, t^{\prime}\right\rangle \in B_{1}$, then

$$
\begin{equation*}
\frac{\partial}{\partial K(e)} \ln \frac{Z(\mathcal{G} \mid \underline{\theta})}{Z(\mathcal{G})}=\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle_{\mathcal{G}\left(B_{1}\right)}-\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle_{\mathcal{G}} \leq 0 \tag{6.14}
\end{equation*}
$$

by GKS-inequalities, since $V\left(B_{1}\right) \subset V$. If $e=\left\langle t, t^{\prime}\right\rangle \in \Delta(\underline{\theta})$, then

$$
\begin{equation*}
\frac{\partial}{\partial K(e)} \ln \frac{Z(\mathcal{G} \mid \underline{\theta})}{Z(\mathcal{G})}=-\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle_{\mathcal{G}}+\tanh K(e) \leq 0 \tag{6.15}
\end{equation*}
$$

since by GKS-inequalities

$$
\begin{equation*}
\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle_{\mathcal{G}} \geq\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle_{\left\{t, t^{\prime}\right\}}=\tanh K(e) \tag{6.16}
\end{equation*}
$$

We make the following convention. If $\underline{\theta_{1}}$ and $\underline{\theta_{2}}$ are two compatible families of contours, such that $\mathcal{E}\left(\underline{\theta_{1}}\right) \cap \mathcal{E}\left(\underline{\theta_{2}}\right)=\emptyset$, then the decomposition of $\mathcal{E}\left(\underline{\theta_{1}}\right) \cup \mathcal{E}\left(\underline{\theta_{2}}\right)$ into contours does not coincide necessarily with $\underline{\theta_{1}} \cup \underline{\theta_{2}}$. In such a situation we interpret $q_{\mathcal{G}}\left(\underline{\theta_{1}} \cup \underline{\theta_{2}}\right)$ as the weight of the family of contours of the decomposition of $\mathcal{E}\left(\underline{\theta_{1}}\right) \cup \mathcal{E}\left(\underline{\theta_{2}}\right)$ if necessary .

Lemma 6.4 Let $\underline{\theta_{1}}$ and $\underline{\theta_{2}}$ be two compatible families of contours of the graph $\mathcal{G}=(V, B)$, such that $\mathcal{E}\left(\underline{\theta_{1}}\right) \cap \overline{\mathcal{E}}\left(\underline{\theta_{2}}\right)=\emptyset$. Let $\mathcal{G}^{\prime}$ be the graph defined by the set of bonds $\left(B \backslash \Delta\left(\underline{\theta_{2}}\right)\right) \cup$ $\left(\Delta\left(\underline{\theta_{2}}\right) \cap \mathcal{E}\left(\underline{\theta_{1}}\right)\right)$. If $\Delta\left(\underline{\theta_{2}}\right) \cap \mathcal{E}\left(\underline{\theta_{1}}\right)=\emptyset$, then

$$
\begin{equation*}
q_{\mathcal{G}}\left(\underline{\theta_{1}} \cup \underline{\theta_{2}}\right)=q_{\mathcal{G}^{\prime}}\left(\underline{\theta_{1}}\right) q_{\mathcal{G}}\left(\underline{\theta_{2}}\right) \tag{6.17}
\end{equation*}
$$

If $\Delta\left(\underline{\theta_{2}}\right) \cap \mathcal{E}\left(\underline{\theta_{1}}\right) \neq \emptyset$, then

$$
\begin{equation*}
q_{\mathcal{G}}\left(\underline{\theta_{1}} \cup \underline{\theta_{2}}\right) \geq q_{\mathcal{G}^{\prime}}\left(\underline{\theta_{1}}\right) q_{\mathcal{G}}\left(\underline{\theta_{2}}\right) . \tag{6.18}
\end{equation*}
$$

In both cases

$$
\begin{equation*}
q_{\mathcal{G}}\left(\underline{\theta_{1}} \cup \underline{\theta_{2}}\right) \geq q_{\mathcal{G}}\left(\underline{\theta_{1}}\right) q_{\mathcal{G}}\left(\underline{\theta_{2}}\right) . \tag{6.19}
\end{equation*}
$$

Proof. We have

$$
\begin{equation*}
q_{\mathcal{G}}\left(\underline{\theta_{1}} \cup \underline{\theta_{2}}\right)=w\left(\underline{\theta_{1}}\right) w\left(\underline{\theta_{2}}\right) \frac{Z\left(\mathcal{G} \mid \underline{\theta_{1}} \cup \underline{\theta_{2}}\right)}{Z(\mathcal{G})}=w\left(\underline{\theta_{1}}\right) \frac{Z\left(\mathcal{G} \mid \underline{\theta_{1}} \cup \underline{\theta_{2}}\right)}{Z\left(\mathcal{G}^{\prime}\right)} w\left(\underline{\theta_{2}}\right) \frac{Z\left(\mathcal{G}^{\prime}\right)}{Z(\mathcal{G})} . \tag{6.20}
\end{equation*}
$$

A family of closed contours $\underline{\gamma}$ of $\mathcal{G}$ contributes to $Z\left(\mathcal{G} \mid \underline{\theta_{1}} \cup \underline{\theta_{2}}\right)$ if and only if

$$
\begin{equation*}
\underline{\gamma} \cap\left(\Delta\left(\underline{\theta_{1}}\right) \cup \Delta\left(\underline{\theta_{2}}\right)\right)=\left(\underline{\gamma} \cap \Delta\left(\underline{\theta_{1}}\right)\right) \cup\left(\underline{\gamma} \cap \Delta\left(\underline{\theta_{2}}\right)\right)=\emptyset . \tag{6.21}
\end{equation*}
$$

This is equivalent to say that $\underline{\gamma}$ is a family of closed contours of the graph $\mathcal{G}^{\prime}$ and $\underline{\gamma} \cap \Delta\left(\underline{\theta_{1}}\right)=$ $\emptyset$. Therefore (see Lemma 6.1)

$$
\begin{equation*}
Z\left(\mathcal{G} \mid \underline{\theta_{1}} \cup \underline{\theta_{2}}\right)=Z\left(\mathcal{G}^{\prime} \mid \underline{\theta_{1}}\right) . \tag{6.22}
\end{equation*}
$$

If $\Delta\left(\underline{\theta_{2}}\right) \cap \mathcal{E}\left(\underline{\theta_{1}}\right)=\emptyset$, then $\mathcal{G}^{\prime}$ is the graph defined by the set of bonds $B \backslash \Delta\left(\underline{\theta_{2}}\right)$; hence

$$
\begin{equation*}
Z\left(\mathcal{G}^{\prime}\right)=Z\left(\mathcal{G} \mid \underline{\theta_{2}}\right) . \tag{6.23}
\end{equation*}
$$

If $\Delta\left(\underline{\theta_{2}}\right) \cap \mathcal{E}\left(\underline{\theta_{1}}\right) \neq \emptyset$, then

$$
\begin{equation*}
Z\left(\mathcal{G}^{\prime}\right) \geq Z\left(\mathcal{G} \mid \underline{\theta_{2}}\right), \tag{6.24}
\end{equation*}
$$

since the graph $\mathcal{G}^{\prime}$ contains some bonds of $\Delta\left(\underline{\theta_{2}}\right)$. The last affirmation follows from the above results and Lemma 6.3.

Let $\lambda_{1}$ and $\lambda_{2}$ be two open contours such that $\delta \lambda_{1}=\{x, y\}$ and $\delta \lambda_{2}=\{u, v\}$. We say that $\lambda_{1}$ and $\lambda_{2}$ are disjoint if either they are compatible or $\mathcal{E}\left(\lambda_{1}\right) \cap \mathcal{E}\left(\lambda_{2}\right)=\emptyset$ and the decomposition of $\mathcal{E}\left(\lambda_{1}\right) \cup \mathcal{E}\left(\lambda_{2}\right)$ into contours is a single contour. If $\lambda_{1}$ and $\lambda_{2}$ are disjoint, then we write $\lambda_{1} \amalg \lambda_{2}$ the family $\left\{\lambda_{1}, \lambda_{2}\right\}$ or the single contour of the decomposition into contours of $\mathcal{E}\left(\lambda_{1}\right) \cup \mathcal{E}\left(\lambda_{2}\right)$. Notice that when $\lambda_{1} \amalg \lambda_{2}=\lambda$ is a single contour, then $\{x, y\} \cap\{u, v\} \neq \emptyset$.

Lemma 6.5 Let $\lambda_{1}$ and $\lambda_{2}$ be two open contours such that $\delta \lambda_{1}=\{x, y\}$ and $\delta \lambda_{2}=\{u, v\}$. Then

$$
\begin{equation*}
\sum_{\substack{\lambda: \lambda=\lambda_{1} \amalg \lambda_{2} \\ \delta \lambda_{1}=\{x, y\}, \delta \lambda_{2}=\{u, v\}}} q_{\mathcal{G}}(\lambda) \leq \sum_{\substack{\lambda_{1}: \\ \delta \lambda_{1}=\{x, y\}}} q_{\mathcal{G}}\left(\lambda_{1}\right) \sum_{\substack{\lambda_{2}: \\ \delta \lambda_{2}=\{u, v\}}} q_{\mathcal{G}}\left(\lambda_{2}\right) . \tag{6.25}
\end{equation*}
$$

Proof. The proof is easy if $\lambda_{1} \amalg \lambda_{2}=\left\{\lambda_{1}, \lambda_{2}\right\}$. Indeed, from Lemma 6.4, since $\mathcal{E}\left(\lambda_{1}\right) \cap$ $\Delta\left(\lambda_{2}\right)=\emptyset$,

$$
\begin{equation*}
q_{\mathcal{G}}(\lambda)=q_{\mathcal{G}^{\prime}}\left(\lambda_{1}\right) q_{\mathcal{G}}\left(\lambda_{2}\right) . \tag{6.26}
\end{equation*}
$$

Summing over $\lambda_{1}$, keeping $\lambda_{2}$ fixed, we get from the basic formula (6.9) and GKS inequalities

$$
\begin{align*}
\sum_{\substack{\lambda_{1}: \\
\lambda=\lambda_{1} \amalg \lambda_{2}}} q_{\mathcal{G}}(\lambda) & \leq\langle\sigma(x) \sigma(y)\rangle_{\mathcal{G}^{\prime}} q_{\mathcal{G}}\left(\lambda_{2}\right)  \tag{6.27}\\
& \leq\langle\sigma(x) \sigma(y)\rangle_{\mathcal{G}} q_{\mathcal{G}}\left(\lambda_{2}\right) \\
& =\sum_{\substack{\lambda_{1}: \\
\delta \lambda_{1}=\{x, y\}}} q_{\mathcal{G}}\left(\lambda_{1}\right) q_{\mathcal{G}}\left(\lambda_{2}\right) .
\end{align*}
$$

We can now sum over $\lambda_{2}$. When $\lambda_{1} \amalg \lambda_{2}$ is a single contour $\lambda$, then the proof is more delicate, since the second case in Lemma 6.4 occurs. However, the proof is similar. For details we refer to the proof of Lemma 5.4 in [PV1].

Lemma 6.6 Let $\mathcal{G}=(V, B)$ and $B_{1} \subset B$. Let $\mathcal{G}^{\prime}=\left(V_{1}, B_{1}\right)$ be the graph generated by $B_{1}$. Let $x, y \in V_{1}$. Then

$$
\begin{equation*}
\sum_{\substack{\lambda: \delta \lambda=\{x, y\} \\ \mathcal{E}(\lambda) \subset B_{1}}} q_{\mathcal{G}}(\lambda) \leq \sum_{\lambda: \delta \lambda=\{x, y\}} q_{\mathcal{G}^{\prime}}(\lambda)=\langle\sigma(x) \sigma(y)\rangle_{\mathcal{G}^{\prime}} . \tag{6.28}
\end{equation*}
$$

Proof. The result follows directly from Lemma 6.3.

The next lemma gives a concentration result for the random-line representation (6.9). Let $\mathcal{G}=(V, B)$ and $V_{1} \subset V$. We define

$$
\begin{equation*}
\partial_{\mathrm{ext}} V_{1}:=\left\{t \in V \backslash V_{1}: \exists t^{\prime} \in V_{1},\left\langle t, t^{\prime}\right\rangle \in B\right\} \tag{6.29}
\end{equation*}
$$

Similarly, if $B_{1} \subset B$, then we set

$$
\begin{equation*}
\partial_{\mathrm{ext}} B_{1}:=\partial_{\mathrm{ext}} V\left(B_{1}\right) \tag{6.30}
\end{equation*}
$$

We say that $B_{1}$ is connected if for any pair of sites $x, y \in V\left(B_{1}\right)$, there is a path from $x$ to $y$ with all its bonds in $B_{1}$.

Lemma 6.7 Let $\mathcal{G}=(V, B), B_{1} \subset B$ a connected subset and $x, y$ two sites of the bonds of $B_{1}$. Suppose that all bonds incident to $x$ and $y$ belong to $B_{1}$. Then

$$
\begin{align*}
0 & \leq\langle\sigma(x) \sigma(y)\rangle_{\mathcal{G}}-\sum_{\substack{\lambda: \mathcal{S} \lambda=\{x, y\} \\
\mathcal{E}(\lambda) \subset B_{1}}} q_{\mathcal{G}}(\lambda)  \tag{6.31}\\
& \leq \sum_{z \in \partial_{\mathrm{ext}} B_{1}} \sum_{\substack{\lambda: \delta \lambda_{1}=\{x, y\} \\
\lambda \ni z}} q_{\mathcal{G}}(\lambda) \\
& \leq \sum_{z \in \partial_{\mathrm{ext}} B_{1}}\langle\sigma(x) \sigma(z)\rangle_{\mathcal{G}}\langle\sigma(z) \sigma(y)\rangle_{\mathcal{G}}
\end{align*}
$$

Proof. (6.9) gives

$$
\begin{equation*}
\langle\sigma(x) \sigma(y)\rangle_{\mathcal{G}}=\sum_{\substack{\lambda: \delta \lambda=\{x, y\} \\ \mathcal{E}(\lambda) \subset B_{1}}} q_{\mathcal{G}}(\lambda)+\sum_{\substack{\lambda: \delta \lambda=\{x, y\} \\ \mathcal{E}(\lambda) \not \subset B_{1}}} q_{\mathcal{G}}(\lambda) . \tag{6.32}
\end{equation*}
$$

We estimate the second sum. For any $\lambda$ contributing to this sum, let $z(\lambda)$ be the first point of $\partial_{\text {ext }} B_{1}$ of the path from $x$ to $y$ defined by the contour $\lambda$. Any such a path can be decomposed into $\lambda_{1}$ such that $\delta \lambda_{1}=\{x, z\}$ and $\lambda_{2}$ such that $\delta \lambda_{2}=\{z, y\}$ so that $\lambda=\lambda_{1} \amalg \lambda_{2}$. The result then follows from Lemma 6.5 and (6.9).

There is a useful formula for the weight $q_{\mathcal{G}}(\underline{\theta})$, which is a consequence of the following elementary remarks. Let $K$ denote the function $e \in V \mapsto K(e) \in \mathbb{R}$. Given a compatible family of contours, we introduce a new function $K_{s}, 0 \leq s \leq 1$,

$$
K_{s}:= \begin{cases}K(e) & \text { if } e \notin \Delta(\underline{\theta})  \tag{6.33}\\ s K(e) & \text { if } e \in \Delta(\underline{\theta})\end{cases}
$$

Then $Z(\mathcal{G} \mid \underline{\theta})(K)=\left.Z(\mathcal{G})\left(K_{s}\right)\right|_{s=0}$. On the other hand we have

$$
\begin{align*}
\ln \Xi(\mathcal{G})(K)-\ln \Xi(\mathcal{G})\left(K_{0}\right) & =\int_{0}^{1} \frac{d}{d s} \ln \Xi(\mathcal{G})\left(K_{s}\right) d s  \tag{6.34}\\
& =\sum_{e=\left\langle t, t^{\prime}\right\rangle \in \Delta(\underline{\theta})} K(e) \int_{0}^{1}\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle_{\mathcal{G}}\left(K_{s}\right) d s
\end{align*}
$$

Therefore, for a compatible family of contours $\underline{\theta}$,

$$
\begin{equation*}
q_{\mathcal{G}}(\underline{\theta})=w(\underline{\theta}) \prod_{e \in \Delta(\underline{\theta})} \cosh K(e) \exp \left(-\sum_{e=\left\langle t, t^{\prime}\right\rangle \in \Delta(\underline{\theta})} K(e) \int_{0}^{1}\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle_{\mathcal{G}}\left(K_{s}\right) d s\right) . \tag{6.35}
\end{equation*}
$$

Formula (6.35) allows to compare $q_{\mathcal{G}}(\underline{\theta})(K)$ for different functions $K$ or different graphs $\mathcal{G}^{\prime}$. For example we get immediately the lower bound

$$
\begin{equation*}
q_{\mathcal{G}}(\underline{\theta}) \geq w(\underline{\theta}) \prod_{e \in \Delta(\underline{\theta})} \frac{1}{2}\left(1+\mathrm{e}^{-2 K(e)}\right) \tag{6.36}
\end{equation*}
$$

Lemma 6.8 Let $\mathcal{G}=(V, B), V_{1} \subset V$ and $\mathcal{G}^{\prime}$ the graph generated by $V \backslash V_{1}$. Let $\underline{\theta}$ be a compatible family of contours of $\mathcal{G}$ such that no site of $\underline{\theta}$ belongs to $\partial_{\mathrm{ext}} V_{1}$. We set for all $t \in \partial_{\mathrm{ext}} V_{1}$

$$
\begin{equation*}
K(t):=\sum_{\substack{t^{\prime} \in V_{1}: \\\left\langle t, t^{\prime}\right\rangle \in B}} K\left(\left\langle t, t^{\prime}\right\rangle\right) . \tag{6.37}
\end{equation*}
$$

Then

$$
\begin{equation*}
\sum_{e=\left\langle t, t^{\prime}\right\rangle \in \Delta(\underline{\theta})} K(e) \sum_{t^{\prime \prime} \in \partial_{\mathrm{ext}} V_{1}} K\left(\ln _{\mathcal{G}^{\prime}}(\underline{\theta})-\ln q_{\mathcal{G}}(\underline{\theta}) \mid \leq\right. \tag{6.38}
\end{equation*}
$$

Proof. Formula (6.35) gives

$$
\begin{equation*}
\ln \frac{q_{\mathcal{G}^{\prime}}(\underline{\theta})}{q_{\mathcal{G}}(\underline{\theta})}=\sum_{e=\left\langle t, t^{\prime}\right\rangle \in \Delta(\underline{\theta})} K(e) \int_{0}^{1}\left(\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle_{\mathcal{G}}\left(K_{s}\right)-\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle_{\mathcal{G}^{\prime}}\left(K_{s}\right)\right) d s \tag{6.39}
\end{equation*}
$$

We put a magnetic field $h^{\prime}$ on each $t \in V_{1}$ and let $h^{\prime} \rightarrow \infty$. We have

$$
\begin{equation*}
\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle_{\mathcal{G}}\left(K_{s}\right) \leq\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle_{\mathcal{G}^{\prime}}^{+}\left(K_{s}\right) \tag{6.40}
\end{equation*}
$$

where $\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle_{\mathcal{G}^{\prime}}^{+}\left(K_{s}\right)$ is the expectation with respect to a Gibbs measure on $\mathcal{G}^{\prime}$ with coupling constants given by $K_{s}$ on the bonds of $\mathcal{G}^{\prime}$ and magnetic field $K(t)$ for $t \in \partial_{\text {ext }} V_{1}$. Since $-\sigma(t) \sigma\left(t^{\prime}\right)+\sigma(t)+\sigma\left(t^{\prime}\right)$ is an increasing function we get by FKG inequalities

$$
\begin{gather*}
\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle_{\mathcal{G}^{\prime}}^{+}\left(K_{s}\right)-\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle_{\mathcal{G}^{\prime}}\left(K_{s}\right) \leq  \tag{6.41}\\
\langle\sigma(t)\rangle_{\mathcal{G}^{\prime}}^{+}\left(K_{s}\right)-\langle\sigma(t)\rangle_{\mathcal{G}^{\prime}}\left(K_{s}\right)+\left\langle\sigma\left(t^{\prime}\right)\right\rangle_{\mathcal{G}^{\prime}}^{+}\left(K_{s}\right)-\left\langle\sigma\left(t^{\prime}\right)\right\rangle_{\mathcal{G}^{\prime}}\left(K_{s}\right)
\end{gather*}
$$

We define an interpolating magnetic field for $t \in \partial_{\mathrm{ext}} V_{1}$

$$
\begin{equation*}
K_{a}(t):=a K(t) \quad, \quad 0 \leq a \leq 1 \tag{6.42}
\end{equation*}
$$

Let $\langle\cdot\rangle_{\mathcal{G}^{\prime}}^{+}\left(K_{s} ; a\right)$ be the expectation value with respect to this new measure and set

$$
\begin{equation*}
\left\langle\sigma(t) ; \sigma\left(t^{\prime}\right)\right\rangle_{\mathcal{G}^{\prime}}^{+}\left(K_{s} ; a\right):=\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle_{\mathcal{G}^{\prime}}^{+}\left(K_{s} ; a\right)-\langle\sigma(t)\rangle_{\mathcal{G}^{\prime}}^{+}\left(K_{s} ; a\right)\left\langle\sigma\left(t^{\prime}\right)\right\rangle_{\mathcal{G}^{\prime}}^{+}\left(K_{s} ; a\right) . \tag{6.43}
\end{equation*}
$$

We have $\langle\sigma(t)\rangle_{\mathcal{G}^{\prime}}\left(K_{s}\right)=\langle\sigma(t)\rangle_{\mathcal{G}^{\prime}}^{+}\left(K_{s} ; 0\right)$ and $\langle\sigma(t)\rangle_{\mathcal{G}^{\prime}}^{+}\left(K_{s}\right)=\langle\sigma(t)\rangle_{\mathcal{G}^{\prime}}^{+}\left(K_{s} ; 1\right)$; therefore

$$
\begin{equation*}
\langle\sigma(t)\rangle_{\mathcal{G}^{\prime}}^{+}\left(K_{s}\right)-\langle\sigma(t)\rangle_{\mathcal{G}^{\prime}}\left(K_{s}\right)=\sum_{t^{\prime \prime} \in \partial_{\mathrm{ext}} V_{1}} K\left(t^{\prime \prime}\right) \int_{0}^{1}\left\langle\sigma(t) ; \sigma\left(t^{\prime \prime}\right)\right\rangle_{\mathcal{G}^{\prime}}^{+}\left(K_{s} ; a\right) d a \tag{6.44}
\end{equation*}
$$

GHS inequalities imply that $\left\langle\sigma(t) ; \sigma\left(t^{\prime \prime}\right)\right\rangle_{\mathcal{G}^{\prime}}^{+}\left(K_{s} ; a\right)$ is decreasing in $a$; thus

$$
\begin{equation*}
\left\langle\sigma(t) ; \sigma\left(t^{\prime \prime}\right)\right\rangle_{\mathcal{G}^{\prime}}^{+}\left(K_{s} ; a\right) \leq\left\langle\sigma(t) ; \sigma\left(t^{\prime \prime}\right)\right\rangle_{\mathcal{G}^{\prime}}^{+}\left(K_{s} ; 0\right)=\left\langle\sigma(t) \sigma\left(t^{\prime \prime}\right)\right\rangle_{\mathcal{G}^{\prime}}\left(K_{s}\right) \tag{6.45}
\end{equation*}
$$

since by symmetry $\langle\sigma(t)\rangle_{\mathcal{G}^{\prime}}^{+}\left(K_{s}\right)=0$. The lemma follows from (6.39), (6.41), (6.44) and (6.45).

### 6.2 Ising model on $\mathbb{Z}^{2 *}$ above $T_{c}$

We consider the model on $\left(\mathbb{Z}^{2 *}, \mathcal{E}^{*}\right)$ and choose as coupling constants $K(e):=\beta^{*} \forall e$, with $\beta^{*}<\beta_{c}$. We recall that the decay-rate $\tau(y-x)=\tau\left(y-x ; \beta^{*}\right)$ is strictly positive for such $\beta^{*}$ and that for any $\Lambda \subset \mathbb{Z}^{2 *}$ (see Proposition 2.4)

$$
\begin{equation*}
\langle\sigma(x) \sigma(y)\rangle_{\Lambda}\left(\beta^{*}\right) \leq \exp \left\{-\tau\left(y-x ; \beta^{*}\right)\right\} . \tag{6.46}
\end{equation*}
$$

Given any $\Lambda \subset \mathbb{Z}^{2 *}$ and a family of compatible contours $\underline{\theta}$ in $\mathcal{G}(\Lambda)$, we define weights $q_{\Lambda}(\underline{\theta})$ (see Lemma 6.3),

$$
\begin{equation*}
q_{\Lambda}(\underline{\theta}):=\lim _{\Lambda_{n} \uparrow \Lambda} q_{\Lambda_{n}}(\underline{\theta}), \tag{6.47}
\end{equation*}
$$

where $\Lambda_{n}$ is an increasing sequence of finite subsets $\Lambda_{n}$ of $\Lambda$, such that eventually every site of $\Lambda$ is contained in some $\Lambda_{n}$. When $\Lambda=\mathbb{Z}^{2 *}$ we write $q(\underline{\theta})$ instead of $q_{\mathbb{Z}^{2 *}}(\underline{\theta})$. Lemmas 6.3 to 6.8 are still valid for the weights $q_{\Lambda}(\underline{\theta})$. On the other hand the randomline representation does not extend automatically in the infinite case.

Lemma 6.9 Let $K(e):=\beta^{*} \forall e$ and $\beta^{*}<\beta_{c}$. Then the two-point correlation function of the Ising model has a random-line representation,

$$
\begin{equation*}
\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle=\sum_{\lambda: \delta \lambda=\left\{t, t^{\prime}\right\}} q(\lambda) . \tag{6.48}
\end{equation*}
$$

A formula similar to (6.9) is true for even correlation functions.

Proof. The hypothesis $\beta^{*}<\beta_{c}$ is equivalent to

$$
\begin{equation*}
\sum_{t \in \mathbb{Z}^{2 *}}\langle\sigma(0) \sigma(t)\rangle<\infty . \tag{6.49}
\end{equation*}
$$

Let $\Lambda_{1} \subset \Lambda_{2}$ be two finite subsets and suppose that $t, t^{\prime} \in \Lambda_{1}$. Let $B_{1}$ be the set of bonds between sites of $\Lambda_{1}$; suppose furthermore that $B_{1}$ is connected. Then formula (6.9) and Lemma 6.7 give

$$
\begin{align*}
0 & \leq\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle_{\Lambda_{2}}-\sum_{\substack{\lambda: \delta \lambda=\left\{t, t^{\prime}\right\} \\
\mathcal{E}(\lambda) \subset B_{1}}} q_{\Lambda_{2}}(\lambda)  \tag{6.50}\\
& \leq \sum_{s \in \partial_{\mathrm{ext}} B_{1}}\langle\sigma(t) \sigma(s)\rangle\left\langle\sigma(s) \sigma\left(t^{\prime}\right)\right\rangle .
\end{align*}
$$

Given $\varepsilon>0$, we can find $\Lambda_{1}$ so that the last sum in (6.50) is smaller than $\varepsilon$. Letting $\Lambda_{2} \uparrow \mathbb{Z}^{2 *}$ we get

$$
\begin{equation*}
0 \leq\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle-\sum_{\substack{\lambda: \delta \lambda=\left\{t, t^{\prime}\right\} \\ \mathcal{E}(\lambda) \subset B_{1}}} q(\lambda) \leq \varepsilon . \tag{6.51}
\end{equation*}
$$

The result now follows by letting $\Lambda_{1} \uparrow \mathbb{Z}^{2 *}$.

Lemma 6.10 Let $K(e):=\beta^{*} \forall e$ and $\beta^{*}<\beta_{c}$. Set

$$
\begin{equation*}
\mathcal{S}(x, y ; \rho):=\left\{t \in \mathbb{Z}^{2 *}:\|x-t\|+\|y-t\| \leq\|x-y\|+\rho\right\}, \tag{6.52}
\end{equation*}
$$

with $\|\cdot\|$ the Euclidean norm. Then

$$
\begin{equation*}
\sum_{\substack{\text { i: } \delta \lambda=\{x, y\} \\ \mathcal{E}(\lambda) \in \mathcal{E}(\mathcal{S}(x, y ; \rho))}} q(\lambda) \leq \frac{\left|\partial_{\mathrm{ext}} \mathcal{S}(x, y ; \rho)\right|}{K}\|x-y\|^{1 / 2} e^{-\kappa \rho}\langle\sigma(x) \sigma(y)\rangle . \tag{6.53}
\end{equation*}
$$

$K$ is the constant of Proposition 2.4.

Proof. By Lemma 6.7

$$
\begin{align*}
\sum_{\substack{\lambda: \delta \lambda \lambda\{x, y\} \\
\mathcal{E}(\lambda) \mathcal{E}(\mathcal{S}(x, y ; \rho))}} q(\lambda) & \leq \sum_{t \in \partial_{\text {exx }} \mathcal{S}(x, y ; \rho)}\langle\sigma(x) \sigma(t)\rangle\langle\sigma(t) \sigma(y)\rangle  \tag{6.54}\\
& =\sum_{t \in \partial_{\text {ext }} \mathcal{S}(x, y ; \rho)} \frac{\langle\sigma(x) \sigma(t)\rangle\langle\sigma(t) \sigma(y)\rangle}{\langle\sigma(x) \sigma(y)\rangle}\langle\sigma(x) \sigma(y)\rangle .
\end{align*}
$$

We apply the sharp triangle inequality to the numerator of the last expression,

$$
\begin{align*}
\langle\sigma(x) \sigma(t)\rangle\langle\sigma(t) \sigma(y)\rangle & \leq \mathrm{e}^{-\tau(x-t)-\tau(y-t)+\tau(x-y)} \mathrm{e}^{-\tau(x-y)}  \tag{6.55}\\
& \leq \mathrm{e}^{-\tau(x-y)-\kappa \rho}
\end{align*}
$$

Finally we apply Proposition 2.4 to the denominator,

$$
\begin{equation*}
\mathrm{e}^{-\tau(x-y)} \geq \frac{\|x-y\|^{1 / 2}}{K}\langle\sigma(x) \sigma(y)\rangle \tag{6.56}
\end{equation*}
$$

Lemma 6.10 characterizes those random-lines, which give the main contribution to the two-point correlation function. If $\rho \geq C \ln \|x-y\|$, with $C$ large enough, then the coefficient in front of $\langle\sigma(x) \sigma(y)\rangle$ in (6.53) tends to zero when $\|x-y\|$ diverges. The result is sharp.

### 6.3 Ising model on $\mathbb{L}^{*}$ above $T_{c}$

Let $\beta^{*}<\beta_{c}$ and $h^{*}>0$. We consider the model on subsets $\Lambda_{L}^{*} \subset \mathbb{L}^{*}$ and choose as coupling constants

$$
K(e):= \begin{cases}h^{*} \beta^{*} & \forall e=\left\langle t, t^{\prime}\right\rangle, \text { with } t_{2}=t_{2}^{\prime}=1 / 2  \tag{6.57}\\ \beta^{*} & \text { otherwise }\end{cases}
$$

We set

$$
\begin{equation*}
\Sigma_{L}^{*}:=\left\{t \in \Lambda_{L}^{*}: t_{2}=1 / 2\right\} \quad, \quad \Sigma^{*}:=\left\{t \in \mathbb{L}^{*}: t_{2}=1 / 2\right\} \tag{6.58}
\end{equation*}
$$

The weight $q_{\mathbb{L}^{*}}(\underline{\theta})$ is defined by (6.47). Lemma 6.11 establishes the random-line representation for the two-point function, its proof is similar to that of Lemma 6.9.

Lemma 6.11 Let $\beta^{*}<\beta_{c}, h^{*}>0$ and the coupling constants given by (6.57). Then the two-point correlation function of the Ising model on $\mathbb{L}^{*}$ has a random-line representation,

$$
\begin{equation*}
\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle=\sum_{\lambda: \delta \lambda=\left\{t, t^{\prime}\right\}} q_{\mathbb{L}^{*}}(\lambda) \tag{6.59}
\end{equation*}
$$

A formula similar to (6.59) is true for even correlation functions.

Lemma 6.12 Let $\beta^{*}<\beta_{c}, h^{*}>0, \Lambda_{L}^{*} \subset \mathbb{L}^{*}$ and $\underline{\theta}$ a family of compatible contours. Let $q_{\Lambda_{L}^{*}}^{*}(\underline{\theta})$ be the weight for the model defined on $\Lambda_{L}^{*}$ with coupling constants (6.57). Let $q(\underline{\theta})$ be the weight for the model on $\mathbb{Z}^{2 *}$ with coupling constants $K(e) \equiv \beta^{*}$.
(1) If $h^{*} \leq 1$, then $q_{\Lambda_{L}^{*}}(\underline{\theta}) \geq q(\underline{\theta})$.
(2) Let $d(\underline{\theta}):=\min \left\{\left|t_{2}-3 / 2\right|: t \in \Delta(\underline{\theta})\right\} \geq 1$. If $h^{*} \geq 1$, then

$$
\begin{equation*}
\ln \frac{q_{\Lambda_{L}^{*}}(\underline{\theta})}{q(\underline{\theta})} \geq-O\left(L^{2}\right) \exp \{-O(d(\underline{\theta}))\} . \tag{6.60}
\end{equation*}
$$

Proof. The first case follows directly from Lemma 6.3. The second case follows from Lemma 6.8. By Lemma $6.3 q_{\Lambda_{L}^{*} \backslash \Sigma_{L}^{*}}(\underline{\theta}) \geq q(\underline{\theta})$. Since

$$
\begin{equation*}
q_{\Lambda_{L}^{*}}(\underline{\theta}) \geq \frac{q_{\Lambda_{L}^{*}}(\underline{\theta})}{q_{\Lambda_{L}^{*} \backslash \Sigma_{L}^{*}}(\underline{\theta})} q(\underline{\theta}), \tag{6.61}
\end{equation*}
$$

we must compare $q_{\Lambda_{L}^{*}}(\underline{\theta})$ and $q_{\Lambda_{L}^{*} \backslash \Sigma_{L}^{*}}(\underline{\theta})$. We apply Lemma 6.8 with $\mathcal{G}$ the graph generated by $\Lambda_{L}^{*}$ and $\mathcal{G}^{\prime}$ the graph generated by $\Lambda_{L}^{*} \backslash \Sigma_{L}^{*}$. Notice that

$$
\begin{equation*}
\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle_{\mathcal{G}^{\prime}} \leq\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle ; \tag{6.62}
\end{equation*}
$$

therefore, if $t \in \Delta(\underline{\theta})$,

$$
\begin{align*}
& \sum_{t^{\prime} \in \Lambda_{L}^{*}: t_{2}^{\prime}=3 / 2}\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle_{\mathcal{G}^{\prime}} \leq \sum_{t^{\prime}: t_{2}^{\prime}=3 / 2}\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle  \tag{6.63}\\
& \leq \sum_{t^{\prime}: t_{2}^{\prime}=3 / 2} \sum_{\substack{\lambda: \\
\delta \lambda=\left\{t, t^{\prime}\right\}}} q(\lambda) \\
& \leq \sum_{t^{\prime}: t_{2}^{\prime}=3 / 2} \sum_{\substack{ \\
s: s_{2}=3 / 2 \\
\lambda}} q(\lambda), \\
& \delta \lambda=\left\{(\lambda)=s, t^{\prime}\right\} \\
& \delta \lambda
\end{align*}
$$

with $z(\lambda)$ the first site $z$ of the path defined by $\lambda$ with initial point $t$, such that $z_{2}=3 / 2$. To estimate the last sums we use Lemma 6.5. We have

$$
\begin{equation*}
\sum_{t^{\prime}: t_{2}^{\prime}=3 / 2}\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle \leq \sum_{t^{\prime}: t_{2}^{\prime}=3 / 2} \sum_{s: s_{2}=3 / 2} \exp \left\{-\tau(t-s)-\tau\left(s-t^{\prime}\right)\right\} . \tag{6.64}
\end{equation*}
$$

We sum over $t^{\prime}$ and get a finite contribution independent on $s$; then the sum over $s$ gives a contribution $\exp \{-O(d(\underline{\theta}))\}$. Since $|\Delta(\underline{\theta})| \leq O\left(L^{2}\right)$ we get (6.60).

The next lemma characterizes those random-lines, which give the main contribution to the boundary two-point correlation function. We consider the case $\beta^{*}<\beta_{c}$ and $h^{*}>h_{w}(\beta)^{*}$, when the random-lines stick to $\Sigma^{*}$. In the other cases there is a result similar to that of Lemma 6.10.

Lemma 6.13 Let $\beta^{*}<\beta_{c}, h^{*}>h_{w}(\beta)^{*}$ and the coupling constants given by (6.57). Let $x, y \in \Sigma^{*}, x_{1}<y_{1}$ and $\rho_{i} \in \mathbb{N}, i=1,2$; we set

$$
\begin{equation*}
\mathcal{B}\left(x, y ; \rho_{1}, \rho_{2}\right):=\left\{t \in \mathbb{L}^{*}: x_{1}-\rho_{1} \leq t_{1} \leq y_{1}+\rho_{1}, 1 / 2 \leq t_{2} \leq 1 / 2+\rho_{2}\right\} . \tag{6.65}
\end{equation*}
$$

Then

$$
\begin{align*}
\sum_{\substack{\lambda: \delta \lambda=\{x, y\} \\
\mathcal{E}(\lambda) \notin \mathcal{E}(\mathcal{B})}} q_{\mathbb{L}^{*}}(\lambda) & \leq \frac{\langle\sigma(x) \sigma(y)\rangle_{\mathbb{L}^{*}}}{K^{\prime \prime}}\left(2 \rho_{2} \exp \left\{-2 \rho_{1} \hat{\tau}_{\mathrm{bd}}\right\}\right.  \tag{6.66}\\
& \left.+O\left(\rho_{2}\left|x_{1}-y_{1}\right|\right) \exp \left\{-\kappa \rho_{2}\right\}\right) .
\end{align*}
$$

$K^{\prime \prime}$ is the constant of Proposition 2.4; $\hat{\tau}_{\mathrm{bd}}=\hat{\tau}_{\mathrm{bd}}(\beta, h)$ with $\beta$ and $h$ the dual values of $\beta^{*}$ and $h^{*} ; \kappa$ the constant in the sharp triangle inequality and $C:=\hat{\tau}((1,0))-\hat{\tau}_{\mathrm{bd}}>0$.

Proof. We decompose $\partial_{\text {ext }} \mathcal{B}$ into two parts

$$
\begin{equation*}
V_{1}:=\left\{t \in \partial_{\text {ext }} \mathcal{B}: t_{1}=x_{1}-\rho_{1}-1 \text { or } t_{1}=y_{1}+\rho_{1}+1\right\}, V_{2}:=\partial_{\text {ext }} \mathcal{B} \backslash V_{1} . \tag{6.67}
\end{equation*}
$$

We consider $\lambda$ as a unit-speed parametrized curve, $s \in[0,|\lambda|] \mapsto \lambda(s)$, with initial point $\lambda(0)=x$; we suppose that $s^{*}$ is the first time such that $\lambda \in \partial_{\text {ext }} \mathcal{B}$; we set $t=\lambda\left(s^{*}\right)$. We have

We treat these two sums separately. By Lemma 6.7, symmetry and GKS inequalities

$$
\begin{align*}
& \sum_{\substack{t \in \partial_{\mathrm{ex}} \mathcal{B}: \\
t \in V_{1}}} \sum_{\substack{: \delta \lambda=\{x, y\} \\
\lambda \ni t}} q_{\mathbb{L}^{*}}(\lambda) \leq 2 \sum_{\substack{t \in \partial_{\mathrm{ex}} \mathcal{B} \\
t_{1}=\mathcal{B}_{1}-\rho_{1}-1}}\langle\sigma(x) \sigma(t)\rangle_{\mathbb{L}^{*}}\langle\sigma(t) \sigma(y)\rangle_{\mathbb{L}^{*}}  \tag{6.69}\\
&=2 \sum_{\substack{t \in \partial_{\text {exx }} \mathcal{B}}}\langle\sigma(\bar{x}) \sigma(t)\rangle_{\mathbb{L}^{*}}\langle\sigma(t) \sigma(y)\rangle_{\mathbb{L}^{*}} \\
& \leq 2 \sum_{\substack{t \in \partial_{\mathrm{ex}} \mathcal{B} \\
t_{1}=x_{1}-\rho_{1}-1}}\langle\sigma(\bar{x}) \sigma(y)\rangle_{\mathbb{L}^{*}} \\
& \leq \frac{2 \rho_{2}}{k_{1}=x_{1}-\rho_{1}-1} \\
& K^{\prime \prime} \exp \left\{-2 \rho_{1} \hat{\tau}_{\mathrm{bd}}\right\}\langle\sigma(x) \sigma(y)\rangle_{\mathbb{L}^{*}}
\end{align*}
$$

where $\bar{x}$ is the image of $x$ under a reflection of axis $\left\{u: u_{1}=x_{1}-\rho_{1}-1\right\}$.
Let $t \in V_{2}$, with $t=\lambda\left(s^{*}\right)$. Let $s_{1}$ be the last time before $s^{*}$ such that $\lambda\left(s_{1}\right) \in \Sigma^{*}$ and $s_{2}$ the first time after $s^{*}$ such that $\lambda\left(s_{2}\right) \in \Sigma^{*}$. We set $u:=\lambda\left(s_{1}\right)$ and $v:=\lambda\left(s_{2}\right)$; we have $x_{1}-\rho_{1} \leq u_{1} \leq y_{1}+\rho_{1}$. By definition no bond of $\lambda$ between times $s_{1}$ and $s^{*}$ belong to $\mathcal{E}\left(\Sigma^{*}\right)$. Therefore Lemma 6.6 and GKS inequalities give

$$
\begin{equation*}
\sum_{\substack{\lambda^{\prime}: \delta \lambda^{\prime}=\{u, t\} \\ \mathcal{E}\left(\lambda^{\prime}\right) \cap \mathcal{E}\left(\Sigma^{*}\right)=\emptyset}} q_{\mathbb{L}^{*}}\left(\lambda^{\prime}\right) \leq\langle\sigma(u) \sigma(t)\rangle . \tag{6.70}
\end{equation*}
$$

The hypothesis $h^{*}>h_{w}^{*}$ implies that $C:=\hat{\tau}((1,0))-\hat{\tau}_{\mathrm{bd}}>0$. Using Lemma 6.5, (6.70) and the sharp triangle inequality we get

$$
\begin{align*}
\sum_{\substack{\lambda: \lambda \ni t \\
\delta \lambda=\{x, y\}}} q_{\mathbb{L}^{*}}(\lambda) \leq & \sum_{u, v}\langle\sigma(x) \sigma(u)\rangle_{\mathbb{L}^{*}}\langle\sigma(u) \sigma(t)\rangle\langle\sigma(t) \sigma(v)\rangle\langle\sigma(v) \sigma(y)\rangle_{\mathbb{L}^{*}}  \tag{6.71}\\
\leq & \sum_{u, v} \exp \left\{-\hat{\tau}_{\mathrm{bd}}\left(\left|u_{1}-x_{1}\right|+\left|y_{1}-v_{1}\right|\right)\right\} \\
\leq & \cdot \sum_{u, v} \exp \{-\hat{\tau}(t-u)-\hat{\tau}(v-t)\} \\
& \cdot \exp \{-\kappa(\|u-t\|+\|t-v\|-\|u-v\|)\} .
\end{align*}
$$

We have $\hat{\tau}(u-v)=C\left|u_{1}-v_{1}\right|+\hat{\tau}_{\mathrm{bd}}\left|u_{1}-v_{1}\right|$. Therefore

$$
\begin{gather*}
\exp \left(-\hat{\tau}_{\mathrm{bd}}\left(\left|u_{1}-x_{1}\right|+\left|y_{1}-v_{1}\right|\right)-\hat{\tau}(u-v)\right) \leq \frac{\left\langle\sigma_{x} \sigma_{y}\right\rangle_{\mathbb{L}^{*}}}{K^{\prime \prime}}  \tag{6.72}\\
\cdot \exp \left(-\hat{\tau}_{\mathrm{bd}}\left(\left|u_{1}-x_{1}\right|+\left|y_{1}-v_{1}\right|+\left|u_{1}-v_{1}\right|-\left|x_{1}-y_{1}\right|\right)-C\left|u_{1}-v_{1}\right|\right)
\end{gather*}
$$

We sum over $u, v$ and $t$, which are sums over $u_{1}, v_{1}$ and $t_{1}$. We set for $s \in \mathbb{R}$ and $[a, b] \subset \mathbb{R}$,

$$
\begin{equation*}
d(s,[a, b]):=\min \{|t-s|: t \in[a, b]\} \tag{6.73}
\end{equation*}
$$

First notice that

$$
\begin{equation*}
\left|u_{1}-x_{1}\right|+\left|y_{1}-v_{1}\right|+\left|u_{1}-v_{1}\right|-\left|x_{1}-y_{1}\right| \geq 2 d\left(v_{1},\left[x_{1}, y_{1}\right]\right) \quad \text { if } v_{1} \notin\left[x_{1}, y_{1}\right] \tag{6.74}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|u_{1}-x_{1}\right|+\left|y_{1}-v_{1}\right|+\left|u_{1}-v_{1}\right|-\left|x_{1}-y_{1}\right| \geq 2 d\left(u_{1},\left[x_{1}, y_{1}\right]\right) \quad \text { if } u_{1} \notin\left[x_{1}, y_{1}\right] . \tag{6.75}
\end{equation*}
$$

Let $\alpha:=\kappa /(C+\kappa)$; if $\left|u_{1}-v_{1}\right| \leq \alpha \rho_{2}$, then

$$
\begin{equation*}
\exp \{-\kappa(\|u-t\|+\|t-v\|-\|u-v\|)\} \leq \exp \left\{-\kappa(2-\alpha) \rho_{2}\right\} \tag{6.76}
\end{equation*}
$$

If $t_{1} \notin\left[u_{1}, v_{1}\right]$ or $t_{1} \notin\left[v_{1}, u_{1}\right]$, then

$$
\begin{equation*}
\|u-t\|+\|t-v\|-\|u-v\| \geq \rho_{2}+\min \left\{\left|u_{1}-t_{1}\right|,\left|v_{1}-t_{1}\right|\right\} \tag{6.77}
\end{equation*}
$$

Let $v_{1} \notin\left[x_{1}, y_{1}\right]$. We consider two cases. First suppose that $\left|u_{1}-v_{1}\right| \geq \alpha \rho_{2}$. We sum over $t_{1}$ using (6.77), getting at most a contribution $O\left(\left|u_{1}-v_{1}\right|\right)$; then we sum over $u_{1}$, such that $\left|u_{1}-v_{1}\right| \geq \alpha \rho_{2}$, using the factor $\exp \left\{-C\left|u_{1}-v_{1}\right|\right\}$; finally we sum over $v_{1}$ using (6.74). Thus we get a contribution

$$
\begin{equation*}
O\left(\exp \left\{-\kappa(2-\alpha) \rho_{2}\right\}\right) \tag{6.78}
\end{equation*}
$$

Suppose that $\left|u_{1}-v_{1}\right| \leq \alpha \rho_{2}$. We sum over $t_{1}$, using now (6.77) and (6.76), getting at most a contribution

$$
\begin{equation*}
O\left(\rho_{2}\left|u_{1}-v_{1}\right|\right) \exp \left\{-\kappa(2-\alpha) \rho_{2}\right\} \tag{6.79}
\end{equation*}
$$

then we sum over $u_{1}$ using the factor $\exp \left\{-C\left|u_{1}-v_{1}\right|\right\}$; finally we sum over $v_{1}$ using (6.74), getting a contribution (6.78). The case $u_{1} \notin\left[x_{1}, y_{1}\right]$ is similar. It remains to consider the case where $x_{1}<u_{1}<v_{1}<y_{1}$. We proceed in the same manner, but this time the last sum gives a factor $\left|x_{1}-y_{1}\right|$ since in this case

$$
\begin{equation*}
\left|u_{1}-x_{1}\right|+\left|y_{1}-v_{1}\right|+\left|u_{1}-v_{1}\right|-\left|x_{1}-y_{1}\right|=0 \tag{6.80}
\end{equation*}
$$

Therefore we get a contribution

$$
\begin{equation*}
O\left(\rho_{2}\left|x_{1}-y_{1}\right|\right) \exp \left\{-\kappa \rho_{2}\right\} \tag{6.81}
\end{equation*}
$$

## 7 On the correlation length above $T_{c}$

Let $\beta^{*}<\beta_{c}$ and $0<h^{*}<\infty$. The model is defined in the box $\Lambda_{L}^{*}$ with free boundary conditions and coupling constants (6.57). We study the influence of the boundary effect on the correlation length due to the coupling constants $K(e)=h^{*} \beta^{*}, e \in \mathcal{E}\left(\Sigma_{L}^{*}\right)$. We consider two definitions, which we call short correlation length and long correlation length, following a similar terminology introduced in [SML] about the long range-order.

The short correlation length is the standard correlation length. Let $t, t^{\prime} \in \mathbb{Z}^{2 *}$; we define

$$
\begin{equation*}
\frac{1}{\xi_{\mathrm{sh}}\left(t, t^{\prime} ; \beta^{*}\right)}:=-\lim _{\substack{k \rightarrow \infty \\ k \in \mathbb{N}}} \frac{1}{k\left\|t-t^{\prime}\right\|} \ln \left\langle\sigma(k t) \sigma\left(k t^{\prime}\right)\right\rangle\left(\beta^{*}\right) \tag{7.1}
\end{equation*}
$$

In (7.1) we compute the expectation value with respect to the infinite volume Gibbs state on $\mathbb{Z}^{2 *}$, which is unique. Then we take the limit $k \rightarrow \infty$. We have $\xi_{\mathrm{sh}}\left(t, t^{\prime} ; \beta^{*}\right)=$ $\xi_{\mathrm{sh}}\left(s, s^{\prime} ; \beta^{*}\right)$ if $s-s^{\prime}$ is a multiple of $t-t^{\prime}$. In the case of the long correlation length we perform the thermodynamical limit and the limit $k \rightarrow \infty$ simultaneously. Let $t, t^{\prime} \in \Lambda_{L}^{*}$; the long correlation length is defined by

$$
\begin{equation*}
\frac{1}{\xi_{\lg }\left(t, t^{\prime} ; \beta^{*}, h^{*}\right)}:=-\lim _{\substack{k \rightarrow \infty \\ k \in \mathbb{N}}} \frac{1}{k\left\|t-t^{\prime}\right\|} \ln \left\langle\sigma(k t) \sigma\left(k t^{\prime}\right)\right\rangle_{\Lambda_{k L}^{*}}\left(\beta^{*}, h^{*}\right) \tag{7.2}
\end{equation*}
$$

$\xi_{\lg }\left(t, t^{\prime} ; \beta^{*}, h^{*}\right)$ depends on the position of the sites $t$ and $t^{\prime}$ in the box $\Lambda_{L}^{*}$.
The next lemma contains one of the main estimate of the paper, which we shall use later on, when discussing phase-separation lines.

Lemma 7.1 Let $\beta^{*}<\beta_{c}$ and $0<h^{*}<\infty$.
(1) There exist constants $c_{1}, c_{2}, c^{\prime}, c^{\prime \prime}$ with the following property. Let $t, t^{\prime} \in \Lambda_{L}^{*}$; suppose that there exist $p, p^{\prime} \in \Lambda_{L}^{*}$ such that

1. $\|p-t\| \leq c_{1} \ln L$ and $\left\|p^{\prime}-t^{\prime}\right\| \leq c_{2} \ln L$,
2. $\mathcal{S}\left(p, p^{\prime} ; c^{\prime} \ln L\right) \subset \Lambda_{L}^{*} \cap\left\{t \in \mathbb{L}^{*}: t_{2} \geq c^{\prime \prime} \ln L\right\}$ (see (6.53)).

Then there exist $C$ and $L_{0}$ such that $\forall L \geq L_{0}$ and $\forall t, t^{\prime}$ as above,

$$
\begin{equation*}
\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle_{\Lambda_{L}^{*}}\left(\beta^{*}, h^{*}\right) \geq \frac{1}{L^{C}} e^{-\tau\left(p-p^{\prime} ; \beta^{*}\right)} \tag{7.3}
\end{equation*}
$$

(2) Let $h^{*}>h_{w}(\beta)^{*}$. There exist $c_{3}, c_{4}$ with the following property. Let $m=\left(m_{1}, 1 / 2\right) \in$ $\Lambda_{L}^{*}$ and $n=\left(n_{1}, 1 / 2\right) \in \Lambda_{L}^{*}$; suppose that (see (6.65))

$$
\begin{equation*}
\mathcal{B}\left(m, n ; c_{3} \ln L, c_{4} \ln L\right) \subset \Lambda_{L}^{*} \tag{7.4}
\end{equation*}
$$

Then there exist $C$ and $L_{0}$ such that $\forall L \geq L_{0}$ and $\forall m, n$ as above,

$$
\begin{equation*}
\langle\sigma(m) \sigma(n)\rangle_{\Lambda_{L}^{*}}\left(\beta^{*}, h^{*}\right) \geq C e^{-\hat{\tau}_{\mathrm{bd}}\left(\beta^{*}, h^{*}\right)\left|n_{1}-m_{1}\right|} \tag{7.5}
\end{equation*}
$$

Proof. By GKS inequalities

$$
\begin{equation*}
\left\langle\sigma(t) \sigma\left(t^{\prime}\right)\right\rangle_{\Lambda_{L}^{*}} \geq\langle\sigma(t) \sigma(p)\rangle_{\Lambda_{L}^{*}}\left\langle\sigma(p) \sigma\left(p^{\prime}\right)\right\rangle_{\Lambda_{L}^{*}}\left\langle\sigma\left(p^{\prime}\right) \sigma\left(t^{\prime}\right)\right\rangle_{\Lambda_{L}^{*}} \tag{7.6}
\end{equation*}
$$

From (6.36) we have

$$
\begin{equation*}
\langle\sigma(t) \sigma(p)\rangle_{\Lambda_{L}^{*}} \geq \exp \{-O(\ln L)\} \tag{7.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle\sigma\left(p^{\prime}\right) \sigma\left(t^{\prime}\right)\right\rangle_{\Lambda_{L}^{*}} \geq \exp \{-O(\ln L)\} \tag{7.8}
\end{equation*}
$$

Let $\mathcal{S}_{L}:=\mathcal{S}\left(p, p^{\prime} ; c^{\prime} \ln L\right)$; by Lemmas 6.12, 6.10, Proposition 2.4 and taking $c^{\prime}$ and $c^{\prime \prime}$ large enough, there exists $L_{0}$ such that $\forall L \geq L_{0}$

$$
\begin{align*}
\left\langle\sigma(p) \sigma\left(p^{\prime}\right)\right\rangle_{\Lambda_{L}^{*}} & \geq \sum_{\substack{\lambda: \mathcal{E}(\lambda) \subset \mathcal{E}\left(\mathcal{S}_{L}\right) \\
\delta \lambda=\left\{p, p^{\prime}\right\}}} q_{\Lambda_{L}^{*}}(\lambda)  \tag{7.9}\\
& \geq \frac{1}{2} \sum_{\substack{\lambda: \mathcal{E}(\lambda) \subset \mathcal{E}\left(\mathcal{S}_{L}\right) \\
\delta \lambda=\left\{p, p^{\prime}\right\}}} q(\lambda) \\
& =\frac{1}{2} \sum_{\lambda: \delta \lambda=\left\{p, p^{\prime}\right\}} q(\lambda)-\frac{1}{2} \sum_{\substack{\lambda: \mathcal{E}(\lambda) \not \subset \mathcal{E}\left(\mathcal{S}_{L}\right) \\
\delta \lambda=\left\{p, p^{\prime}\right\}}} q(\lambda) \\
& \geq \frac{1}{4}\left\langle\sigma(p) \sigma\left(p^{\prime}\right)\right\rangle \\
& \geq \frac{K}{4\left\|p-p^{\prime}\right\|^{1 / 2}} \mathrm{e}^{-\tau\left(p-p^{\prime}\right)}
\end{align*}
$$

This proves (1), since $\left\|p-p^{\prime}\right\| \leq O(L)$.
We estimate $\langle\sigma(m) \sigma(n)\rangle_{\Lambda_{L}^{*}}$ by Lemma 6.3, 6.13 and Proposition 2.4. Let $\mathcal{B}_{L}:=\mathcal{B}\left(m, n ; c_{3} \ln L, c_{4} \ln L\right)$; by taking $c_{3}$ and $c_{4}$ large enough, there exists $L_{0}$ such that $\forall L \geq L_{0}$

$$
\begin{align*}
\langle\sigma(m) \sigma(n)\rangle_{\Lambda_{L}^{*}} & \geq \sum_{\substack{\lambda: \mathcal{E}(\lambda) \subset \mathcal{E}\left(\mathcal{B}_{L}\right) \\
\delta \lambda:=\{m, n\}}} q_{\Lambda_{L}^{*}}(\lambda)  \tag{7.10}\\
& \geq \sum_{\substack{\lambda: \mathcal{E}(\lambda) \subset \mathcal{E}\left(\mathcal{B}_{L}\right) \\
\delta \lambda:=\{m, n\}}} q_{\mathbb{L}^{*}}(\lambda) \\
& =\frac{1}{2} \sum_{\lambda: \delta \lambda=\{m, n\}} q_{\mathbb{L}^{*}}(\lambda)-\frac{1}{2} \sum_{\substack{\lambda: \mathcal{E}(\lambda) \not \subset \mathcal{E}\left(\mathcal{B}_{L}\right) \\
\delta \lambda=\{m, n\}}} q_{\mathbb{L}^{*}(\lambda)} \\
& \geq \frac{1}{4}\langle\sigma(m) \sigma(n)\rangle_{\mathbb{L}^{*}} \\
& \geq \frac{K^{\prime \prime}}{4} \mathrm{e}^{-\hat{\tau}_{\mathrm{bd}}\left|n_{1}-m_{1}\right|}
\end{align*}
$$

This proves (2).

Let $t, t^{\prime} \in \Lambda_{L}^{*}$. Suppose that $h^{*}>h_{w}(\beta)^{*}$. We apply Lemma 7.1 to show that we may have (depending on the choice of $t$ and $t^{\prime}$ )

$$
\begin{equation*}
\xi_{\lg }\left(t, t^{\prime} ; \beta^{*}, h^{*}\right)>\xi_{\mathrm{sh}}\left(t, t^{\prime} ; \beta^{*}\right) \tag{7.11}
\end{equation*}
$$

We assume that $t_{1}<t_{1}^{\prime}$ and choose $m=\left(m_{1}, 1 / 2\right)$ and $n=\left(n_{1}, 1 / 2\right), m_{1}<n_{1}, m, n \in \Lambda_{L}^{*}$. By GKS inequalities

$$
\begin{equation*}
\left\langle\sigma(k t) \sigma\left(k t^{\prime}\right)\right\rangle_{\Lambda_{k L}^{*}} \geq\langle\sigma(k t) \sigma(k m)\rangle_{\Lambda_{k L}^{*}}\langle\sigma(k m) \sigma(k n)\rangle_{\Lambda_{k L}^{*}}\left\langle\sigma(k n) \sigma\left(k t^{\prime}\right)\right\rangle_{\Lambda_{k L}^{*}} \tag{7.12}
\end{equation*}
$$

If $k$ is large enough, then we can use Lemma 7.1 to estimate (7.12). There exists $\widetilde{C}$ such that

$$
\begin{equation*}
\left\langle\sigma(k t) \sigma\left(k t^{\prime}\right)\right\rangle_{\Lambda_{k L}^{*}} \geq \frac{1}{O\left(k^{\widetilde{C}}\right)} \mathrm{e}^{-k\left(\tau(t-m)+\tau\left(n-t^{\prime}\right)\right)} \mathrm{e}^{-k \hat{\tau}_{\mathrm{bd}}\left|n_{1}-m_{1}\right|} \tag{7.13}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\frac{1}{\xi_{\lg }\left(t, t^{\prime} ; \beta^{*}, h^{*}\right)} \leq \frac{\tau(t-m)+\tau\left(n-t^{\prime}\right)+\hat{\tau}_{\mathrm{bd}}\left|n_{1}-m_{1}\right|}{\left\|t-t^{\prime}\right\|} \tag{7.14}
\end{equation*}
$$

We can optimize this upper bound by taking the minimum over $m$ and $n$. On the other hand

$$
\begin{equation*}
\frac{1}{\xi_{\mathrm{sh}}\left(t, t^{\prime} ; \beta^{*}\right)}=\frac{\tau\left(t-t^{\prime}\right)}{\left\|t-t^{\prime}\right\|} \tag{7.15}
\end{equation*}
$$

The results of Section 4 show that there exist $t, t^{\prime}$, when $h^{*}>h_{w}(\beta)^{*}$, such that for suitable $m$ and $n$,

$$
\begin{equation*}
\tau(t-m)+\tau\left(n-t^{\prime}\right)+\hat{\tau}_{\mathrm{bd}}\left|n_{1}-m_{1}\right|<\tau\left(t-t^{\prime}\right) \tag{7.16}
\end{equation*}
$$

and so

$$
\begin{equation*}
\xi_{\lg }\left(t, t^{\prime} ; \beta^{*}, h^{*}\right)>\xi_{\mathrm{sh}}\left(t, t^{\prime} ; \beta^{*}\right) \tag{7.17}
\end{equation*}
$$

## 8 From microscopic to macroscopic theory

We show that the phase-separation line $\lambda$ is concentrated in a neighbourhood of the solution of the variational problem of Section 4 , scaled by $L$, with probability tending to 1 when $L \rightarrow \infty$. The thickness of the neighbourhood is at most $O\left((L \ln L)^{1 / 2}\right)$. Consequently, if we do a coarse-grained description of the configurations, using cells of linear size $L^{\alpha}, 1 / 2<\alpha<1$, then we see the emergence of an interface, which coincides with the solution of the variational problem. This justifies the macroscopic theory, starting from the microscopic theory. It is possible to consider even a more general situation. Suppose that we prescribe a curve $\mathcal{C} \subset Q$ from $A$ to $B$. We can estimate the probability that the phase-separation line is in a neighbourhood of this curve scaled by $L$, the thickness of the neighbourhood being at most $O\left((L \ln L)^{1 / 2}\right)$. Using the method developped fully in [PV1], this probability is roughly equal to

$$
\begin{equation*}
\exp \left(-L\left(\mathrm{~W}(\mathcal{C})-\mathrm{W}^{*}\right)\right) \tag{8.1}
\end{equation*}
$$

where $W^{*}$ is the minimum of the variational problem. We shall not give the details of that estimate here.

### 8.1 Main result

The weight of a separation line $\lambda$ in $\Lambda_{L}^{*}$, going from $u^{L}$ to $v^{L}$, is given by $q_{\Lambda_{L}^{*}}(\lambda)$. These weights define a measure on the set of the phase-separation lines, such that the total mass is

$$
\begin{equation*}
\sum_{\substack{\mathcal{E}(\lambda) \subset \mathcal{E}\left(\Lambda_{L}^{*}\right): \\ \delta \lambda=\left\{u^{L}, v^{L}\right\}}} q_{\Lambda_{L}^{*}}(\lambda)=\left\langle\sigma\left(u^{L}\right) \sigma\left(v^{L}\right)\right\rangle_{\Lambda_{L}^{*}} . \tag{8.2}
\end{equation*}
$$

Consequently we can introduce the following probability measure

$$
\begin{equation*}
P_{L}^{a b}[\lambda]=\frac{q_{\Lambda_{L}^{*}}(\lambda)}{\left\langle\sigma\left(u^{L}\right) \sigma\left(v^{L}\right)\right\rangle_{\Lambda_{L}^{*}}} . \tag{8.3}
\end{equation*}
$$

Let $\mathcal{D}$ and $\mathcal{W}$ be the curves in $Q$ introduced in section 4 . We set

$$
\begin{equation*}
I_{i}^{L}:=\left\{x \in \Sigma_{L}^{*}:\left\|x-w_{i}^{L}\right\| \leq(M L \log L)^{1 / 2}\right\} \quad, \quad i=1,2 \tag{8.4}
\end{equation*}
$$

with $w_{i}^{L}=\left(L P_{i}, 1 / 2\right)$ and $\left[P_{1}, P_{2}\right]=\mathcal{W} \cap W_{Q}$. We set

$$
\begin{equation*}
\rho_{L}:=M \ln L \tag{8.5}
\end{equation*}
$$

We define two sets of phase-separation lines. The set $\mathcal{T}_{\mathcal{D}}$ contains all $\lambda, \mathcal{E}(\lambda) \subset \mathcal{E}\left(\Lambda_{L}^{*}\right)$, such that

$$
a_{1} \cdot \delta \lambda=\left\{u^{L}, v^{L}\right\}
$$

$a_{2} . \mathcal{E}(\lambda)$ is inside $\mathcal{E}\left(\mathcal{S}\left(u^{L}, v^{L} ; \rho_{L}\right)\right)$.

The set $\mathcal{T}_{\mathcal{W}}$ contains all $\lambda, \mathcal{E}(\lambda) \subset \mathcal{E}\left(\Lambda_{L}^{*}\right)$, considered as parameterized curves $s \mapsto \lambda(s)$, such that

$$
b_{1} \cdot \delta \lambda=\left\{u^{L}, v^{L}\right\}, \lambda(0):=u^{L} ;
$$

$b_{2}$. $\exists s_{1}$ such that $\lambda\left(s_{1}\right) \in I_{1}^{L}$ and for all $s<s_{1}, \lambda(s) \cap \Sigma_{L}^{*}=\emptyset$;
$b_{3} . \lambda_{1}:=\left\{\lambda(s): s \leq s_{1}\right\}$ is inside $\mathcal{S}\left(u^{L}, \lambda\left(s_{1}\right) ; \rho_{L}\right) ;$
$b_{4}$. $\exists s_{2}$ such that $\lambda\left(s_{2}\right) \in I_{2}^{L}$ and for all $s_{2}<s, \lambda(s) \cap \Sigma_{L}^{*}=\emptyset$;
$b_{5} . \lambda_{3}:=\left\{\lambda(s): s_{2} \leq s\right\}$ is inside $\mathcal{S}\left(\lambda\left(s_{2}\right), v^{L} ; \rho_{L}\right) ;$
$b_{6} . \lambda_{2}:=\left\{\lambda(s): s_{1} \leq s \leq s_{2}\right\}$ is inside

$$
\left\{x \in \Lambda_{L}^{*}: x(2) \leq \rho_{L}, \lambda\left(s_{1}\right)(1)-\rho_{L} \leq x(1) \leq \lambda\left(s_{2}\right)(1)+\rho_{L}\right\}
$$

Theorem 8.1 Let $\beta>\beta_{c}, h>0,0<a<1,0<b<1$. There exist $M>0$ and $L_{0}=L_{0}(h, \beta, M)$ such that, for all $L \geq L_{0}$, the following statements are true.

1. Suppose that the solution of the variational problem in $Q$ is the curve $\mathcal{D}$. Then

$$
\begin{equation*}
P_{L}^{a b}\left[\mathcal{T}_{\mathcal{D}}\right] \geq 1-L^{-O(M)} \tag{8.6}
\end{equation*}
$$

2. Suppose that the solution of the variational problem in $Q$ is the curve $\mathcal{W}$. Then

$$
\begin{equation*}
P_{L}^{a b}\left[\mathcal{T}_{\mathcal{W}}\right] \geq 1-L^{-O(M)} \tag{8.7}
\end{equation*}
$$

3. Suppose that the solution of the variational problem in $Q$ is the either the curve $\mathcal{D}$ or the curve $\mathcal{W}$. Then

$$
\begin{equation*}
P_{L}^{a b}\left[\mathcal{T}_{\mathcal{D}} \cup \mathcal{T}_{\mathcal{W}}\right] \geq 1-L^{-O(M)} \tag{8.8}
\end{equation*}
$$

Comment: The results of Theorem 8.1 are optimal in the following sense: At a finer scale we do not expect the phase-separation line to converge to some non-random set, but rather to some random process. It is known that fluctuations of a phase-separation line of length $O(L)$, which is not in contact with the wall, are $O\left(L^{1 / 2}\right)$ (see [Hi2] and [DH]). On the other hand, if the phase-separation line is attracted by the wall on a length $O(L)$, then we expect that its excursions away from the wall have a size typically bounded by $O(\log L)$.

## Proof.

1. Suppose that the minimum of the variational problem is given by $\mathcal{D}, \mathrm{W}(\mathcal{D})=\mathrm{W}^{*}$. Let $\mathrm{W}^{* *}$ be the minimum of the functional over all simple curves in $Q$, with end-points $A$ and $B$, and which touch the wall $W_{Q}$. By hypothesis there exists $\delta>0$ with $\mathrm{W}^{* *}=\mathrm{W}^{*}+\delta$.

We set $\mathcal{S}_{1}:=\mathcal{S}\left(u^{L}, v^{L} ; \rho_{L}\right)$; for $L$ large enough $\mathcal{S}_{1} \cap \Sigma_{L}^{*}=\emptyset$ since $a>0$ and $b>0$. We apply Lemma 7.1. We have

$$
\begin{align*}
P_{L}^{a b}\left[\left\{\lambda \notin \mathcal{T}_{\mathcal{D}}\right\}\right] & =\frac{1}{\left\langle\sigma\left(u^{L}\right) \sigma\left(v^{L}\right)\right\rangle_{\Lambda_{L}^{*}}} \sum_{\lambda \notin \mathcal{T}_{\mathcal{D}}} q_{\Lambda_{L}^{*}}(\lambda)  \tag{8.9}\\
& \leq L^{C} \exp \left\{\mathrm{~W}^{*} L\right\} \sum_{\lambda \notin \mathcal{T}_{\mathcal{D}}} q_{L}^{*}(\lambda)
\end{align*}
$$

We estimate the numerator of $P_{L}^{a b}\left[\left\{\lambda \notin \mathcal{T}_{\mathcal{D}}\right\}\right]$. There are two cases, either $\lambda \cap \Sigma_{L}^{*} \neq \emptyset$ or $\lambda \cap \Sigma_{L}^{*}=\emptyset$. The first case is easy to estimate. Consider $\lambda$ as a unit-speed parametrized curve from $u^{L}$ to $v^{L}$ and suppose that $z_{1}(\lambda)$, resp. $z_{2}(\lambda)$, is the first, resp. last, point of $\lambda \cap \Sigma_{L}^{*} \neq \emptyset$. Then by Lemmas 6.5 and 6.6

$$
\begin{equation*}
\sum_{\lambda \cap \Sigma_{L}^{*} \neq \emptyset} q_{\Lambda_{L}^{*}}(\lambda) \leq \sum_{z_{1}, z_{2} \in \Sigma_{L}^{*}} \mathrm{e}^{-\hat{\tau}\left(z_{1}-u^{L}\right)} \mathrm{e}^{-\hat{\tau}_{\mathrm{bd}}\left(z_{2}-z_{1}\right)} \mathrm{e}^{-\hat{\tau}\left(v^{L}-z_{2}\right)} \tag{8.10}
\end{equation*}
$$

We can bound above this sum by $O\left(L^{2}\right) \exp \left\{-L \mathrm{~W}^{* *}\right\}$. In the second case we have $\lambda \cap \Sigma_{L}^{*}=$ $\emptyset$. Using Lemmas 6.7, 6.6, GKS inequalities and Lemma 6.10,

$$
\begin{align*}
\sum_{\substack{\lambda \notin \mathcal{T}_{\mathcal{D}} \\
\lambda \cap \Sigma_{L}^{*}=\emptyset}} q_{\Lambda_{L}^{*}}(\lambda) & \leq \sum_{z \in \partial_{\mathrm{ext}} \mathcal{S}_{1}} \sum_{\substack{z \in \lambda, \lambda \cap \Sigma_{L}^{*}=\emptyset \\
\delta \lambda=\left\{u^{L}, v v^{L}\right\}}} q_{\Lambda_{L}^{*}}(\lambda)  \tag{8.11}\\
& \leq \sum_{z \in \partial_{\mathrm{ext}} \mathcal{S}_{1}}\left\langle\sigma\left(u^{L}\right) \sigma(z)\right\rangle_{\Lambda_{L}^{*} \backslash \Sigma_{L}^{*}}\left\langle\sigma(z) \sigma\left(v^{L}\right)\right\rangle_{\Lambda_{L}^{*} \backslash \Sigma_{L}^{*}} \\
& \leq \sum_{z \in \partial_{\mathrm{ext}} \mathcal{S}_{1}}\left\langle\sigma\left(u^{L}\right) \sigma(z)\right\rangle\left\langle\sigma(z) \sigma\left(v^{L}\right)\right\rangle \\
& \leq O\left(L^{3 / 2-\kappa M}\right)\left\langle\sigma\left(u^{L}\right) \sigma\left(v^{L}\right)\right\rangle \\
& \leq O\left(L^{3 / 2-\kappa M}\right) \exp \left\{-\mathrm{W}^{*} L\right\}
\end{align*}
$$

This proves the first statement.
2. Suppose that the minimum of the variational problem is given by $\mathcal{W}, \mathrm{W}(\mathcal{W})=\mathrm{W}^{*}$. Then there exists $\delta>0$ such that $\mathrm{W}(\mathcal{D})=\mathrm{W}^{*}+\delta$. We estimate $P_{L}^{a b}\left[\left\{\lambda \notin \mathcal{T}_{\mathcal{W}}\right\}\right]$ in several steps. Notice that condition $b_{1}$ is always satisfied.

1. The probability that condition $b_{2}$ is satisfied, but not $b_{3}$, can be estimated as in (8.11) using Lemma 6.6; it is smaller than $O\left(L^{C+1}\right) / L^{\Delta M}$.
2. The probability that condition $b_{4}$ is satisfied, but not $b_{5}$, is estimated in the same way; it is smaller than $O\left(L^{C+1}\right) / L^{\Delta M}$.
3. The probability that conditions $b_{2}$ and $b_{4}$ are satisfied, but not $b_{6}$, can be estimated by Lemma 6.13; it is smaller than $L^{-O(M)}$.
4. We estimate the probability that condition $b_{2}$ is not satisfied. The case with condition $b_{5}$ is similar. If $\lambda$ does not intersect $\Sigma_{L}^{*}$, then this probability is smaller than $O\left(L^{C}\right) \exp \{-\delta L\}$, since $\mathrm{W}(\mathcal{D})=\mathrm{W}^{*}+\delta$. Suppose that there exist $s_{1}$ and $s_{2}$, with $\lambda\left(s_{i}\right) \in \Sigma_{L}^{*}$, $\lambda(s) \cap \Sigma_{L}^{*}=\emptyset$ for all $s<s_{1}$ and $\lambda(s) \cap \Sigma_{L}^{*}=\emptyset$ for all $s_{2}<s$. Let $p_{i}^{L}:=\lambda\left(s_{i}\right), i=1,2$. Under these conditions, $b_{2}$ is not satisfied if and only if $p_{1}^{L} \notin I_{1}^{L}$. Let $\mathcal{C}\left(p_{1}^{L}, p_{2}^{L}\right)$ be the polygonal curve from $u^{L}$ to $p_{1}^{L}$, then from $p_{1}^{L}$ to $p_{2}^{L}$ and finally from $p_{2}^{L}$ to $v^{L}$. Then the
probability of this event is bounded above by

$$
\begin{gather*}
\sum_{\substack{p_{1}^{L} \in \Sigma_{L}^{*}: \\
p_{1}^{L} \notin I_{1}^{L}}} \sum_{p_{2}^{L} \in \Sigma_{L}^{*}} \exp \left\{-\mathrm{W}\left(\mathcal{C}\left(p_{1}^{L}, p_{2}^{L}\right)\right)\right\} \leq  \tag{8.12}\\
O\left(L^{2}\right) \max \left\{\exp \left\{-\mathrm{W}\left(\mathcal{C}\left(p_{1}^{L}, p_{2}^{L}\right)\right)\right\} \mid p_{1}^{L} \in \Sigma_{L}^{*} \backslash I_{1}^{L}, p_{2}^{L} \in \Sigma_{L}^{*}\right\} .
\end{gather*}
$$

Suppose that $\mathcal{C}$ denotes the polygonal line giving the maximum; scaled by $1 / L$ we get a polygonal line in $Q$, denoted by $\mathcal{C}^{*}$, from $A$ to some point $P_{1}^{*}$, then from $P_{1}^{*}$ to $P_{2}^{*}$ and finally from $P_{2}^{*}$ to $B$. Let $\theta^{*}$ be the angle between the straight line from $A$ to $P_{1}^{*}$ with the wall. We have

$$
\begin{equation*}
\mathrm{W}(\mathcal{C})=L \mathrm{~W}\left(\mathcal{C}^{*}\right) \geq L\left(g\left(\theta^{*}, a\right)+g\left(\theta_{Y}, b\right)\right) \tag{8.13}
\end{equation*}
$$

By hypothesis

$$
\begin{equation*}
\left|\theta^{*}-\theta_{Y}\right| \geq \frac{1}{L^{1 / 2}} O\left((M \log L)^{1 / 2}\right) \tag{8.14}
\end{equation*}
$$

Therefore (use a Taylor expansion of $g$ around $\theta_{Y}$ and the monotonicity of $g(\theta, x)$ on $\left[0, \theta_{Y}\right]$, respectively $\left.\left[\theta_{Y}, \pi / 2\right]\right)$ there exists a positive constant $\alpha$ such that

$$
\begin{align*}
\mathrm{W}\left(\mathcal{C}^{*}\right) & \geq g\left(\theta_{Y}, a\right)+g\left(\theta_{Y}, b\right)+\frac{\alpha M \log L}{L}  \tag{8.15}\\
& =\mathrm{W}^{*}+\frac{\alpha M \log L}{L}
\end{align*}
$$

We conclude that the probability, that condition $b_{2}$ is not satisfied, is bounded above by $O\left(L^{C+2}\right) / L^{\alpha M}$. If $M$ is large enough, the second statement of the theorem is true.
3. The proof of the third statement of the theorem is similar.

## 9 Appendix: N phase-separation lines

In this appendix we indicate how we can treat problems with $N$ phase-separation lines. We consider the simplest case, in order to illustrate the basic ideas. We reduce the question of finding typical configurations to a similar questions for a single phase separation line.

We assume in this section that all coupling constants are equal, $K(e)=\beta, \beta>\beta_{c}$.
We fix $2 N$ points $A_{i}, i=1, \ldots, 2 N$, on the boundary of $Q$. Then we scale the box $Q$ by $L \in \mathbb{N}$ and get $2 N$ points $A_{i}^{L}, i=1, \ldots, 2 N$. We assume that $A_{i}^{L}, i=1, \ldots, 2 N$, are at the middle of bonds of the lattice $\mathbb{Z}^{2}$. Consequently, these points give naturally a partition of $\partial \Lambda_{L}$ into $2 N$ subsets (see Figure 4), which we denote by $\left[A_{i}^{L}, A_{i+1}^{L}\right], i=1, \ldots, 2 N$, with $A_{2 N+1}^{L} \equiv A_{1}^{L}$. Let $\eta$ be the boundary conditions for $\Lambda_{L}$,

$$
\eta(x)= \begin{cases}+1 & \text { if } x \in\left[A_{i}^{L}, A_{i+1}^{L}\right] \text { and } i \text { is odd }  \tag{9.1}\\ -1 & \text { if } x \in\left[A_{i}^{L}, A_{i+1}^{L}\right] \text { and } i \text { is even }\end{cases}
$$

This boundary conditions defines $N$ phase-separation lines $\lambda_{i}(\omega) i=1, \ldots, N$, in any configuration $\omega$ compatible with $\eta$. The set $V_{L}(\eta):=\left\{a_{i}^{L}: i=1, \ldots, 2 N\right\}$ of endpoints of these phase-separation lines is uniquely determined by the points $A_{i}^{L}$. Given $\omega$ compatible with $\eta$, the $N$ phase-separation lines $\lambda_{i}(\omega)$ give a partition of $V_{L}(\eta)$ into twopoint subsets $\delta \lambda_{j}(\omega)=\left\{a_{j_{1}}^{L}, a_{j_{2}}^{L}\right\}$. The set of all possible partitions of $V_{L}(\eta)$ compatible with $N$ phase-separation lines is denoted by $\mathcal{P}\left(V_{L}(\eta)\right)$ and an element of $\mathcal{P}\left(V_{L}(\eta)\right)$ by $\underline{a}^{L}=\left(a_{1_{1}}^{L}, a_{1_{2}}^{L} ; \ldots ; a_{N_{1}}^{L}, a_{N_{2}}^{L}\right)$.


Figure 4: The box $\Lambda_{L}$, the points $A_{i}^{L}$ (white dots) and the points $a_{i}^{L}$ (black dots). A family of phaseseparation lines is also drawn.

Lemma 9.1 Let $\eta$ be a b.c. with $N$ phase-separation lines for $\Lambda_{L}$. Let $\underline{b}^{L}=\left(b_{1_{1}}^{L}, b_{1_{2}}^{L} ; \ldots ; b_{N_{1}}^{L}, b_{N_{2}}^{L}\right) \in$ $\mathcal{P}\left(V_{L}(\eta)\right)$. Then

$$
\begin{equation*}
\left\langle\left\{\underline{\lambda}: \delta \lambda_{j}=\left\{b_{j_{1}}^{L} b_{j_{2}}^{L}\right\}, j=1, \ldots, N\right\}\right\rangle_{\Lambda_{L}}^{\eta} \leq \frac{\prod_{j \geq 1}\left\langle\sigma\left(b_{j_{1}}^{L}\right) \sigma\left(b_{j_{2}}^{L}\right)\right\rangle_{\Lambda_{L}}^{*}}{\max _{a^{L} \in \mathcal{P}\left(V_{L}(\eta)\right)} \prod_{j \geq 1}\left\langle\sigma\left(a_{j_{1}}^{L}\right) \sigma\left(a_{j_{2}}^{L}\right)\right\rangle_{\Lambda_{L}}^{*}} \tag{9.2}
\end{equation*}
$$

Proof. Let $q_{\Lambda_{L}}^{\eta}(\underline{\lambda})$ be the weight of the compatible family $\underline{\lambda}$ of $N$ phase-separation lines. We estimate the denominator of the left-hand side of (9.2). Let $\underline{a}^{L}=\left(a_{1_{1}}^{L}, a_{1_{2}}^{L} ; \ldots ; a_{N_{1}}^{L}, a_{N_{2}}^{L}\right) \in$ $\mathcal{P}\left(V_{L}(\eta)\right)$. By Lemma 6.2 and GKS inequalities

$$
\begin{align*}
\sum_{\underline{\lambda}} q_{\Lambda_{L}}^{\eta}(\underline{\lambda}) & =\left\langle\prod_{t \in V_{L}(\eta)} \sigma(t)\right\rangle_{\Lambda_{L}}^{*}  \tag{9.3}\\
& \geq \prod_{j \geq 1}\left\langle\sigma\left(a_{j_{1}}^{L}\right) \sigma\left(a_{j_{2}}^{L}\right)\right\rangle_{\Lambda_{L}}^{*}
\end{align*}
$$

We estimate the numerator of the left-hand side of (9.2). By Lemma 6.5

$$
\begin{equation*}
\sum_{\substack{\lambda: \\ \delta \lambda_{j}=\left\{b_{j_{1}}^{L} b_{j_{2}}^{L}\right\}}} q_{\Lambda_{L}}^{\eta}(\underline{\lambda}) \leq \prod_{j \geq 1}\left\langle\sigma\left(b_{j_{1}}^{L}\right) \sigma\left(b_{j_{2}}^{L}\right)\right\rangle_{\Lambda_{L}}^{*} . \tag{9.4}
\end{equation*}
$$

When $J(e) \equiv \beta$ it is easy to analyse the right-hand side of $(9.2)$. Let $\underline{a}^{L}=\left(a_{1_{1}}^{L}, a_{1_{2}}^{L} ; \ldots ; a_{N_{1}}^{L}, a_{N_{2}}^{L}\right) \in$ $\mathcal{P}\left(V_{L}(\eta)\right)$; we set

$$
\begin{equation*}
\mathrm{W}\left(\underline{a}^{L}\right):=\frac{1}{L} \sum_{j=1}^{N} \tau\left(a_{j_{2}}^{L}-a_{j_{1}}^{L}\right), \tag{9.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{W}_{\eta}:=\min \left\{\mathrm{W}\left(\underline{a}^{L}\right): \underline{a}^{L} \in \mathcal{P}\left(V_{L}(\eta)\right)\right\} . \tag{9.6}
\end{equation*}
$$

Then by Proposition 2.4 and Lemma 7.1

$$
\begin{equation*}
\left\langle\left\{\underline{\lambda}: \delta \lambda_{j}=\left\{b_{j_{1}}^{L} b_{j_{2}}^{L}\right\}, j=1, \ldots, N\right\}\right\rangle_{\Lambda_{L}}^{\eta} \leq L^{O(N)} \exp \left\{-L\left(\mathrm{~W}\left(\underline{b}^{L}\right)-\mathrm{W}_{\eta}\right)\right\} \tag{9.7}
\end{equation*}
$$

In the generic case the minimum in (9.6) is attained at a single $\underline{b}^{L} \in \mathcal{P}\left(V_{L}(\eta)\right)$; there exists $\varepsilon>0$ such that

$$
\begin{equation*}
\mathrm{W}\left(\underline{a}^{L}\right) \geq \mathrm{W}_{\eta}+\varepsilon \quad, \quad \underline{a}^{L} \neq \underline{b}^{L} . \tag{9.8}
\end{equation*}
$$

We can use Lemma 6.5 to bound above the denominator of the left-hand side of (9.2),

$$
\begin{equation*}
\sum_{\underline{\lambda}} q_{\Lambda_{L}}^{\eta}(\underline{\lambda}) \leq \sum_{\underline{p} \in \mathcal{P}\left(V_{L}(\eta)\right)} \prod_{j \geq 1}\left\langle\sigma\left(a_{p_{j_{1}}}^{L}\right) \sigma\left(a_{p_{j_{2}}}^{L}\right)\right\rangle_{\Lambda_{L}}^{*} \tag{9.9}
\end{equation*}
$$

Notice that this is slightly better than what we would have obtained using the Gaussian inequality. For $L$ large enough only a single term dominates in (9.9), namely the term given by the partition $\underline{p}$ such that

$$
\begin{equation*}
\underline{b}^{L}=\left(a_{p_{1_{1}}}^{L}, a_{p_{1_{2}}}^{L} ; \ldots ; a_{p_{N_{1}}}^{L}, a_{p_{N_{2}}}^{L}\right) \tag{9.10}
\end{equation*}
$$

Therefore in the generic case, for fixed $N$ and large $L$,

$$
\begin{equation*}
\prod_{j \geq 1}\left\langle\sigma\left(b_{j_{1}}^{L}\right) \sigma\left(b_{j_{2}}^{L}\right)\right\rangle_{\Lambda_{L}}^{*} \leq \sum_{\underline{\lambda}} q_{\Lambda_{L}}^{\eta}(\underline{\lambda}) \leq\left(1+O\left(\mathrm{e}^{-\varepsilon L}\right)\right) \prod_{j \geq 1}\left\langle\sigma\left(b_{j_{1}}^{L}\right) \sigma\left(b_{j_{2}}^{L}\right)\right\rangle_{\Lambda_{L}}^{*} \tag{9.11}
\end{equation*}
$$

Let $\underline{\lambda}$ be a family of compatible phase-separation lines, such that $\delta \lambda_{j}=\left\{b_{j_{1}}^{L}, b_{j_{2}}^{L}\right\}, j=$ $1, \ldots, N$. Formula (6.11) and Lemma 6.4 imply that

$$
\begin{equation*}
q_{\Lambda_{L}}^{\eta}(\underline{\lambda})=q_{\Lambda_{L}^{*}}(\underline{\lambda}) \geq \prod_{j \geq 1} q_{\Lambda_{L}^{*}}\left(\lambda_{j}\right) \tag{9.12}
\end{equation*}
$$

Notice that the factor $\left\langle\sigma\left(b_{j_{1}}^{L}\right) \sigma\left(b_{j_{2}}^{L}\right)\right\rangle_{\Lambda_{L}}^{*}$ in (9.11) is equal to

$$
\begin{equation*}
\left\langle\sigma\left(b_{j_{1}}^{L}\right) \sigma\left(b_{j_{2}}^{L}\right)\right\rangle_{\Lambda_{L}}^{*}=\sum_{\substack{\lambda: \\ \delta \lambda=\left\{b b_{1}^{L}, b j_{2}\right.}} q_{\Lambda_{L}^{*}}^{*}(\lambda) . \tag{9.13}
\end{equation*}
$$

We summarize the results obtained so far.

1. In the generic situation described above the typical phase-separation lines $\underline{\lambda}$ compatible with the b.c. $\eta$ are those such that $\delta \lambda_{j}=\left\{b_{j_{1}}^{L}, b_{j_{2}}^{L}\right\}, j=1, \ldots, N$, where $\underline{b}^{L}=\left(b_{1_{1}}^{L}, b_{1_{2}}^{L} ; \ldots ; b_{N_{1}}^{L}, b_{N_{2}}^{L}\right)$ is the element of $\mathcal{P}\left(V_{L}(\eta)\right)$, which minimizes $\mathrm{W}\left(\underline{a}^{L}\right):=$ $\frac{1}{L} \sum_{j=1}^{N} \tau\left(a_{j_{2}}^{L}-a_{j_{1}}^{L}\right)$.
2. The probability of the occurrence of $\underline{\lambda}$ compatible with the b.c. $\eta$, assuming that $\delta \lambda_{j}=\left\{b_{j_{1}}^{L}, b_{j_{2}}^{L}\right\}, j=1, \ldots, N$, is bounded below by

$$
\begin{equation*}
\prod_{j \geq 1} \frac{q_{\Lambda_{L}^{*}}\left(\lambda_{j}\right)}{\sum_{\substack{\lambda: \\ \delta \lambda=\left\{b j_{1}, b_{j}^{L}\right.}} q_{\Lambda_{L}^{*}}(\lambda)} \geq \prod_{j \geq 1} \frac{q\left(\lambda_{j}\right)}{\sum_{\substack{\lambda: \\ \delta \lambda=\left\{b b_{j_{1}}^{L}, b_{j_{2}}^{L}\right\}}} q(\lambda)} \tag{9.14}
\end{equation*}
$$

We suppose that we are in the generic case. Then there are $N$ segments with total length minimal, which do not intersect. Therefore the distance between two segments is at least $\delta L, \delta>0$. We also suppose that for each pair of points $\left\{b_{j_{1}}^{L}, b_{j_{2}}^{L}\right\}$ we can apply case 1 of Lemma 7.1. If $L$ is large enough, then the ellipses $\mathcal{S}_{j}:=\mathcal{S}\left(b_{j_{1}}^{L}, b_{j_{2}}^{L} ; c^{\prime} \ln L\right), j=1, \ldots, N$, are disjoint two by two. Let

$$
\begin{equation*}
\left\{\underline{\lambda}: \delta \lambda_{j}=\left\{b_{j_{1}}^{L}, b_{j_{2}}^{L}\right\}, \lambda_{j} \subset \mathcal{S}_{j}, j=1, \ldots, N\right\} \tag{9.15}
\end{equation*}
$$

We can easily estimate the probability of the event (9.15) using (9.14). Indeed, we can reduce the estimate to an estimate for an event concerning a single interface,

$$
\begin{equation*}
\left\{\lambda: \delta \lambda=\left\{b_{j_{1}}^{L}, b_{j_{2}}^{L}\right\}, \lambda \subset \mathcal{S}_{j}\right\} \tag{9.16}
\end{equation*}
$$

We have, using Lemma 6.7, GKS inequalities and Lemma 6.10,

$$
\begin{aligned}
\sum_{\substack{\mathcal{E}(\lambda) \not \subset \mathcal{E}\left(\mathcal{S}_{j}\right): \\
\delta \lambda=\left\{b_{j_{1}}^{L}, b j_{2}\right.}} q_{\Lambda_{L}^{*}}(\lambda) & \leq \sum_{z \in \partial_{\mathrm{ext}} \mathcal{S}_{j}} \sum_{\substack{\lambda \ni z: \\
\delta \lambda=\left\{b_{j_{1}}^{L}, b_{j_{2}}^{L}\right\}}} q_{\Lambda_{L}^{*}}(\lambda) \\
& \leq \sum_{z \in \partial_{\mathrm{ext}} \mathcal{S}_{j}}\left\langle\sigma\left(b_{j_{1}}^{L}\right) \sigma(z)\right\rangle_{\Lambda_{L}^{*}}\left\langle\sigma(z) \sigma\left(b_{j_{2}}^{L}\right)\right\rangle_{\Lambda_{L}^{*}}^{*} \\
& \leq \sum_{z \in \partial_{\text {ext }} \mathcal{S}_{j}}\left\langle\sigma\left(b_{j_{1}}^{L}\right) \sigma(z)\right\rangle\left\langle\sigma(z) \sigma\left(b_{j_{2}}^{L}\right)\right\rangle \\
& \leq O\left(L^{3 / 2-\kappa c^{\prime}}\right)\left\langle\sigma\left(b_{j_{1}}^{L}\right) \sigma\left(b_{j_{2}}^{L}\right)\right\rangle
\end{aligned}
$$

On the other hand, by Lemma 7.1 and Proposition 2.4,

$$
\begin{align*}
\sum_{\substack{\mathcal{E}(\lambda) \subset \mathcal{E}\left(\Lambda_{L}^{*}\right): \\
\delta \lambda=\left\{b_{j_{1}}^{L}, b_{j_{2}}^{L}\right\}}} q_{\Lambda_{L}^{*}}(\lambda) & =\left\langle\sigma\left(b_{j_{1}}^{L}\right) \sigma\left(b_{j_{2}}^{L}\right)\right\rangle_{\Lambda_{L}^{*}}  \tag{9.17}\\
& \geq L^{-C} \mathrm{e}^{-\tau\left(b_{j_{1}}^{L}-b_{j_{2}}^{L}\right)} \\
& \geq L^{-C-1 / 2}\left\langle\sigma\left(b_{j_{1}}^{L}\right) \sigma\left(b_{j_{2}}^{L}\right)\right\rangle .
\end{align*}
$$

Choosing $c^{\prime}$ so large that $3 / 2-\kappa c^{\prime}+C+1 / 2=\alpha<0$, the probability of the event (9.16) is larger than $1-O\left(L^{-\alpha}\right)$. Therefore, the probability of the event (9.15) is also larger than $1-O\left(L^{-\alpha}\right)$.
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[^0]:    ${ }^{1}$ The definition of $\hat{\tau}_{\mathrm{bd}}$ differs from the analogous quantity used in [PV1] or [PV2], because in these papers the reference bulk phase is the + phase and here it is the - phase.

