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Scalable Network-layer Defense Against
Internet Bandwidth-Flooding Attacks
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Abstract—In a bandwidth-flooding attack, compromised the magnitude of the problem and the indications that it is

sources send high-volume traffic to the target with the purposefo getting worse, no effective solution has been deployed yet.
causing congestion in its tail circuit and disrupting its legitimate

communications. In this paper, we present Active Internet Trafic There are two basic steps in stopping a bandwidth-flooding
Filtering (AITF), a network-layer defense mechanism against attack: (1) identifying undesired traffic and (2) blocking i
such attacks. AITF enables a receiver to contact mishehaving this paper addresses the latter. To prevent undesiredctraffi
sources and ask them to stop sending it traffic; each source g4y cqysing legitimate-traffic loss, it must be blockeddvef
that has been asked to stop is policed by its own Internet . ST L )
service provider (ISP), which ensures its compliance. An ISP that entering th_e targetg tail circuit, for exam'ple,.lnSIde theget's
hosts misbeha\/ing sources either supports AITF (and accepts ISP. The first solution that comes to mind is to automate the
to police its misbehaving clients), or risks losing all access to approach followed by GRC: one can imagine an ISP service,
the complaining receiver—this is a strong incentive to cooperate, in which a flooding target senditering requestso its ISP,
especially when the receiver is a popular public-access site. Weand’ in response, the ISP installs wire-speed filters filers

show that AITF preserves a significant fraction of a receiver’s . o
bandwidth in the face of bandwidth flooding, and does so at a that do not affect packet-forwarding performance) in itsteos

per-client cost that is already affordable for today’s ISPs; this t0 satisfy these requests; each filtering request specitifiect
per-client cost is not expected to increase, as long as botnet-from one undesired-traffic source to the target.

size growth does not outpace Moore’s law. We also show that Th bl ith thi his that it .
even the first two networks that deploy AITF can maintain their e problem wi IS approach 1S that It requires more

connectivity to each other in the face of bandwidth flooding. We resources than ISPs can afford: Wire-speed filters in reuter
conclude that the network-layer of the Internet can provide an are a scarce resource, and this is not expected to change in
effective, scalable, and incrementally deployable solution against the near future. Modern hardware routers forward packets
bandwidth-flooding attacks. at high rates that allow only few lookups per forwarded
packet; to reduce the number of per-packet lookups, router
l. INTRODUCTION manufacturers store filters—as well as any state_ that must_be
o . , looked up per packet, e.g., the router’s forwarding table—in
Ina d|str|puted bandW|dth-ro<_)d|ng attack, a _Iarge numbefcam (ternary content addressable memory), which allows
of compromised sources send high-volume traffic to the targg, parallel accesses. However, because of its specialrist
in order to create congestion and packet loss in its taildirc Tcapm is more expensive and consumes more space and
as a.result, the target’s communication to legitimate SBBIC ower [4] than conventional memory: as a result, a router
deterlorat(_es. It hag .been shown that such .attacks can.exgg%card or supervisor-engine card typically supportsralsi
the behavior of legitimate TCP sources (which back off in thec an chip with tens of thousands of entries. For example,
face of packet loss) to dramatically reduce their throughgsu ¢ the time of writing, the Catalysts00, a mid-range switch,
in the case of long-lived flows, drive it to zero [1]. provides a64000-entry TCAM to be shared among all its
Real-life reports complement such analysis: The first wellzafaces (fromis8 to 384 100-Mbps interfaces); Ciscd2 000,
documented incident we are aware of is the 2001 attack agaigshigh-end router used at the Internet core, provig@800
the Gibson Research Corporation (GRC) web site. To blogkries that operate at line-speed per linecard (eachdidec

the flood, GRC analyzed the undesired traffic, determined j{sq up tod 1-Gbps interfaces). So, depending on how an ISP
sources, and asked from their Internet service providdé?)t8 connects its clients to its network, each client can typjcal
manually install filters that blocked traffic from these SIBS; .15im from a few hundred to a few thousand filters—not

in the meantime, their site was unreachable for more th%ﬂough to block the attacks observed today and not nearly

30 hours [2]. More recent attacks are less well documentef,gh to block the attacks expected in the near future [5].
(the victims are increasingly unwilling to reveal the dispi

but hint that botnet sizes have increased beyond thousand©ne could argue that, if an ISP does not have enough filters
of sources, while undesired traffic is harder to identify—alp Plock traffic from each undesired-traffic source to each
article on a 2003 attack against an online betting site tepof2'9eted client, it can aggregate filtering rules, i.e., ose
that the undesired traffic came from more trar000 sources, fIter to block traffic from multiple sources. The problem gt
its rate ranged from.5 to 3 Gbps, and it was addressed apuch filter aggregation can lead ¢ollateral damageimagine
routers, DNS servers, mail servers, and web sites [3]. Bes scenario wheré000 AOL clients flood a public-access site
’ ' ' and, in response, the target’s ISP blocks all traffic from AGL
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If an ISP does not have enough filters to block undesir¢de receiver of a packet can combine these identities and
traffic to its clients, it can appeal to other ISPs—a disteout reconstruct part of the packet’s domain-level path. Emgan
attack coming from hundreds of domains necessarily in®lvearly deployment scenario, as in Fig. 1, where otz and
hundreds of routers, which means that millions of filters arByzr have deployed path identification, the receivercan
available to help block undesired traffic. However, anyfiiftg identify {5, R4} as part of the domain-level path.
mechanism that involves inter-ISP cooperation faces twjopma Researchers have already proposed ways to provide path
challenges. The first one is securing the mechanism itseléntification viarecord route i.e., by enabling routers to mark
against attacks: once an ISP starts accepting filteringestqu forwarded packets, such that a packet’s path is specifiédeins
to block traffic against alleged flooding targets, a malisiouts headers: NIRA [6], WRAP [7], and the Points of Control
entity can pose as the ISP of a flooding target and send filteriapproach [8] all provide sufficient path identification fofT.
requests to disrupt communication between end hosts or eWhatever the underlying record-route mechanism, we do not
ISPs. The second challenge is motivating other ISPs to heissume that it is globally deployed; the only domains thaeha
without an incentive, an ISP is unlikely to spend its researcto deploy it are the ones that also deploy AITF.
helping some flooding target located in a foreign domain. 2) Undesired-traffic IdentificationWe define gpacket flow

In this paper, we present Active Internet Traffic Filteringas a sequence of packets with a common source IP address,
(AITF), a network-layer filtering mechanism that enables domain-level path specification, and destination IP addres
receiver to explicitly deny tail-circuit access to misbeing we use notation §ource domain_level_path destinafjoto
sources, while addressing these challenges. We show thatspecify a flow. For instance, in Fig. 1, traffic with source

« AITF enables a receiver to preserve on average more thish addressS, domain-level path specificationSj,, Ry.},
80% of its tail circuit in the face of a SYN-flooding attackand destination IP addred? constitutes a flow, denoted by

that exceeds the target's tail-circuit capacity by a factd®® Sgw fgu F}. We assume that a receiver can run an
of 10 (8V). “undesired-flow identification system,” which takes as inpu

« AITF requires an amount of per-client resources afforddcoming traffic and outputs specifications of undesired $low
able for today’s ISPs; the cost of these resources is rvtflow is classified asindesiredonce the receiver decides
expected to increase with time, as long as botnet-sifedoes not want to receive it for a certain amount of time.
growth does not outpace Moore’s law (§VI1). We base this assumption on the fact that existing technology

« AITF does not require any pre-configured inter-ISP realready identifies undesired flows in terms of their source
lationships or any public-key infrastructure; it is incre2nd destination prefixes (and potentially other headerdfitid
mentally deployable, in the sense that even the first ti§€ today) [9], [10]; once the domain-level path is specified
ISPs that deploy it can maintain their connectivity to eadRSide a packet's headers, it should be possible to exterd th
other in the face of bandwidth flooding (§1V). technology to take it into account.

We conclude that the network layer of the Internet can pmvid 3) Path-based Wire-speed Filteringe assume that a

an effective, scalable, and incrementally deployable tgmiu router that runs the AITF protocol (Wh'Ch’ as we will see,
against bandwidth-flooding attacks is necessarily a border router) can install a wire-speedrfilt

The rest of the paper is organized as follows: After statir@‘at bIO(_:ks all traffip matching a certain flow specificatiuve
our assumptions (1), we describe AITF in two steps: firgt th ase this assumption on the fact that modern routers already

core of the protocol (§111), then certain extensions thaelsh use wire-speed filters to block packets based on their IP and

it against non-cooperative or malicious behavior (81V)emh transport-layer headers; once the domain-level path isifipe:

we evaluate AITF: we compute its effectiveness in prot«gptir{ns'de a packet_’s headers, it should be pqs&ble tq use the sa
Gchnology to filter the packet based on its domain-leveh.pat

receivers (8V) and the resources required by participatilji ) X o
providers (8VI), then demonstrate our results through simu 4) P.rowder—chenlt Message A”th‘?”“ca“owe assume that
lation (§VII). Finally, we discuss limitations and opentiss a provider can verify the authenticity of messages sent from

(8VIII), present related work (§1X), and conclude (8X). its own clients, and a client can _verlfy tr_\e authentlcn){ of
messages sent from its own provider. This can be achieved

with message authentication codes or three-way handshakes

5) Non-compromised PathiVe assume that, in order for a

To block undesired traffic, we assume that receivers haseurce-receiver pair to be able to communicate, the network
the capability to identify it, while routers have the capiépi elements (typically routers) that are on the path between
to filter it. We now justify these assumptions, some of whicthem must not be compromised. Our rationale is that, once
already hold in the current Internet, while others can berouter gets compromised, all the communications served by
satisfied through existing research proposals. it are at its mercy: the router can drop their traffic or hijack

1) Path Identification: We define thedomain-level path their TCP connections. Of course, if a source-receiver pair
of a received packet as the sequence of border routers tbah communicate over multiple paths, and at least one of
forwarded the packet; border routeris a router that intercon- them is not compromised, they should be able to maintain
nects different administrative domains. We assume thaetheheir communication—akin to how multi-path communication
exists a (not necessarily globally deployed) path-idematifon between access points and clients increases attack nesilie
mechanism that enables participating domains to assdtiate in the Stateless Multipath Overlays approach [11]. Conmigini
packets they forward with some form of identity, such thanulti-path with AITF is part of our future work.

Il. ASSUMPTIONS



More specifically,R sends a filtering request to its gateway
Ry, to block I for Wy. In responseR,,, installs a temporary
filter that blocks /' for time Ty, < W; and forwards the
request to the source gateway,,,; once S,, satisfies the
request, R,, removes its temporary filter. SimilarlyS,.,
installs a temporary filter that blocks for time T4s < Wy,
logs the request foiV/;, and forwards the request t§; once
S satisfies the requess,,, removes its temporary filter.

Fig. 1. SourceS sends undesired traffic to receiv@rthrough routers ~ If .S does not cooperate (i.e., continues to séfd 5.,
Sy (in S's domain) andR,,, (in R's domain).Snrr and Ryer have  classifiesS as non-cooperatingand blocks allS-originated
de_ploye_d_ AITF (and the underlying path_—identification mechanismiraffic. If S “pretends” to cooperate (i_e_, stops Sendjﬁgbut
R identifies {S Syw Rew R} as an undesired flow. resumes befordV; has elapsed), the following takes plade:
sends a second filtering request agaitistipon receiving this
second requesty,,, checks its log, detects that has already
een told to stop sending, classifiesS as non-cooperating,
hd blocks allS-originated traffic.

Ill. THE BAsIC AITF PROTOCOL

. . . b

We now describe the basic elements of the Active Interng
Traffic Filtering (AITF) protocol. For simplicity, we iniglly

assume all domains that deploy AITF to be honest and Well petails and Rationale

behaved, then relax these assumptions in SIV. We now discuss and justify the three key elements of the

algorithm outlined above.

A. Players 1) Temporary Filters: AITF-enabled routers install wire-
AITF involves four players per undesired flow, illustratecdspeed filters only temporarily, in order to allow for efficten

in Fig. 1: filter reuse: The receiver's gateway installs a filter to sele
« ThereceiverR is the target of the undesired flow. tively block each undesired flow foff';, < Wj; once the

. Thesource$ is the node generating the undesired flonsource gateway has taken over filtering this flow, the recsive

« The receiver's gatewayR,,, is a border router located gateway can reuse its filter to satisfy another filtering esu
in R’s ISP, on the path fronS to R, before R's tall Similarly, the source gateway installs a filter to seledyive
circuit. Note thatR,,, is not significantly affected by Plock each undesired flow foif’y; < Wy; once the source
the attack; if it were (i.e., if its own tail circuit were Stops sending the flow, the source gateway can reuse its
congested)R,,, itself would be the “receiver,” while the filter to satisfy another filtering request. Of course, tharse
role of the receiver's gateway would be played by anoth&@teway must still keep a log on each filtering request for

router upstream. Wy, in order to ensure that the corresponding source is
« Thesource gateways,,, is a border router located ifi's cooperating. However, keeping a log on a filtering request fo
ISP, on the path fron$ to R. tens of minutes is significantly less expensive than filtethre

These four players communicate through AITF messagggrrgsponding ur_1desired flow for. the same amount of time;
which include one or mordiltering requests Each filtering this is because filters are stored in TCAM, whereas logs can

request includes the specification of an undesired ftoand be stored in conventional DRAM, accessed off the router's

the amount of timelV; (called thefiltering window) for which fast path. So, AITF does not r_educe the am?unt of ro_uter state
the requester does not want to receie necessary to block an undesired flow, but “moves” it off the

For simplicity, we make three temporary assumptions thEﬁSt path, |.e.,.f_rom an expensive, physically-limitedetstore
; . to a commoditized one.
we relax in §IV: 2 Seleci A te Filteri ¢
1) The source gateway,, cooperates with the receiver's ) >elective vs Aggregate ermg,x source gateway uses
: two different ways to block a source’s undesired traffic:tfirs
gateway,,, to help the receiver. i multiple selective temporary filters to block each
2) Filtering requests are not malicious, i.e., they indeea uses mutiple Seleclive temporary 1Iters 1o block eac

originate from the specified undesired-traffic receiverand undesired flow; second, if the source is classified as non-

correspond to traffic indeed sent from the specified sotce cooperating, the source gateway by default uses a single

3) The receiver can trust the path specified inside ea(aillggregate long-term filter to block all its traffic, until the
received packet, i.e., it knows the true souk@nd the true source’'s owner fixes the vulnerability that caused it to send

source gateway,,, for each undesired flow, undesired traffic and ,contgc;ts her prqvider. Sele.ctive'riiiiga
preserves the source’s legitimate traffic, but requires fotes

_ ) per undesired flow; hence, it is reserved for well behaved

B. Algorithm Overview sources, which quickly cooperate, allowing the sourcevgaye
Once a receiver identifies an undesired flow, it contacts to reuse its filters for other purposes. Aggregate filtering

the corresponding sourcg and asks it to stop sending for requires a single filter, but sacrifices the source’s legiten

an amount of timelW;. R's request is propagated throudfy,, traffic. We choose this, admittedly draconian, default @oli

andS,,,, which temporarily block” to immediately proteck  against non-cooperating sources, because it minimizes the

until S complies. The parameters of the protocol are definesmount of filtering resources that a provider spends on mis-

in Table 1. behaving clients. However, a provider is free to implement



Parameter Meaning Example value

Outbound filtering request rateREQout) | Rgw honors this rate of filtering requests from. 1000 reg/sec

Inbound filtering request rateRFE Q) Sqw honors this rate of filtering requests agaisst 1000 reg/sec

Filtering window (W) After Wy, S'is allowed to send” traffic again. 10 minutes

Ry, deadline (Ty,) Ry €XpectsSy, to block F' within T, from the moment it sends the filtering request to|it.1 sec

Sqw deadline ([ys) Sqw expectsS to stop I within Tz, from the moment it sends the filtering request to it. 10 msec
TABLE |

THE PARAMETERS OF THEAITF PROTOCOL

more lenient per-client policies, where it blocks progresly A. Non-cooperating Source Gateways
larger aggregates from a non-cooperating client (rathan th

immediately block all its trgﬁlc), as Ipn_g as it can afforceth first, it may not have the resources to satisfy every filtering
necessary resources (we discuss this in 8VIII-B).

3) Filtering Window: Each filtering request includes arequest; second, it may be compromised and controlled by

filtering window 1, i.e., the amount of time for which thethe same attacker that controls the undesired-traffic sgsiyc

o : , : third, and most important, a provider has no incentive teklo
specified undesired-traffic source is asked to stop sending.. . . . : . .

) . o . traffic from (and potentially dissatisfy) its own clientsjem if
traffic to the receiver, which is on the order of minute

Choosing a value foi¥; involves the following trade-off: The hey are misbehaving, in order to help some complaining host

. ; .located in a foreign administrative domain.
larger W} is, the longer each source is forced to stop sendlng_l_0 deal with non-cooperating source gatewavs. AITE offers
traffic to the receiver—otherwise, it gets all its traffic bkedl. P 9 9 yS:

However, undesired-traffic sources are typically infedtedts Lhecip;ho?r;f];ie:?gr?gnni:gggeéﬁ t(i:r?n Saoslljr(':t; g:;[sway to
that, once patched and brought back online, should be able {8 P 9 gatewsly,

send (legitimate) traffic to the receiver; the largéf; is, the to R. Hence, a source gateway either cooperates and blocks

longer each former undesired-traffic source must wait taefolrmdes'red traffic from its misbehaving clients or risks igsi

being able to send legitimate traffic to the receiver onceag haII connectivity to the complaining receiver.

been patched. We show hoW; affects the effectiveness of In a full-deployment scenaria escalates by sending out
AITE in 8V: we show how it affects its cost in §VI a filtering request that specifies all traffic frosy,, as the
’ ' undesired flow and the next border router on the path ffm

to R as the source gateway—i.e., the non-cooperating source
%ateway becomes an undesired-traffic source, while theofole

o) .

the source gateway is now played by another border router. In
an early deployment scenario, where the only AITF-enabled
routers areS,,, and R, this is not an option; in this cas&,
sends out filtering requests agairft, every T, such that

all traffic from Sy, to R remains blocked afz,,,.

Escalation is reminiscent of aggregate filtering of a misbe-
2) The source gateway has the notion ehaximum filtering havL:lg s((j)urt_:eztfrlaﬁlcf: using multiple selec;_tlve f||tershjoclf[
window Wy,,q.: even if the filtering window specified in g fach undesired flow rom a non-cooperating ,source gateway

would be too expensive; instead, the receiver's gatewag use

filtering request exceed®/,,.., the source gateway logs the . . :
filtering request only forWjuas. a single aggregate filter to block all traffic from the source

3) The source gateway also has the notion of a per-cliegf'[’teway to the receiver. We choose this as the default policy

inbound filtering request ratéREQm), which is the maximum toward non-cooperating source gateways, because it naasni

rate of filtering requests against this client thgf, honors; ':jhe amount of fllter!ng resourﬁeshthat fa recel\éer lco_nisru:nes
requests against the client beyond this rate are dropped. ue to non-cooperating networks that refuse to deal witr the
misbehaving clients. Of course, a receiver is free to imgiem

E. Legacy Traffic more lenient policies, as long as it can afford the necessary

When the traffic addressed to an AITF receiver exceedsreaSources (we discuss this in SVIII-B).

pre-configured threshold, the receiver's gateway givesrityi
to packets carrying path information; in this way, undesireg  Malicious Filtering Requests
legacy traffic can only affect other legacy traffic, but not th
traffic coming from other AITF-enabled domains.

A source gateway may not cooperate for three reasons:

D. Controlling Resource Consumption

There are three knobs for controlling resource consumpti
1) The receiver’s gateway has the notion of a per-climurtt
bound filtering request ratéeREQ,,..;), which is the maximum
rate of filtering requests from this client th&y,,, honors; if the
client exceeds this rate, its requests get dropped. In thig w
a single undesired-traffic receiver cannot exhaust/molimgo

its provider’s resources.

A filtering request has three possible outcomes: all traffic
from the sourceS to the receiverR is blocked; all traffic from
IV. OPERATION INNON-COOPERATIVEENVIRONMENTS  the sourceS is blocked; or, all traffic from the source gateway

In a non-cooperative environment, the three assumptiofig» {0 R is blocked (ifS5;,, does not cooperate). Hence, there
made in §llI-A do not always hold, namely, source gateway¥€ three ways in which a malicious nodé may try to abuse
may not cooperate, filtering requests may be malicious, afiering requests to disrupt legitimate communications:
path specifications may be spoofed. We now remove thesa It may try to disconnect a sourcg from a receiverk:
assumptions and show how AITF operates in non-cooperative, pretend to bg?’s gateway and ask frorfi to stop sending
potentially malicious environments. it traffic.



filter R, S,., S monitoring windov)a w.hich is on the .order of'a few seconds.
requemg g Whenever anew filtering request arrives agamss‘g?u checks
\St{FL filie; its record; if the request does not concern traffic sentSby
1€ requeg; (F} within the last monitoring window, it is dropped. As a result
eC S is never misclassified and blocked due to a false claim.

woo‘i‘eq“es“ ’ To allow the source gateway to verify non-cooperation

claims in this manner, each receiver gives it two chances+to ¢
TOOf respon e operat_e: Suppose receivBrhas sent a filtering request against
W . fering undesired flonF” generated by sourcg. If F' reappears before
%‘ Wy has elapsed sends a second filtering request against it;
in responsey,,, starts monitoring traffic fronf. If F* appears
for a third time, R sends a third filtering request against it;

Fig. 2. AITF message exchange: The receiversends a filtering now S.. can check its monitoring log. verify tha§ is not
request to its gateway,., specifying an undesired flow’; Rg., g 9 ‘09, fy

propagates the request to the source gateway, Sy. responds cooperating, and block all its traffic. In the worst-casensem®,

with a proof request sent t@® that includes the undesired-flow Sgw d0€S NOt cooperate arfd appears for a fourth time; as a
specification and a cooki€’; R, intercepts the proof request andresult, R escalates an ocks all traffic frosy,,,.

ificati d Ki€; Ry i h f d It, R lat d blocks all traffic f
generates a prc_)of response_With the undesired-flow spe(_:i_fication ancjg,) Taming F”tering-request FloodsThe same technique is
the same coOKIE; 5, receives the proof response, verifies that '%lsed to prevent a set of compromised nodes from exhausting
includes a valid cookie, and propagates the filtering request to the \ ith b filteri .
undesired-traffic sourcs. a source gateway'’s resources with bogus filtering requésts (
cluding non-cooperation claims): whenever a source gatewa
receives an unusually high rate of requests from an alleged
receiver's gateway, it starts monitoring traffic to thateyaay;
if it turns out that its requests are bogus (i.e., do not cpoad
to traffic actually sent to it during the last monitoring wowd),

its receivers: send it lots of bogus filtering requests, d§€ receivers gateway is classified as “malfunctioningtian

that S,,, cannot respond to legitimate requests by honegll| its filtering requeets are dropped. A_n henest recelv.e.r’s
receivers and loses access to these receivers. gateway can prevent its clients from causing it to be clasifi

. as malfunctioning by regulating the rate of outbound fitigri
Next, we descrlbe hoyv'AITF prevents each type of abuse. requests per targeted source gateway.
1) Verifying the Origin of Filtering Requeststhe source
and receiver’'s gateways perform a three-way handshaks; ill
trated in Fig. 2: when receiver gatewdy,,, sends a filtering C. Spoofed Addresses and Paths

request to source gateway,,, the latter responds withgroof The path specified inside a received packet may not corre-
requesf addressed to the alleged receiver by intercepting spond to the actual path followed by the packet because of
this proof request and sending it back (agraof responseto  goyrce-address or path spoofing.

Squ, Rgu proves that it is indeed on the path & 1) Source-address Spoofing TF does not detect source-

To prevent a malicious nod# that is not on the path from aqqress spoofing nor handle it specially. If the source §peci
Rgu t0 S, from guessing the contents of the proof requesfy an undesired flow i, the corresponding source gateway is
Sgw includes in it acookig which is computed as follows:  asked to block all traffic fron$ to the receiver, even i is not

cookie = hash 4 (R) the true identity of the undesired-traﬁic source. A maligo

node can abuse this to disrupt communications between a

where hash is a one-way keyed hash functiomk is a receiver and a source located behind the same gateway with
periodically regenerated secret known only $p,, and R the malicious node. It is up to the provider of the malicious
is the IP address of the alleged receiver. The cryptographiode to detect this activity or prevent it by taking anti-sfiog
properties of the hash function guarantee the followingst fir measures. l.e., if a provider hosts potential undesiraffir
M cannot practically guess the cookie included in the requesources, it is in the provider's best interest to preventreau
unless it knows the secret; second, a node tha on the path address spoofing within its network, in order to protect o
of a certain proof request and observes the included cookiéents from each other.
cannot practically compute from it the value of the secret 2) Path Spoofing:Consider a partial deployment scenario,
or of cookies that correspond to other receivers. Note thahere two AlITF-enabled domains are interconnected through
this stateless-handshake approach prot8gisfrom filtering- legacy domains, as in Fig. 1. In this case, a malicious node
request floods the same way TCP SYN cookies protect servirsated in a legacy domain can generate packets that appear
from SYN floods [12]. to be coming fromSyg7r and are addressed #. As a result,

2) Verifying Non-cooperation ClaimsBefore classifying a Sygr is asked to block traffic it does not generate; if it just
sourceS as non-cooperating, its gateway,, first monitors drops the requestiz misclassifiesSyzr as non-cooperating
S’s traffic to verify that it is indeed misbehaving; by “monito and potentially blocks all its traffic.
ing” we mean that5,,, keeps a record of the destinatiofidas We can prevent such abuse in the following way: Each
sent traffic to within a certain period of tim@/,,, (called the source gateways,, can (1) mark outgoing packets with a

« It may try to disconnect a sourc& from its network:
send bogus filtering requests agairfst so that.S is
misclassified as non-cooperating and blocked.

It may try to disconnect a source gateway, from



stampthat depends on the packet’s destination domain amdsume that each souréesends at one rate;.> The highest
(2) communicate that stamp to the corresponding receiverate of undesired traffic arrives at the receiver’s tail gitc
gateway R,,,; the latter can then drop all incoming trafficwhen all sources send at the same time; we call this the
that claims to be coming frony,,, but has an invalid stamp. aggregate undesired-traffic ratnd it is equal taR,; = Yv;r;,
Such packet stamping can be initiated 8y,, in response to i € [0, N,). This model corresponds to an attack in which the
filtering requests against traffic that it never sent; in ttase, botnet master turns different bots on and off, but does nigt va
Sqw Piggy-backs the stamp on the corresponding three-wéye rate at which each bot sends when it is on.
handshake. Alternatively?,,, can preventively ask for packet The receiver identifies undesired floafter receivingb,
stamping from all its source gateways, before any attackstakbits from it. Hence, the total number of unidentified bits
place; in this case, it pays the cost of more incoming traffibat the receiver gets before identifying all undesired #ow
(because all packets are augmented with a stamp), but dr@p®;, = Sv; b}, i € [0, N,y); we call this theidentification
all spoofed traffic, making it easier for its clients to idént overhead The receiver uses the same filtering winddw;
undesired flows. in all filtering requests it sends throughout the atta@k; is

To prevent a malicious nod# that is not on the path from larger than the amount of time it takes to receig bits.
Sqw to certain destination from guessing the correspondingA source S can inflict different types and amounts of

stamp, S, computes stamps as follows: damage to the receiveR'’s tail circuit depending on how it
behaves when asked to stop sending undesiredHloldeally,
stamp = hashsy, (dst_prefiz) S stops sending” and never resumes—we do not discuss this

wherehash is a one-way keyed hash functiosk; is a period- further, as it is the best case for our mechanism. We disishgu

ically regenerated secret known only 8,,, and dst_prefiz 1€€ Other cases: _ o _ _
is the destination prefix of the packet. The cryptographic « Deaf sources ignore filtering requests and are immedi-

properties of the hash function guarantee the followingstFi ately identified and blocked.

M cannot practically guess the stamp included in a packet,» Lying sources stop sending undesired traffic when so
unless it knows the secret. Second, a node thiton the path requested, but resume after the corresponding source
of a certain packet and observes the included stamp cannot gateway has removed its temporary filter, befd¥g has
practically compute from it the value of the secret or of gpam elapsed. As a result, they manage to send multiple rounds
that correspond to other destination domains. of traffic before they are identified and blocked.

o On-off sources cooperate with filtering requests, but
resume sending undesired traffic after the requests have
expired. As a result, they avoid punishment, yet force the
To deal with non-cooperating gateways, AITF offers the receiver to re-detect their undesired traffic and send new

option of escalation: ISPs that host attack sources eitber ¢ filtering requests against them every filtering window.

operate and police their misbehaving clients, or risk Igsii 7o describe the short- and long-term damage inflicted by

access to the complaining receiver(s). The origin of a fii®r these flooding strategies, we use the following metrics:
request is verified through a three-way handshake between th - e jnitial overheadis the number of undesired bits re-

two involved networks, while the claim of a filtering requést
verified by monitoring the alleged source. Finally, to prave
path spoofing, source networks mark outgoing packets with
hard-to-guess, destination-dependent stamps.

D. Summary

ceived until all undesired flows are identified and blocked
for the first time.

o The tail-circuit capacity lossis the fraction of the re-
ceiver’s tail circuit that is consumed by undesired traffic
throughout the attack, computed at the granularity of a

V. EFFECTIVENESS filtering window.

In this section, we describe the different flooding stratsgi Ve express our results in terms of the AITF parameters defined
that can be used against an AITF-enabled receiver, thénTable | and the receiver and attack parameters defined in
compute an upper bound on the damage each strategy ¢ahle Il.
inflict on the receiver’s tail circuit. We omit the straigatfvard
proofs and justify these bounds intuitively; for more distai

B. Result Summary
we refer the reader to [13].

The initial overhead inflicted by deaf sources is bounded
according to Eq. 1; this gives the maximum number of un-
A. Attack Model desired bits received until the receiver identifies all (gichel

Each attack consists of a certain number of undesired flof@ws and sends a filtering request against each one, and until
N,,s; each undesired flow corresponds to one source. Differdhgse requests take effect. o
sources may send at different rates, but, for simplicity, we Lying sources can inflict a bigger initial overhead, bounded
according to Eq. 2, at the cost of having all their traffic

1In [13] we compute the probability of an off-path attacker sgieg the
stamp as a function of its size. As an example, in the curremrret, a 2The model could be easily adjusted to capture the case whehesearce
128-bit stamp could be guessed with probabilityd - 10~2%, while it would sends at more than one rate, if we break the traffic sent by eaaicesinto
introduce roughly4% bandwidth overhead. multiple flows in such a way that each flow has only one posstite. r



Metric Description Units

Tail-circuit capacity Cic) The capacity of the bottleneck link between the receiver isydateway. bps
Tail-circuit RTT (RTTyc) The round-trip time between the receiver and its gateway. seconds
Aggregate undesired-traffic raté(,) The maximum rate at which undesired traffic arrives at the vecsi tail circuit. bps
Average undesired-flow rate) The average rate at which each undesired flow arrives at tever's tail circuit. bps
Aggregate identification overhead(;) | The total number of unidentified bits that the receiver musthgdore identifying all undesired flows| bits
Identification time (";4) Tiqg = gid seconds

ut
A measure of the amount of time it takes to identify an undesimed. fl
It corresponds to the average identification overhead diidy the average undesired flow rate.

Number of undesired flowsN,,y) The total number of different undesired flows sent to the kegeiluring the attack.
Each undesired flow corresponds to a single source.
Request time Treq) Treq = Rg%im The amount of time it takes to send filtering requests agaihstnalesired flows. seconds
TABLE Il

PARAMETERS USED TO QUANTIFYAITF EFFECTIVENESS

blocked. The factor oft in Eq. 2 captures the fact that lyingidentified and blocked (see 8IV-B2)—hencR,incurs up to
sources force the receiver to send multiple (up to foun)rfilg  four times the maximum request and blocking overhead caused
requests in order to block each undesired flow. by deaf sources.

On-off sources inflict the same maximum initial overhead Eq. 1 and 2 may overestimate initial overhead in two ways:
with deaf sources. Moreover, they periodically resumerthérirst, they assume that the receivMnst identifies all flows
attack and, hence, re-inflict up to the same overhead duriagd then starts sending filtering requests against them; this
each filtering window; the resulting tail-circuit capacityss may not be the case, for instance, in a simple SYN-flooding
is bounded according to Eq. 4. attack, where the receiver can identify flows and send filteri

To give some concrete numbers, consider a receiver witbquests in parallel. Second, the equations assume that the
tail-circuit capacityC,. = 100 Mbps, RT'T;. a few millisec- receiver’s tail circuit is flooded until all undesired flowave
onds, filtering windowW; = 10 minutes, and outbound fil- been blocked; this may not be the case, as there may not be
tering request rat&k £Q),,» = 1000 requests/second. Suppose&nough undesired flows to consurm@0% of the receiver’s
this site is under a SYN-flooding attack B, = 100000 on- tail circuit. So, the upper bounds of the two equations are
off sources; each source sentls Kbps, so undesired traffic reached only in sophisticated attacks, where (1) the receiv
arrives at the site’s tail circuit at ten times its capacitg,, must first process all undesired flows before identifyinghthe
R,; = 1 Gbps. Suppose it takeR) Kbits to identify each and (2) there are enough undesired flows to consume all of
undesired flow (roughl20 SYN packets), sd’;; = 1 second. the receiver’s tail circuit until they are all blocked.

Given these numbers, < 0.19, which means that the target
preserves on average more th&%o of its tail circuit in the D. On-off Sources

face of an attack that exceeds its capacity by a factor of ten. i
The maximum number of on-off sources that an AITF-

. enabled receiver can keep blocked is
C. Deaf and Lying Sources

Consider a hosk receiving N,; flows from deaf sources. Nimaz = REQout - Wy 3)

R incurs initial overhead The gist of the equation is that a receiver cannot block more

By < Big + CieTreq + Ry RTTy. (1) flows than can be blqcked within a filtering window/;:

. ) . ) once Wy elapses, previously blocked flows reappear, and the
The bound is derived by breaking down the impact of deaéceiver must spend its resources re-blocking these fiagurr
sources on the receiver's tail circuit into three composentfiows rather than block new ones. For instance, a receiver
The identification overheadB, ) consists of undesired traffic yith REQ,u: = 1000 flows/second and¥; = 10 min cannot
received before the corresponding flows are identified as Ufgndle more thas00 000 on-off sources.
desired. The'equest OVerheadOtc T’r’eq) consists of identified Consider a hos? receiving Nuf S me(m: flows from on-
undesired traffic received befor® sends f|lter|ng re[guests off sources.R incurs initial OverheacBO’ bounded according

against the corresponding flows: it takés., = 75— to Eq. 1, and tail-circuit capacity loss
seconds fork to send filtering requests against al},; flows; R T+ RTT T
the maximum number of bits thak can receive within A< Ut w + te 4 ~req (4)
this interval is Cy. T'q. The blocking overhead R, RTT".) Cte Wy Wy
consists of identified undesired traffic received afienas sent The bound is derived by assuming thatreceivesB, unde-
filtering requests against the corresponding flows. sired bits during every filtering window?V;.

Now consider a host? receiving N,; flows from lying  The first term of Eq. 4 captures the identification and
sources.R incurs initial overhead blocking overhead, i.e., the fact that the receiver musttifie

By < Big + 4(Cho Tyeg + Rut RTT}) @) and block each undesired flow during every filtering window;

it depends on how the undesired-traffic rafe,() compares
The difference between deaf and lying sources is that therlatto the receiver’s tail-circuit capacity (), and how the
manage to send undesired traffic up to four times before beiamount of time for which each undesired flow is received



(T;q + RTT,.) compares to the amount of time for which it iscircuit with SYN packets—we choose these values, because,
blocked (/;). The second term captures the request overhead,the time of writing, botnet sizes are reported to be on the
i.e., the fact that the receiver must send filtering requesisder of tens of thousands, while a Web search for “unmetered
against all undesired flows during every filtering window; iservers” shows that00 Mbps is the state-of-the-art tail-circuit
depends on how the amount of time it takes to send filterimgpacity for online services. Suppose the receiver classifi
requests {’.,) compares to the amount of time for whichtraffic from a source as an undesired flow, as soon as it has
undesired flows are blockedi(;). received20 SYN packets (about(0 Kbits) from the source.
In this case, the receiver neetisGbit of undesired traffic to
E. Limits identify all undesired flows; assuming legitimate TCP flows

' ) ) ) consume a small fraction of the tail circuit and quickly back

When the aggregate undesired-traffic rdtg; is so large ff in the face of the attack, it takes abolit seconds for the
that the bound given by Eq. 4 exceetisthen the receiver's (gceiver to identify all undesired flows.
tail circuit is flooded despite AITF. For instance, consider an attacker can make things harder by emulating a flash
again the example of Section V-B, where a receiver wityqyq, j.e., flood the receiver with legitimate-looking ffi,
tail-circuit capacity . = 100 Mbps is under attack by g,ch that the receiver cannot tell legitimate from undesire
Ny = 100000 on-off sources. We said that, iR.: = 1 flows. One way to deal with such an attack is to classify a flow
Gbps, AITF enables this receiver to preserve more #i#b 55 yndesired when it is not generated by a human user. Online
of its tail-circuit capacity. However, if the same receie@mes  gonices already use reverse Turing tests to identify flows
under aR,; = 50-Gbps attack, then its tail circuit is floodedina; are not generated by humans; researchers have showed
despite AITF. _ _ _ how to use them to identify denial-of-service traffic: the

On the other hand, if an attack is sendifg Gbps 10 (acejver responds to each SYN packet with a reverse-Turing
a certain site, it is most likely flooding not only the site'Segt challenge; traffic from sources that keep sending false
conneptlon to !ts ISP, but'also the ISP link that carries ﬂ}@sponses (or new SYN packets) is classified as undesirgd [15
undesired traffic to the site—today, such an attack Would his way, an attacker cannot use bots to emulate legiémat

be enough to flood the Intemet core. This means that thghavior and can at best resort to a simple SYN-floodinglattac
“tail circuit” is not the site’s100 Mbps connection, but the 55 gescribed above.

congested ISP link (which most likely has a capacity of
hundreds of Mbps), and the “receiver” of the undesired taffi . . .
is not the site, but the ISP router at the end of the congestdd A Sample Configuration and its Cost

ISP link. So it is now up to the affected router to identify Taple 11l shows the number of per-client filters and the
undesired flows and send fllterlng requeStS against them. amount of per-c"ent memory that a provider needs to dep|0y
AITF as a function of its parameters. Note that the proviler’
VI. DEPLOYMENT COST routers act both as receiver's and source gateways for its

In this section, we look at AITF deployment cost. For comclients, hence, the provider needs resources to satisfly bot

pleteness, we first discuss what it takes to identify undesiroutbound and inbound filtering requests. _ _
traffic today—we do not provide a complete solution, merely 10 Usé the equations of Table Ill, we must first derive
give a rough sense of the kind of tools and the amount of tiffeSa@mple AITF configuration—if a provider deployed AITF

it requires (§VI-A). Then, we compute the amount of resosrcdoday, what would be reasonable values for the parameters of

required to deploy AITF today (§8VI-B) and examine how theifable 1? ) . .
cost is expected to evolve as the Internet grows (§VI-C).  The receiver-gateway deadling(7,, the amount of time
for which the receiver's gateway blocks each undesired flow

_ ] o until the source gateway takes over) must be long enough to
A. Undesired-traffic Identification accommodate the three-way handshake between the reseiver’
Accurate identification requires anti-spoofing measures, and the source gateway; given that, at the time of writing,
the first question is whether spoofing is still an issue todayternet round-trip times are on the order of hundreds of
Beverly and Bauer's Spoofer project currently shows thasel milliseconds [16], a conservative value would besecond.
to a fifth of Internet addresses and a quarter of Autonomo@anmilarly, the source-gateway deadling7;;) must be long
Systems allow the corresponding hosts to spoof [14]. Senough to accommodate a round-trip time between the source
even though we do not know to what extent bandwidttgateway and the source; a conservative value for a modern
flooding sources use spoofing (victims do not typically reéeanetwork would bel0 milliseconds.
such information), we do know that many of them can still The maximumoutbound filtering-request rate (REQ,.:)
do it. Hence, a provider that chooses to offer its clienthat the receiver’s gateway accepts from a certain recesver
the capability of quick identification (and, hence, blockin bounded by the number of filterg,,; that the provider can
of undesired traffic, must pay the cost of preventive packdevote to that receiver. In 8l, we argued that, at the time of
stamping (8IV-C). writing, it is reasonable to assume from a few hundred to a few
Next, we look at how a receiver can identify (non-spoofedhousand filters per client; for instance, i, = 1000 filters
undesired flows. We first consider a simple SYN-flooding aand T, = 1 second, the provider can acceptQ),..; = 1000
tack, wherel 00 000 sources flood the receiverl$0 Mbps tail requests/second from the receiver (Table IIl). When source



Resource Amount Usage Explanation

Filters Fout = REQout - Ty | Block unwanted traffic to the client. The corresponding receiver's gateway accepts requestiRai@ .
from the client and blocks each specified flow f6y,..
Fin = REQip - Tys Block unwanted traffic from the client.] The corresponding source gateway accepts requesta®e;,,

against the client and blocks each specified flow Toy;, .
DRAM slots | L= REQin - Wimax Log filtering requests against the client. The corresponding source gateway accepts requestai@;,,
against the client and logs each request 16}, -

TABLE Il
PER-CLIENT RESOURCES REQUIRED BY ANAITF-ENABLED PROVIDER

gateways cooperate, this rate is enough to block traffic froB1 Evolution of AITF Cost

up 10600 000 sources (8V-D, Eg. 3). In the worst-case scenario AITF guarantees limited tail-circuit capacity loss in tlaeé
(none of the source gateways cooperate, and none of t

other border routers on the path support AITF), the recésiverot}%lpc’dmg attac_:ks, as specified by Eq. 4, repeated here in an

. equivalent form:
gateway locally blocks traffic from each source gateway & th
receiver (81V-A); in that case, a rate @000 requests/second 7 N,

is enough to block traffic from000 source gateways. A< Cro Wy

When source gateways do not cooperate and the receiver

is not granted a large enougREQ,,; to have traffic from where all parameters are defined in Tables | and Il. We now
each one of them blocked. it must somehow choose tR&AMine what the receiver must do in order for this guarantee

“worst” source gateways to block. Chen et al. recently olf® remam_ the same as the Internet grows. _

served that compromised sources tend to be clustered—in theiASSUMIng Tia, RTTi., and REQ,,; remain stable, we
DShield.org trace, abo80% of the sources were concentrate§XPect that: (1)7; (the average undesired-traffic rate per
in the same20% of the IP address space [17]. At the time ofource) will grow at the same rate with the average tailgirc
writing, assuming one domain per Autonomous System (A§)§\pa0|ty of Internet hosts; to keepstable, the receiver must

a rate 0f6000 requests/second would be enough to block traffidcreaseC;. at the same rate with,—i.e., the receiver's tail- -
from about a fifth of Internet domains. circuit capacity must keep up with the average tail-circuit

Th . inbound filteri z capacity in the Internet. (2)V,s (the number of undesired
e maximuminbound filtering-request rate (REQin) flows per attack) will grow as botnet sizes increase; to keep

that the source gateway accepts against a certain sourcg 'Stable, the receiver must incread®; at the same rate
bounded by the number of filters;, that the provider can N,;—i.e., as the number of undesired flows grows, each

dey_ote to this task; as_sumwi@m = 10 filters and Ty, = 10 individual flow must be blocked for a longer period of time.
milliseconds, the prowdr:ar can acceﬁilEQm = 1000 re- According to Table Ill, if receivers increase their filtegin
quests/second against the source (Table 1) windows, the amount of per-client DRAM required to log fil-
Thefiltering window (Wy) must be long enough so that theeering requests will increase accordingly—the intuitiortat,
receiver has time to identify all the undesired flows and serg filtering windows grow, a provider that hosts undesired-
filtering requests against them before they start reappga#i  traffic sources must be able to remember each undesired flow
hence, the right value depends on the nature of the attaglf. a longer period of time, which means that it needs more
For instance, consider a SYN-flooding attack (like the one dgemory for logging filtering requests. Hence, the amount of
scribed in 8VI-A), wherel00 000 sources generate Gbps of per-client DRAM must increase at the same rate with the
undesired traffic against the receivet® Mbps tail circuit: it number of bots attacking the receiver. This means that the
takes about( seconds for the receiver to identify all undesire@volution of AITF cost depends on two factors: botnet growth
flows and, assumingEQ,.. = 1000 requests/second, at mostand the fall of DRAM price; as long as the former does not
anotherl( seconds to send filtering requests against them; giytpace the latter, AITF cost is not expected to rise.
this case, a filtering window of¥; = 10 minutes preserves pRAM price has consistently been dropping to half every
more than80% of the receiver's tail circuit (8V-D, Eq. 4). 18 months for the lasB0 years. Assuming it continues to
The filtering window determines the amount of memorfall at this rate, AITF cost is not expected to increase, smle
used at the source gateway to log incoming filtering requesttnet-size growth outpaces Moore’s law—i.e., in 15 years
assuming a maximum filtering window o#/,., = 10 from now, there are botnets consisting of tens of millions of
minutes andREQ;, = 1000 requests/second, a provider needBosts. In this unfortunate situation, either the cost of AIT
enough memory to logl = 600000 requests per client will rise, or receivers will have to aggregate undesiredfita
(Table 1lI); assuming abouR0 bytes per request (enoughmore aggressively, at the cost of sacrificing a certain armhoun
to fit the receiver and receiver-gateway’'s addresses anddfdegitimate traffic.
timestamp), this corresponds t@ MB of DRAM per client.

N, 1
(T RTT,, I E
(Toa+ BTTie) 4 5 5Egom

To summarize, our sample configuration requires a few VII. SIMULATIONS
thousand filters and a few MB of DRAM per client; today, such
resources would be enough to protect a significant fractfon o In this section, we use simulation to analyze the effect of
each receiver’s tail circuit, even when undesired-trafiter undesired traffic on AITF-enabled receivers and illustidie
exceeds its tail-circuit capacity by several factors. effectiveness of AITF against bandwidth flooding.
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A. Simulation Framework round after the corresponding source gateway has removed

The goal of our simulation was to illustrate not only thdts temporary filter for the first time, and a third round after
tail-circuit capacity loss (which is computed at the granfhe gateway has removed its temporary filter for the second
larity of a filtering window), but also the burstiness of thdime. Once the source has violated the filtering requesnagai
undesired trafficwithin each filtering window. To capture it twice, it is identified as lying and blocked by its gateway.
the short-term dynamics of undesired traffic, we needed oyptil all sources are blocked, the target receives aldubits
simulation to work at the granularity of individual source®f initial overhead { Gbit of identification overhead ang
and bottleneck links. None of the existing network-simiofat Gbits of request overhead). Note that each source sends thre
packages allowed us to simulate attacks from tens to huadrégunds of undesired traffic (rather than four, as dictated by
of thousands of sources at such granularity, which led us E8l- 2); this is because the equation was derived assuming the
create our own framework. worst-case scenario, where source gateways do not coeperat

In the beginning of each simulation, we create a set whereas, in this case, the source gateways do cooperate and
interconnected (core and edge) border routers—to creatd!gck lying sources once these are exposed.
realistic topology, we used BGP routing tables from Route o )

Views [18] and applied to them Gao's algorithm for inferring=: 1il-Circuit Capacity Loss

inter-AS relationships [19]. We also create a set of sourcesl) Non-coordinated On-off Source®ur next scenario is
randomly distributed behind edge routers and one receiv@p attack with the same parameters, but coming from on-
We interconnect neighbor domains through OC-48 and O@ff sources. These sources are “non-coordinated™: they co-
192 full-duplex links; we also connect each edge rout@perate with filtering requests, and each one resumes gendin
to its hosts, through Fastl@ Mbps) or Thin (0 Mbps) undesired traffic as soon as the filtering request againstst h
Ethernet full-duplex links. End-to-end round-trip timeseage €xpired. The outcome is shown in Fig. 5: during the first fil-
200 milliseconds, while host-to-edge router round-trip timetering window, the attack looks exactly the same with the one
averagel(0 milliseconds. from deaf sources; after that, undesired flows reappearyever

For our simulation scenarios, we use the parameters fdfering window and are re-blocked, wasting= 0.00167 of
Table IV unless otherwise noted. We assume that preventith§ target's tail-circuit capacity.
stamping is used to drop all spoofed traffic (§IV-C), while An interesting point is that the undesired traffic received

source gateways cooperate and block misbehaving sourceéluring the first filtering window is more than the undesired
traffic received during subsequent windows. The explanatio

is the following: In the beginning of the attack, undesired

. . . flows arrive at the receiver’s tail circuit in bursts; the ee@r’s
ttl) kDfeaf Sit())gr(;:oeoskéVe ?rst S'mUI_aEE a-Gbps SEN-f:_(;_odmg iltering-request rate is not enough to block each undesired
attack from eal sources, the recever Identiles each, 45 soon as it is identified—it takes)0 seconds to

source after receiving one seconds worth of traffic fro'Elock all identified flows; in the meantime, the receiver irscu

I (abqut 20 SYN packets). F_'g' 3 shows the out.come:_ a ignificant request overhead. After the first filtering wingdo
undesired flows are plocked withid0 s.econd's,' ‘f"t which point however, sources resume as soon as the correspondingnglteri
the ta_rget has rgcelyed abolit; Gbits ff |n|_t|al overhead requests have expired, which means that undesired flows
(1 Gbit of identification overhead an8.5 Gbits of request appear at the rate at which they were blocked; as a result,

_ o r
Or:/ erhead).bln tz's fc;se,ltpe ';\"t'al overhead does dn_ot §r$ ﬁ% receiver does have enough filtering-request quota ikblo
the upper bound of Eg. 1 for the two reasons stated in SVt oy yndesired flow as soon as it is identified; hence, it avoid

first, the receiver identifies undesired flows and sendsifiger . request overhead and incurs only the identification and

requests in parallel; second, ab@Otsec_onds after the start Of(negligible) blocking overhead. In this way, the burstmes
the attack, there aren’t enough undesired flows left unhddckthe attack is diluted after the first filtering window.

to flood the receiver's tail circuit. 2) Number of Sources and Burstines3iven a certain ag-

2) Lying Sources:Next, we simulate an attack with theg o a4e yndesired-traffic rat&(,) and identification overhead
same param(?ters, but coming from lying sources. Fig. 4 sho. »d), the burstiness of an attack depends on how the undesired
the outcome: each source sends three rounds of undesfiggic s distributed among different flows: the higher the

traffic—one round in the beginning of the attack, a secongh, nt of per-flow traffic, the higher the burstiness of the

attack. To demonstrate this, we simulate a flooding attack of
Parameter _ Value the same rate and identification overhead as in the previous
Tail-circuit capacity Cre = 100 Mbps scenario, but involving fewerl() 000) flows, each one sending

Round-trip time across tail circuit RT'T;. = 10 milliseconds - . .
Outbound filtering request rate | REQqw = 1000 requestsisecond  at & higher ratel(00 Kbps). Fig. 6 shows the outcome: because

B. Initial Overhead

Filtering window Wy = 10 minutes there are less flows, it takes less tim® geconds) to have all
Number of sources _ Nyg = 100000 flows of them blocked; however, because each flow has a higher rate,
Aggregate undesired-traffic rate | R,; = 1 Gbps the t t's tail ci it is flooded in the beginni f
Identification overhead Biy — 1 Gbit he target's tail circuit is flooded in the beginning of every
Identification time T;4 = 1 second filtering window. So, relative to the previous scenario, the
TABLE IV receiver incurs the same tail-circuit_capacity Ion[)Qlﬁ?)_;
DEFAULT SIMULATION PARAMETERS however, all the overhead occurs withid seconds, making

this a burstier attack.
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Fig. 3. Flooding attack from deaf sourcedl,; = 100000 flows; Fig. 4. Flooding attack from lying sourcesV,; = 100000 flows;

R.: = 1 Gbps. The firstl0 000 flows arrive at the tail circuit at R,; = 1 Gbps. As in Fig. 3, at timé = 101 seconds each undesired

t = 0; every time a flow is blocked, a new one takes its place, unfiibw has been blocked at least once. Each source resumes sending
all flows are blocked. The target identifies each flow after receivigice—until it is classified as lying and blocked. Hence, the receiver

it for 1 second, hence, it sends its first filtering requests at1 ends up sendingN,; = 300 000 filtering requests, which takex)0
second. It takesT,., = Ny _ 100 seconds to send filtering seconds. The total amount of undesired traffic receivef} /s 29

requests against all f|owlzs',9?{é’nce, the attack is blockad=atl0ol Gbits—1 Gbit of identification overhead an2l8 Gbits of request

seconds. The total amount of undesired traffic receiveR is 9.5 overhead.
Ghits, of which1 Ghit is identification overhead arttl5 Gbhits are
request overhead; the blocking overhead is negligible.
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Fig. 5. Flooding attack from non-coordinated on-off sourc¥s; = Fig. 6. Burstier flooding attack from non-coordinated on-off sources.

100000 flows; R+ = 1 Gbps. As in Fig. 3, at time = 101 N, = 10000 flows; R, = 1 Gbps. The target identifies each flow
seconds all undesired flows have been blocked for the first tinadter receiving it for10 seconds, hence, it sends its first filtering
Each source resumes exactlijy = 10 minutes after it is blocked; requests at = 11 seconds. It take§., = # — 10 seconds to

as a result, undesired flows reappear evéry = 10 minutes at send filtering requests against all flows, hence, the attack is blocked
rate REQ..+ = 1000 flows/second, and get blocked at that sanfgr the first time att = 21 seconds. After the first filtering window,
rate. After the first filtering window, the receiver incurs only the the receiver incurs the-Ghit identification overhead every/; = 10

Gbit identification overhead every’y = 10 minutes; the tail-circuit minutes. Compared to Fig. 5, the recurring overhead is the same

capacity loss is\ = 0.00167. (A = 0.00167), but it is inflicted in10 (rather than100) seconds.
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Fig. 7. Flooding attack from coordinated on-off source$,; = Fig. 8. Flooding attack from coordinated on-off sources with
100000 flows; R,; = 1 Gbps. As in Fig. 3 and 5, at time = distributed filtering window.N,; = 100000 flows; R,, = 1
101 seconds all undesired flows have been blocked for the figdips. The filtering window is uniformly distributed from to 15
time. The first10000 sources resume as soon as the fl@D00 minutes. Sources resume in groups 16f000, as soon as enough
filtering requests have expired, which happéfsseconds after thefiltering requests have expired, i.e., everp seconds. It takes
first filtering request expires, i.e., at= 611 seconds; the rest of theT,,,, = HL]‘?VTf = 10 seconds to havé0 000 flows blocked, hence,
sources resume as early as they are allowed. As a result, undegged grdupwﬁ)eriodically induces H-second spike. Compared to
flows recreate the initial attack pattern evéryl minutes. The tail- Fig. 7, the recurring overhead is the same={ 0.17), but it consists
circuit capacity loss is\ = 0.17. of 10-second (rather thah00-second) spikes.

3) Coordinated On-off SourcesiVe simulate, once again, 4) Varying Filtering Window:An intuitive conclusion from
a 1-Gbps SYN-flooding attack from00000 on-off sources. the last simulation is that, if an attack can cause certaimedge
These sources, however, are “coordinated”: they cooperébethe receiver's tail circuit once, it can inevitably do so
with filtering requests, then resume their attaick groups again, as long as the participating sources wait long enough
such that each group can send enough to flood the receivedsthey can attack with the same burstiness. This led us to
tail circuit. As a result, they periodically re-inflict thaitial the following observation: during an attack from coordatht
overhead (including the request overhead). Fig. 7 shows thie-off sources, what matters to the attacker is not how early
outcome: the sources recreate the initial attack bursyesg#r each individual flow can resume, but how early egabup of
seconds; tail-circuit capacity loss ds= 0.17. flows can resume; if the receiver associates a different ovind
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with each filtering request (so the averagelig), then the AITF handles this like any other bandwidth-flooding attack:
participating sources must on average wait longer in order §,,, becomes the complaining receiver and sends (to its own
achieve the same level of burstiness. gateway) filtering requests, which are eventually propadjat

To demonstrate this, we simulate an attack with the sartethe undesired-traffic sources.
parameters as in the previous scenario, during which the3) Receiver-gateway Flooding=inally, an attacker may try
receiver uses a uniformly distributed filtering window withto flood the tail circuit to the receiver's gatewdy,,,, in an
an average oty = 10 minutes. Fig. 8 shows the outcome okffort to prevent it from completing any three-way handstsak
the attack when sources wait until they can resume in growpgh source gateways. Indeed, if an attacker causes coogest
of 10000 (just enough to flood the target’s tail circuit): noton R,,’s tail circuit, Ry, cannot operate correctly as a
surprisingly, the tail-circuit capacity loss is the samerathe receiver's gateway. However, AITF is based on the principle
previous scenarioX = 0.17), but the overhead is distributed inthat the highestupstream entity affected by the attack acts
10-second spikes everys seconds (rather than #0-second as the “receiver’—so, ifRy,’s tail circuit is flooded, R,
outage even10 seconds). acts as the “receiver” and sends filtering requests to its own

We do not address the issue of determining the optimakceiver’'s gateway” upstream.
filtering-window distribution or the worst type of attackutb
we believe that it depends on the particular type of servi
offered by the receiver. For example, a web server may han
the 10-second spikes better: each spike consumes more thafriltering undesired traffic per source and destination estsir
80% of the tail circuit roughly for two seconds; TCP retransih the long term (i.e., for the duration of the attack, which
mission may allow the short HTTP flows to recover froninay last hours or days) is not a sustainable solution: as
losses incurred during these two seconds. On the contrddgtnet sizes increase, each receiver may get undesiréit traf
a server that expects its legitimate flows to excé@geconds from hundreds of thousands, even millions of sources; and
(e.g., a movie database), may handle the-second outages as attacks become more sophisticated, each source may send
better: if it knows when to expect the next outage, it cangefuundesired traffic to equally large numbers of receivers.dgen
to serve any requests expected to complete during or aker wihether the filtering is done at the receiver’s or the sowsrce’
outage and prompt its clients to retry a few minutes later. network, we expect long-term selective filtering to become
increasingly expensive—certainly beyond the capabilibés
current networks with a few thousand filters per client.
) AITF avoids long-term selective filtering by blocking traffi
A. Request-channel Flooding from non-cooperating entities (sources or networks) veith

Any solution to bandwidth flooding that involves a “requesgregatefilters that block multiple undesired flows at a time; the
channel” faces the challenge of becoming itself a bandwidtbatch is that aggregate filters may affect the legitimat#idra
flooding target. In our case, the request channel is the pagbnerated by the non-cooperating entities. This approaah m
from the receiver to the source gateway; we now discuss donoy users/administrators that will now lose part or all of
what extent an attacker can flood this path and interfere witheir network connectivity until they clean up their compro
AITF operation. mised equipment; on the other hand, it provides a strong

1) Upstream-channel FloodingSo far, we have consideredincentive to them to keep their equipment clean or else risk
the scenario where an attacker floods receRsrdownstream reduced network connectivity.
connection, whileR still controls itsupstreamconnection and By default, AITF blocks all traffic from a non-cooperating
can send filtering requests. However, if the attacker cémtrasource with a single aggregate filter (this policy minimizes
a host located close t& (e.g., behind the same Ethernethe resources spent on misbehaving clients). However, each
hub), it can also floodr’s upstream connection to its gatewayprovider can define its own policy, e.g., it can agree to filter
preventingR from sending filtering requests (or any traffic)up to N aggregates from each non-cooperating client. A
This scenario is possible only if the attacker has accessharsh policy (a smallV) is likely to dissatisfy the owners of
R’s upstream connection to its gateway—unlikely7ifis a compromised machines; a lenient policy (a lafgg¢ is more
professional public-access site, but plausible if it is evese client-friendly, but also more expensive, as it commits tipie
residing in a home or campus network. To handle such “insid#iters to each non-cooperating client; finally, an “indiféat”
attacks,” AITF would have to be adapted to work at the intrgolicy (i.e., ignoring filtering requests) is both cliemteindly
domain level: the router that controls the flooded bottléne@nd inexpensive, yet it bears the risk of losing connegtivit
link from R to R4, should be able to detect the flood ando the complaining receivers and dissatisfying the legiten
make the corresponding internal source stop. clients that were communicating with them. Similar tradfs-o

2) Source-gateway FloodingAn attacker may try to flood are involved when a receiver chooses a policy toward non-
the tail circuit to source gateway,,,, in an effort to prevent cooperating source gateways.
it from receiving legitimate filtering requests, so that dtg We do not explore these trade-offs as part of this work,
classified as non-cooperating, potentially losing its cammbut we believe that they should be resolved separately for
nications. This attack corresponds to bandwidth-flooding @ach receiver and/or provider, taking into account the type
Internet border router, so it requires more resources froen tof their business, potentially differentiating betweenrenand
attacker’s side than flooding a simple receiver. In any cadess important (business-wise) clients and/or domains.

:ﬁee Filtering Costs Versus Collateral Damage

VIIl. DIscuUssION
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IX. RELATED WORK plexity, however, relies on clean-slate elements (a neeriet

] ] ) ] . rotocol, new NICs), whereas our proposal aims for incremen
Bandwidth flooding belongs to the wider topic of denial OFaI deployment on top of the current Internet.

service (DoS), which covers source-address spoofing, kattac Network capabilities enable a receiver to deny by defalilt al
detection, undesired-traffic |dent|f|cat|_on, and applmadevel i affic and explicitly accept traffic from identified legitate
attacks that target server resources like memory or CPU evg, rces [25]. The key feature of capability-based filtering
though all that work is related to ours (in the sense that th@\roduced in the SIFF proposal [26], is that it dsateless
complement each other), we do not discuss it here, in favor ghq hence, obviates the need for wire-speed filters in rsute
a deeper comparison of AITF to more closely related work 4n inter-ISP filtering agreements (because no filterintge sta
Overlay-based solutions protect a receiver from flooding Q¥ explicitly exchanged between ISPs). On the other hand,
restricting its communications to a set of authorized sesirc capability-based solutions face a significant challenggaro-
to prevent the authentication process from becoming ielfiect the capability-setup channel itself from flooding [2This
DosS target, it is outsourced to a set of access points coetiec¢hallenge brings to mind public-key infrastructures, vehtre
to the receiver through an overlay network [11], [20], [21]greatest deployment issue has proved to be not the enanyptio
In contrast, AITF addresses the more general problem §f the data, but the management and distribution of the keys.
protecting public-access sites—receivers that do not kmow i ope proposal for protecting the capability-setup chansel i
advance which sources they want to receive traffic from, evhi}q fair-queue capability requests per incoming router rinte
sources can become compromised at any point in time and stgfe [28]. This approach faces a similar challenge with Push
sending undesired traffic. Moreover, AITF does not requilgack: when the fair queuing happens at interfaces receiing
protected receivers to trust any entities other than théersu mix of legitimate and undesired capability requests, Ipgite
that are already on the path of their communications. requests end up competing with (and losing to) undesiresd,one
Pushback enables a receiver to identify the last-hop reutefen if this “competition” is pushed away from the target's
that forward to it high-rate traffic and ask them to rate-timitail circuit [27]. Another proposal is to combine capalidit
all traffic addressed to it; this process is repeated reeelisi with stateful filtering, i.e., explicitly block capabilityequests
at each router, so that rate-limiting of undesired-traffic ifrom specific sources [29]; in contrast, AITF was designed to
eventually pushed closer to its sources [22]. Rate limitingtroduce as few new mechanisms as possible—if capabilities
prevents congestion on the target's tail circuit (and, Bencalone are not enough and we have to use stateful filtering
protects traffic addressed to other receivers sharing theesaanyway, why not design a protocol that usesly stateful
tail circuit), but does not protect the target's legitimataffic  filtering? A third proposal is Portcullis, where capability
during distributed attacks: when the rate limiting happabs distribution is regulated through special “puzzles,” disited
interfaces receiving a mix of legitimate and undesiredfitaf over the Domain Name Service (DNS). This approach relies
addressed to the target (as is expected to happen durgigthe assumption that the DNS infrastructure is itself pro-
distributed attacks), legitimate traffic still ends up ca@tipg tected from flooding through over-provisioning and/or athe
with undesired traffic for the target's tail-circuit capggieven dedicated infrastructure [30]; in contrast, AITF consists
if this “competition” is pushed outside the target's tailtit— a single mechanism, suitable for protecting any bandwidth-
and we have already mentioned that legitimate TCP flows fafgoding target—including the DNS infrastructure.
poorly in such situations. To our knowledge, Pushback sffer At a higher level, network capabilities take the “connetio
the best result that can be achieved without assuming any astiented” approach, where the network only allows (or gives
spoofing or undesired-traffic identification mechanisms.  priority to) traffic that belongs to explicitly establishednnec-
Similar to AITF, the Points of Control approach (developetons. This approach has been showed to work in the context of
concurrently) selectively blocks undesired traffic befdhe a single administrative domain (e.g., an enterprise or camp
receiver’s tail circuit, at ISP boundaries [8]; its fundamted network), where connection authorization can be performed
difference from AITF is that traffic is blocked in the longner centrally, based on predefined access policies [31]. Howeve
by wire-speed filters (the issue of an ISP not having enough the Internet context, where receivers from one domain
filters is not addressed). In general, the Points of Contrate expected to authorize sources from another, an imgortan
proposal focuses more on the issues of providing a separaigsing piece in evaluating the connection-oriented aggino
address space for publicly addressable servers and pén@rms answering the following fundamental question: what is a
wire-speed encapsulation, whereas this paper focused oreasonable number of bytes and a reasonable amount of time to
filtering protocol with well characterized scalability prerties. allow an unknown source, which could become compromised
More recent, clean-slate proposals suggest that receivatsany point in time? While it is worth investigating this
directly contact undesired-traffic sources and ask thentoy; s question, it is also worth considering the alternative,téda
they rely on sources being enhanced with uncompromisalgeam” approach, where a receiver explicitly denies unaesir
functionality (e.g., running on NIC firmware) that verifiesda traffic, while accepting, by default, all other traffic; toethest
satisfies such requests [23], [24]. The Accountable Internaf our knowledge, the work we presented here is the first
Protocol, moreover, equips all packets with self-centifyi that proposes a datagram-based filtering solution thatinesju
unspoofable addresses [24], which enables elegant batidwic credible, bounded amount of resources from participating
flooding solutions—no need for extra measures against sourt®Ps and addresses the security issues that arise from filter
address, path, or filtering-request spoofing. This reduoad-c propagation across different administrative domains.



X. CONCLUSIONS [17]

We have presented Active Internet Traffic Filtering, a
network-layer filtering mechanism that preserves a sigguific [18]
fraction of a receiver's tail circuit in the face of bandwidt
flooding, while requiring a reasonable amount of resourcés
from participating ISPs.

We have showed that: (1) AITF allows a receiver to presen&]
on average80% of its tail circuit in the face of a SYN-
flooding attack that has ten times the rate of its capacifgll
(2) Each participating ISP needs a few thousand filters and
a few megabytes of DRAM per client; the per-client cost gy
not expected to increase, unless botnet-size growth oegpac
Moore’s law. (3) The first two AlITF-enabled networks can
maintain their communication in the face of flooding attackgg)
as long as the path between them is not compromised.

The feasibility of AITF shows that the network-layer of the
Internet can provide an effective, scalable, and increedgnt 24
deployable solution to bandwidth-flooding attacks.
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