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Abstract

Many structured overlay networks rely on a ring invari-
ant as a core network connectivity element. The responsibil-
ity ranges of the participating peers and navigability prin-
ciples (greedy routing) heavily depend on the ring struc-
ture. For correctness guarantees, each node needs to ea-
gerly maintain its immediate neighboring links - the ring
invariant. However, the ring maintenance is an expensive
task and it may not even be possible to maintain the ring
invariant continuously under high churn, particularly as
the network size grows. Furthermore, routing anomalies
in the network, peers behind firewalls and Network Address
Translators (NATs) create non-transitivity effects, which in-
evitably lead to the violation of the ring invariant. We argue
that reliance on the ring structure is a serious impediment
for real life deployment and scalability of structured over-
lays. In this paper we propose an overlay called Fuzzynet,
which does not rely on the ring invariant, yet have all the
functionalities of structured overlays. Fuzzynet takes the
idea of lazy overlay maintenance further by dropping any
explicit connectivity and data maintenance requirement, re-
lying merely on the actions performed when new Fuzzynet
peers join the network. We show that with sufficient amount
of neighbors (O(log N), comparable to traditional struc-
tured overlays), even under high churn, data can be re-
trieved in Fuzzynet w.h.p. We validate our novel design
principles by simulations as well as PlanetLab experiments
and compare it with ring based overlays.

∗The work presented in this paper was (partly) carried out in the framework of
the EPFL Center for Global Computing and supported by the Swiss National Fund-
ing Agency OFES as part of the European project Evergrow No 001935. The work
presented in this paper was supported (in part) by the National Competence Cen-
ter in Research on Mobile Information and Communication Systems (NCCR-MICS),
a center supported by the Swiss National Science Foundation under grant number
5005-67322.

1 Introduction

Structured overlays, e.g., Distributed Hash Tables
(DHTs) provide essential indexing and resource discover-
ing in distributed information systems. Typically, struc-
tured overlays are based on enhanced rings, meshes, hy-
percubes, etc., leveraging on the topological properties of
such geometric structures. The ring topology is arguably the
simplest and most popular structure used in various over-
lays [5, 14, 24, 29, 32]. In ring based overlays, it is neces-
sary and sufficient to set correctly the successor and the pre-
decessor of each node for correct routing, while additional
(long range) links are used to enhance routing efficiency.

Under churn (peer membership dynamics), the ring is
both a blessing and a curse. On the one hand, an intact ring
is sufficient to guarantee correct routing. Hence, histori-
cally, all existing structured overlays have de facto consid-
ered it necessary. We argue that it is not only unnecessary,
but also relying on such a ring invariant leads to some
undesirable consequences. In certain cases, the existing
greedy-routing mechanisms cannot deal with even a single
fault/break in the ring on the routing path. On the other
hand, in a dynamic environment where peer lifetime is few
minutes for the majority of them, the ring is susceptible to
continuous breakages. This in turn incurs high maintenance
cost, and despite whatever high maintenance cost, there is
at no point any absolute guarantee that the ring is indeed
intact. The larger the number of peers, the more likely it is
that the ring invariant is violated. This is a serious impedi-
ment for scalability and deployment of structured overlays.

Moreover, another well-known challenging issue for the
ring invariant is posed by the non-transitive connectivity
and the routing anomalies in the overlay networks. It is
quite common in real-life networks that some pairs of alive
peers can not directly communicate to each other (e.g. be-
tween two firewalled peers); however, it is possible for them
to communicate indirectly through a third peer. As it has
been shown in [7], such non-transitive connectivity may
misdirect nodes to wrongly set ring successors to keys, thus
leading to violation of the ring invariant and disrupting the
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overlay’s functional correctness.
The effect of unreachable nodes has been studied in

depth by several researchers. Kong et al. [20] investigated
the percolation effect in structured peer-to-peer (P2P) sys-
tems such as Chord [32] and Symphony [24] and measured
the size of the reachable network component under fail-
ures. In the experiments the authors expose the drawbacks
of these systems, specifically showing that up to 4% of
the nodes are not reachable (where the network size is 106

peers) even though they belong to the same connected com-
ponent. Mislove et al [26] found routing anomalies in 9% of
PlanetLab [17] peer pairs, where the peers could not estab-
lish direct connection among themselves. Wang et al [34]
measured two real peer-to-peer systems and found that even
up to 36% of the participating peers were residing behind
firewalls and Network Address Translators (NATs), which
in many cases made direct communication between these
peers impossible. These results show that the inevitable
deficiency in the direct communication between any two
peers prevents sustaining the ring invariant in real networks.
Therefore, it seems that despite the great maintenance cost,
in reality structured overlay networks have huge challenges
meeting the assumed system invariance.

In this paper, a different approach called Fuzzynet is in-
vestigated, which circumvents the need for a ring and the
associated problems like non-transitivity and costly main-
tenance. By introducing the Fuzzynet technique we set a
base for a completely lazy design of P2P systems where
the only maintenance action is taken upon peers joining the
network. Fuzzynet is based on the connectivity principles
of navigable Small-World networks [18]. It does not re-
quire the ring structure, yet have all the functionalities of
contemporary structured overlay networks. Fuzzynet peers
can “mimic” the ring-behavior by contacting the immediate
key-neighbors through the neighbor cluster with high prob-
ability by exploiting Small-World clusterization. More par-
ticularly, the suggested relaxed structure of Fuzzynet has the
following differences compared to tightly structured DHTs:
i) No explicit ring maintenance. ii) Peers are not determin-
istically responsible for a particular key section but proba-
bilistically. iii) Data keys are disseminated and replicated
in the vicinity of the targeted key. Fuzzynet peers develop
their neighbors according to a policy for optimal routing at
the joining phase and this effort helps older peers update
their stale connections. As it is shown later, this suffices
assuming stable churn rate.

While Fuzzynet is based on loose connectivity and is
much more relaxed in its peer-to-key bindings, it is not an
unstructured overlay. The peer keys and the stored data keys
are highly correlated. The lookup messages in Fuzzynet are
never flooded but greedily routed to the targeted area based
on the data keys. Even though our system’s performance
guarantees are probabilistic rather than deterministic, we

show that with sufficient amount of neighbors (O(log N),
comparable to traditional overlays), even under high churn
the data can be retrieved w.h.p. from our system. In con-
trast, traditional overlays which rely on a ring provide a de-
terministic guarantee subject to the condition that the ring
invariant is met. However, in reality, this invariant is im-
possible to meet continuously. As a consequence, systems
relying on the ring invariant have poorer performance over
time on the average than a probabilistic system, as we ob-
serve from the experiments (cf. Section 5). Moreover, our
suggested solution does not depend on any key distribu-
tion, giving Fuzzynet the flexibility to achieve further de-
sired system properties such as load-balancing.

Thus, in contrast to the related literature which tries to
improve the ring maintenance mechanisms, we take a com-
plementary approach, where we want to ensure functional
correctness (of querying and new data insertions) even in
case the ring invariant is violated. Whenever the ring in-
variant is met, our approach has no message overheads com-
pared to the traditional approaches given similar data repli-
cation factor (which is anyway needed for fault tolerance).
Therefore, the mechanism can be integrated to work seam-
lessly in a ring-based P2P network, while avoiding the non-
transitivity problems and obviating the need for any aggres-
sive and expensive ring self-stabilization. For the purpose of
overall efficiency, a low-cost background self-stabilization
mechanism may however be employed.

The paper is organized as follows. In Section 2 we de-
scribe the basic concepts and the design of Fuzzynet, and
in Section 3 we present and discuss the relevant algorithms.
In Section 4 we give a theoretical analysis of the approach.
In Section 5 we validate our design based on simulations
and experiments with a Java based Fuzzynet prototype im-
plementation on the PlanetLab [17] testbed. We discuss re-
lated systems in Section 6 before drawing our conclusions
in Section 7.

2 Ringless Overlay

2.1 The Need For the Ring Structure

To begin the quest of “removing the ring” first we have to
understand why one needs the ring in the first place. There
are plenty of reasons why the ring is an attractive design
solution for distributed indexing systems. We will discuss
the most important of them.

Navigability. First of all, the ring1 makes the small
world easy to navigate, i.e. using decentralized memoryless
greedy routing algorithm. The introduction of such routing

1We can generalize the ring to a “kleinbergian” lattice [18] or any other
exact, peer key-dependent structure like hypercubes [30], butterfly net-
works [23], etc.

2



technique necessitates the ring structure to assure the cor-
rectness of the routing algorithm. Without the ring struc-
ture the query messages would not have any guarantees of
reaching the desired peer since there will be no assurance
for forwarding, i.e., an intermediate peer might not have a
“closer” link to the target, thus failing the query.

Responsibility. Secondly, and even more importantly
for data-oriented P2P systems, the ring structure provides
clear responsibility space for every peer. E.g., in Chord
a peer p is responsible for all data items which hash into
the range

[
p(key), psuccessor(key)

)
. With such a knowl-

edge every peer certainly knows which identifer range it
is responsible for and which query messages have already
“reached the target” and do not need to be forwarded fur-
ther. The storing/routing/answering decisions can be made
because of the certainty that there is no other peer between
two successive ring neighbors. Since these storing/routing
decisions are basic and essential for any data-oriented P2P
system, the ring has to be maintained eagerly (e.g. periodi-
cally). Eager maintenance is required even if the churn rate
in the network is high and the ring connections (which were
established with high cost) have never been used before they
are dropped.

Easy Construction of Long-Range Links. Thirdly,
having the ring as always-in-place concept, it is relatively
easy to use it as a bootstrap building block of the long-range
links of the P2P system. E.g. Skip graphs with their “multi-
dimensional” rings [4, 15], or the hop count technique [19].

Although the ring invariant is a very strong requirement,
because of the aforementioned advantages most of the struc-
tured overlays employ this idea and impose the ring struc-
ture in their approaches (e.g. [3, 5, 10, 24, 32]).

However, as discussed in the Introduction, even with a
high maintenance cost it is practically impossible to meet
the ring invariant assuming realistic network conditions,
where abundance of participating peers reside behind fire-
walls and NATs contributing to the frequent routing anoma-
lies making the direct communication between some ring
links impossible. Hence, we take a completely different
standpoint to design a concept which would not require such
a strong assumption as the ring invariant.

2.2 Fuzzynet Concepts

In order to be able to drop the ring invariant we need to
address the aforementioned functional requirements which
make the ring an attractive solution in the P2P community.

Firstly, Fuzzynet drops the requirement for every peer
having a predefined deterministic responsibility range on
the identifier space. Instead, we use a probabilistic responsi-
bility approach, where a data item will be likely to be stored
on a peer whose key on the identifier space is close to the
hash value of that data item (data key).

Secondly, we employ a data replication concept in
Fuzzynet, by disseminating the data replicas in the vicin-
ity of the data position on the identifier space. Since P2P
overlays (Small-World networks) exhibit a high clusterisa-
tion effect, the data dissemination in the vicinity of the de-
sired position can be performed with relatively low effort.
Such dissemination of data replicas does not actually rise
the requirements for our system, since all the realistic sys-
tems (which use the ring structure) employ replication for
fault tolerance and persistence anyway. An useful conse-
quence of such data replication in Fuzzynet is the fact that
a simple greedy routing query will find one of the replicas
w.h.p. given sufficient network connectivity.

To make the Fuzzynet concept work we need to be able
to construct a navigable overlay (Small-World network)
without the help of the ring. For that we can use some of the
existing approaches, e.g. Oscar’s sampling technique [13]
for skewed key distributions or [8] for uniform key distribu-
tions.

In the following we will discuss in more detail the above
described principles of Fuzzynet, which can be generalized
as two types of routing: routing for lookup (read) and rout-
ing for storing or publishing (write).

2.2.1 Lookup (Read)

Lookup routing will employ a greedy routing algorithm,
where messages will be forwarded every time minimiz-
ing the distance to the target. The routing terminates if
a data item D, which was looked-up is found. However,
since there are no ring links and no predefined responsibil-
ity ranges, a peer might end up in a situation where it does
not have any links which would lead the query closer to
the target, nor it holds the requested data. In such a case
the lookup query would terminate unsuccessfully. Never-
theless, we will prove later in the analysis and show with
the experiments that with realistic parameters w.h.p. data is
found if it was published before (e.g. in the networks with
O(log N) degree and typical peer replication cost).

2.2.2 Publish (Write)

The high guarantees for the lookup lie in the exploitation of
a particular Small-World property, namely the clusterization
property, during the data writing phase.

The write operation is performed in two stages and stores
data D on r peers (replicas) in the vicinity of the data key
D(key). The first stage is similar to the lookup (read) phase
and uses greedy routing to find one of the peers which are
close enough to the data key D(key). Once the write op-
eration reaches the vicinity of the targeted key location, the
data is seeded in the nearby peers by the self-avoiding multi-
cast (a controlled “Write-Burst”). The underlying idea is to
use the clusterization property of the network and to reach
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(a) Greedy-Approach. Routing from the originator peer (P0.56) to the
greedy-closest peer (P0.21) where the greedy approach towards the target
key 0.175 (actual-closest peer P0.17) is no further possible.

0.56

0.17

0.21

0.21

(b) Write-Burst. The greedy-closest peer (P0.21) seeds the replicas in
the cluster vicinity of the key 0.175 using the Write-Burst.

Figure 1. Schematic example of two Publish (Write) phases: Greedy-Approach and Write-Burst.

as many peers as possible in the D(key) vicinity. The mul-
ticast has two parameters - fn (fanout) and depth. A peer
contacts its fn closest neighbors to D(key) and requests
to store the data item D as well as to continue the mul-
ticast process with reduced depth. The multicast avoids
the peers which have been visited (already store data D)
and terminates when depth reaches zero. Data D is seeded
(stored) on all the peers reached by the multicast-burst. It
will be shown later in Section 5 that it is sufficient to have
fanout fn = 2 and depth = 3 for successful storage and
retrieval in a system with O(log N) network degree. An
example of the publish (write) procedure is given in Fig-
ure 1(a) and Figure 1(b) followed by the example of the
successive lookup (read) operation in Figure 2.

0.14

0
.7

7

0.77

Figure 2. After writing the data in the vicin-
ity of the key 0.175, the lookup (read) from
any node will have very high chance finding
at least one of the data replicas.

In contrast to “classical” decentralized data-oriented sys-
tems, the replicas in our probabilistic overlay do not need to
be globally aware of each other. Although the write pro-
cedure is more complex than read (lookup), there are no
messages wasted, i.e., only peers which will be storing the
data are contacted.

By exploiting the clusterization property, the Write-
Bursts avoid the necessity of the ring and circumvent the
non-transitivity problems. In a way, the bursting tech-
nique finds the bypasses to the “would-be” ring-neighbors
by choosing second or third best neighbors and relying on
the fact that in a Small-World network, peers in the same
vicinity are highly connected. Instead of keeping the ring
structure alive periodically (as in the classical P2P sys-
tems) the write procedure in the probabilistic overlay “im-
itates” the ring behavior only for the storage, whereas the
read (lookup) does not actually need the ring if the replica-
tion factor is sufficiently large. For all practical purposes,
the minimal amount of replication used by current systems
purely for the purpose of fault tolerance appear to be suffi-
cient enough.

2.2.3 Updates

Fuzzynet treats data updates in the same way as data inser-
tions, i.e. using the above described “Publish” concept. The
updates are made when a new (updated) value D′ of the ex-
isting data D is published on the same key D(key). During
publishing, the Write-Burst seeds the updated data items in
the vicinity of the key D(key), overwriting the existing old
data. Although the replica placement in the vicinity of the
D(key) is non-deterministic, their high degree of clusteriza-
tion typically ensures that a suitable implicit write quorum
is found to overwrite the older version. We assume that
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standard mechanisms for version control are employed by
the application layer.

2.2.4 Maintenance

The basic idea of our approach is to ensure a sufficient per-
formance of the system with no explicit maintenance. We
do not have any assumptions on how peers leave, i.e. we
deal similarly both on departures and failures. In such a way
we can provide much stronger guarantees that our system
will be functional given any circumstances. In the environ-
ment where the churn rate is stable, i.e. similar amount of
peers join and leave/crash, it is not necessary to perform any
maintenance of the overlay except the one triggered by the
arrival of peers. The churn itself is typically enough to keep
the system functioning, i.e. the newcomers with the fresh
links will compensate the lost connectivity due to crashed
peers [19].

Similarly, the churn can keep the residing data alive
when the newcomers replicate and republish the data if
deemed necessary (cf. Section 3.2.3). Every time a new
peer joins the network, it checks all the data which is similar
to its identifier key. The newcomer can decide to refresh the
data by performing a new write if it notices that the repli-
cation factor is too small, i.e. a peer does not see enough
replicas.

3 Algorithms

Here we formally describe the algorithms used in our
system. Fuzzynet is a general technique that can be im-
plemented on any Small-World topology which does not
require the ring for constructing the network (e.g. [8]).
In this work, for establishing the connectivity of our sys-
tem we use the Oscar [13] overlay construction algorithms,
which do not require the ring entity and can cope with non-
uniform (skewed) key spaces. In the following we will
briefly describe Oscar working principles; however, for de-
tailed algorithms and analysis please refer to our previous
works [13, 14].

3.1 Building the Small-World Network
Using Oscar Algorithms

It is known that for building a routing efficient network
with skewed key spaces one needs to know the probabil-
ity density function of peer identifiers over the identifier
space [12]. One of the simplest ways of doing that is to
randomly sample the network and get an approximation of
the key distribution, e.g. Mercury [5]. However, the real-
world distributions can be totally arbitrary and the only suf-
ficient approximation of the distribution would be gather-
ing in a sample set the complete set of values which, of

course, does not scale. In our previous work [13] we have
shown that using such a technique Mercury fails to build
routing efficient networks if arbitrary distribution functions
occur. Moreover, we have also shown that it is not necessary
to know the distribution function over the entire identifier
space with uniform “resolution” – it is sufficient to “learn”
well the distribution for only some regions of the identifier
space while leaving other regions vaguely explored, making
it the base idea of Oscar algorithms.

Oscar uses this intuition in order to build its routing net-
work in a simple and efficient manner. An Oscar node u
with a key (identifier) u(id) has to partition the identifier
space into logarithmic partitions A1, A2, ..Alog2 N , where
N is the number of peers in the system. Each border be-
tween neighboring partitions is determined by a median
value of the peer identifiers in the logarithmically decreas-
ing peer populations, i.e. the border between A1 and A2 will
be the median m1 of the peer identifiers from the whole peer
populationP , the border between A2 and A3 will be the me-
dian m2 of the identifiers from the subpopulation P \ A1,
etc. In general the border value between Ai and Ai+1 will
be the median mi of peer identifiers from the subpopula-
tion P \ Bi, where Bi = ∪i−1

j=1Aj . Ideally the first parti-
tion A1 has to contain 1

2 of the initial population, A2 has to
contain 1

4 and so on. Since in practice it is not possible to
exactly know the precise members of all the partitions, an
Oscar node has to approximate the key range for each par-
tition. For finding the median values an Oscar node has to
uniformly sample each subpopulation Bi and determine the
current median mi from the acquired sample set. To sample
the subsets of the population Bi the Oscar nodes use ran-
dom walkers which do not visit nodes with identifiers that
do not belong to the current population Bi. The technique
yields very good results in practice even with very low sam-
ple sizes.

Applying the results from [12] we formulate the basis
of Oscar’s technique – the long-range link acquiring pro-
cedure: each peer u first chooses uniformly at random one
logarithmic partition Ai and then within that partition uni-
formly at random one peer v. This peer v will become
a long-range neighbor of u. Regardless the complexity
of the distribution function it is sufficient to sample only
O(log N) medians, hence the Oscar sampling technique is
always scalable. The number of long-range links in Oscar is
not restricted and can be assigned individually according to
the needs of a particular peer, as long as there exist at least
one such link per peer. It has been proven that in the worst
case the search in Oscar network will be O(log2 N).
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3.2 Fuzzynet Data Management Algo-
rithms

Having established a Small-World network we can em-
ploy the Fuzzynet algorithms to enable successful data stor-
age and retrieval without the presence of a ring. Here we
will describe the core data management algorithms of our
ringless data-oriented overlay.

3.2.1 Write-Burst Algorithm

Algorithm 1 Publish (Write) algorithm
publish(data2store)

1: [burstPeer] = greedyRoute(D(key))
2: writeBurst(burstPeer, data2store, D(key),

fanout, depth,®)

To store a data item D a peer would initiate a two-
phase publish algorithm (Algorithm 1). In the first phase it
would look-up the closest peer (currentPeer) to the data
key D(key) it can find with greedy routing algorithm, and
once found, the “Write-Burst” (Algorithm 2) would be ini-
tiated at the currentPeer. The algorithm would contact
the closest neighbors to D(key) (number of neighbors de-
fined by fanout) from the currentPeer. Once the closest
neighbors are reached the algorithm would store the data D
on the visited peers and recursively continue contacting the
closest peers, until the maximum allowed depth is reached
(i.e. depth = 0). The algorithm is made to be self-avoiding,
i.e. once the peer is visited - it is skipped in later on. With
“Write-Burst” algorithm we exploit the clusterization prop-
erty of small world networks and recursively visit as many
peers in the vicinity of D(key) as possible.

3.2.2 Lookup (read) Algorithm

The lookup or read algorithm is fundamentally the same as
a traditional greedy routing algorithm. When a lookup re-
quest is issued on D(key), the query travels greedily to-
wards the target examining at each peer whether it stores
a copy of D. Once terminated (no more possibility to get
closer to the target) the algorithm analyzes the collected in-
formation about the data D and with high probability (cf.
Section 4) a replica of D is found.

3.2.3 Peer Join Algorithm

As discussed earlier, in this work the join algorithm uses
the original Oscar techniques to wire the network, i.e. to
ensure the connectivity and the desired Small-World prop-
erties. Here we will discuss only the second stage of the
join process, i.e. the data management after the network
connectivity is established.

Algorithm 2 Write-Burst algorithm [visited] =
writeBurst(p,D, D(key), fanout, depth, visited)

1: depth = depth− 1
2: if depth ≥ 0 then
3: visited = visited ∪ p
4: store D on p
5: notV isitedNeighbors =

= getNeighbors(p) \ visited
6: fanoutCounter =

= min(fanout, notV isitedNeighbors)
7: while fanoutCounter > 0 do
8: CloseLink = chooseClosestToTheKey

(notV isitedNeighbors,D(key))
9: [visited] = writeBurst(CloseLink,D, D(key),

fanout, depth, visited)
10: fanoutCounter = fanoutCounter − 1
11: notV isitedNeighbors =

= notV isitedNeighbors \ visited.
12: end while
13: end if

Once a peer p joins the network and establishes its con-
nections it needs to copy the data which is stored in the
vicinity of the peer’s key p(key) in the key space. For
this reason the newcomer peer p performs a Write-Burst al-
gorithm, but instead of writing the data, it collects all the
“visible” neighbors in the vicinity of the joining peer’s key
p(key). Once peer p collects the data from the neighbor-
hood peers it analyzes it (Algorithm 3, line 3). Peer p copies
(becomes a replica) of all the data whose keys are close
enough to its own key p(key) given the existing replica-
tion rate induced by fanout and depth parameters (Algo-
rithm 3, line 5). The estimation whether a data item D be-
longs to the peer’s vicinity is easy even for the non-uniform
key distributions, since a peer knows in advance the bound-
aries of the logarithmic partitions A1, A2, .., Alog N from
the overlay building process (cf. Section 3.1) and can es-
timate the number of peers residing between D(key) and
p(key).

Similarly, a joining peer p could estimate how many
replicas of a particular data item D should be visible, tak-
ing into account the key of the current data item D(key)
and peer’s p key p(key). In case the amount of data items
is lower than some predefined threshold, peer p can initiate
the write algorithm to reinsert data item D. In such a way,
if peers leave/crash and arrive independently, it is ensured
that the data item will not be lost once it was written in the
P2P system.
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Algorithm 3 data acquisition algorithm upon join
[targetPeer] = join(p)

1: clusterNeighbors = ∅
2: [clusterNeighbors] =

= writeBurst(p,®, p(key), fanout, depth,®)
3: for ∀data D ∈ clusterNeighbors do
4: if estimateIfDataInV icinity(p(key),

D(Key), fanout, depth) then
5: store D
6: end if
7: estimatedNumberOfDataItems =

= estimateData(p(key),
D(key), fanout, depth)

8: if estimatedNumberOfDataItems <
< tresholdNumber then

9: publish(D)
10: end if
11: end for

4 Analysis

In this section we will show the computational lower
bounds for the success probability to retrieve a data item
D once it was stored on our system. We will investigate the
case of Write-Burst for publishing data, where the parame-
ters are the following: fanout = 2 and depth = 3 and the
size of the routing tables at each peer is ρ(p) > log N . As
our simulations suggest, these are the smallest values with
which the system performs reasonably well (cf. Figure 4)
having relatively low average network degree. Although
with smaller Write-Burst values the success rate might still
be high enough, there will be much fewer replica copies
in the system, thus increasing the risk to loose all of them
in case of unexpected increase in churn. Therefore, with
the aforementioned parameters we will establish the gen-
eral lower bound of the success probability for acquiring a
stored data item in our system.

We will calculate the success probability in three steps.
In the first step we will calculate with what probability a
write/read message can reach the vicinity of the data key
if the ring connectivity is not enforced (i.e. when no more
greedy routing is possible). In the second step we will cal-
culate the probability that the Write-Burst will populate the
immediate neighbors of the Write-Burst originator. And in
the third step we will combine the two and will calculate
what is the general success probability for a read message
to reach a peer which holds a written data item.

4.1 Step 1. Routing Without Ring-Links

Here we will calculate the probability Pρ of a message
to be delivered from a originator peer po to the target peer

pt using only the existing Small-World network links with-
out the ring connectivity assumption. We assume the worst
case scenario when the distance d(po, pt) is maximal, (e.g.
equal to 0.5 in the setting of the unit interval where the
links between the peers are bi-directional and the peer keys
are distributed uniformly). Let us divide the space between
peer po and peer pt into logarithmic partitions B1, B2, .., Bi

where B1 partition contains the closest 1
2 of the peers re-

siding between po(id) and pt(id), B2 - the further 1
4 of

the peers and so on. If the ring links were present and
ρ(p) > log N the message from the peer po to the peer
pt will have to hop on average log N peers, at each peer di-
minishing the distance to the target logarithmically, i.e. by
at least one logarithmic partition Bj [12]. However, with-
out the ring links, starting from the second hop there exist
a non zero probability that there will be no links pointing
to the peers which would allow greedy approach to the tar-
get, i.e. the ring neighbor link is missing. The probability
of not-getting closer is relatively small in the first hops of
the query, but it grows significantly when the message ap-
proaches the target. It is because the remaining logarithmic
partitions become smaller and smaller thus a query can find
fewer and fewer links which point into the remaining parti-
tions. Let us denote with P j

hop the probability that a mes-
sage will be able to approach greedily to the target at each
hop j. In Oscar (and in Small-World networks in general)
the probability for a peer to choose a neighbor belonging
to any of the logarithmic partitions A1, A2, .., Alog N is the
same, and equal to 1

log N . Since A and B partitions are

symmetric, the probability P j
greedy that being at jth hop

a query can find at least one link pointing into one of the
partitions Bj , Bj+1, .., Blog N is equal to 1 − ( j−1

log2N )ρ(p).
Since we assume the worst case scenario, i.e. the peer po

is the furthest form the peer pt, the P 1
hop will be equal to

1, i.e. any link from po could greedily traverse towards
the target. From the second hop, there exists a possibility
not to be able to advance towards the target (no ring con-
nectivity) therefore for every next j hop when j > 1 we
have to calculate P j

hop recursively. In general we obtain
P j

hop = P j−1
hop · (1− P j

greedy) = P j−1
hop · (1− ( j−1

log2N )ρ(p)).

4.2 Step 2. Replication by Write-Burst

When a “write” message for the data item D reaches
a peer pt from which no more greedy routing can be per-
formed, the Write-Burst algorithm is evoked to replicate the
data in the surrounding area of pt(id). The peer pt can im-
mediately store the data, so it will be populated with data D
with probability 1; however, the neighboring peers do not
have 100% guarantees to get populated. Here we will inves-
tigated the probabilities for the two closest peers form the
left (pt−1,pt−2) and from the right (pt+1,pt+2) of the ini-
tiator peer pt to get populated by the new data. According

7



to the kleinbergian Small-World network construction prin-
ciples the probability P ′1 that a peer will have a direct long
range link to one of its immediate neighbors is P ′1 = 1

log2 N .
Similarly, the probability P ′2 that a peer will have a direct
long range link to one of its immediate neighbors’ neighbor
(2nd order neighbor) is P ′2 = 1

2 log2 N . The probability P ′′1
that a peer will be connected to one of its immediate neigh-
bors by two hops is at least P ′′1 ≥ P ′1 · P ′′2 . Likewise, the
probability P ′′2 that a peer will be connected by two hops to
one of its immediate neighbors’ neighbor (2nd order neigh-
bor) is P ′′2 ≥ P ′21 . Therefore the probability of a peer pt

to reach and store data on the peer pt−1 or the peer pt+1 is
P1 = 1− (1− P ′1)(1− P ′′1 ). Similarly, the probability of a
peer pt to reach and store data on the peer pt−2 or the peer
pt+2 is P2 = 1− (1− P ′2)(1− P ′′2 ).

Let us assume a peer p′t is the closest peer to the data
identifier which has to be written. The probability that the
write message will stop on that peer is P log N

hop . Similarly, the
probability that the message will stop on p′t±1 and on p′t±2

is P log N−1
hop and P log N−2

hop , respectively. In order for the data
to be written on the node p′t, the Write-Burst algorithm had
to start either in the p′t node itself or in its neighborhood. We
will calculate what is the the probability Pp′t that a data item
D was written on node p′t if the write algorithm stopped
on p′t immediate neighbors (p′t±1) or one of its neighbor
neighbors (p′t±2). The probability that a Write-Burst algo-
rithm started at p′t±1 node and the data item D was written
on the node p′t is P log N−1

hop · P1. Likewise, the probability
that the Write-Burst algorithm started at p′t±2 node and the
data item D was written on the node p′t is P log N−2

hop · P2.
Therefore, Pp′t ≥ P log N

hop + P log N−1
hop · P1 + P log N−2

hop · P2.
Similarly, we can calculate the probabilities that the data
item D was written on the nodes p′t±1 and p′t±1 having
the write burst algorithm started in the vicinity of these
nodes. Therefore, Pp′

t±1
≥ P log N−2

hop + 0.5 · P log N
hop · P1 +

0.5 · P log N−2
hop · P1 + 0.5 · P log N−1

hop · P2 and Pp′
t±2

≥
P log N−2

hop + 0.5 · P log N−1
hop · P1 + 0.5 · P log N

hop · P2.

4.3 Step 3. Lower Bound on Success
Probability (Worst Case Scenario)

Having the probabilities that the data item D was written
in the vicinity of the identifier of D’, we can calculate what
will be the lower bound of the success probability Psucc if
a “read” message will be issued at some peer in the sys-
tem. Since we know what are the probabilities for a greedy
routing algorithm to advance towards the target without us-
ing the ring-links we can calculate that Psucc is at least
Psucc ≥ Pp′t + Pp′

t±1
· P1 + Pp′

t±2
· P2.

In Figure 3 we can see the plot of the lower bound suc-
cess probabilities with different sizes of networks and net-
work’s degrees. The above result suggests that given an

0 5 10 15 20 25 30 35 40
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Outdegree

S
uc

ce
ss

 p
ro

ba
bi

lit
y 

P
su

cc

 

 

N=215

N=212

N=210

Figure 3. Lower bound on success probabil-
ity.

average network degree of 2 log N , regardless the network
size N , the queries in Fuzzynet will be successful w.h.p.
even in the worst case scenario. In practice, the success rate
in Fuzzynet is even higher (cf. Figure 4).

5 Experimental Results

5.1 Simulations

In our simulations we have experimented with Fuzzynet
technique built on top of Small-World networks. We in-
vestigated what are the probabilistic guarantees to retrieve
the data which was stored on the ringless overlays and
also compared our approach to ring-based Small-World net-
works. We have simulated the network environments with
routing anomalies where the peers behind firewalls and
NATs were not allowed to establish a link directly with each
other. Our experiments were carried out on various network
connectivity cases, mainly networks with different node de-
grees. All the experiments were performed including peer
churn as described next.

In the first part of the simulations we have performed
tests with a network of 10000 peers and a predefined aver-
age node degree. For each case of the average degree we
have performed separate experiments on the dynamic net-
work with stable churn rate - i.e. one peer joins and one
peer leaves (fails) at each time slot. Leaving and failing
were considered as identical operations, since no action is
taken upon a “graceful” leave. The correctness of the sys-
tem relies only on the actions taken upon new peers join-
ing the network: establishing new links and replicating data
from the surrounding areas. We have modeled the behavior
of the networks for over 20000 time slots. Upon the 1st time
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Figure 4. Query success rate in Fuzzynet un-
der churn.

slot 100 unique data items were inserted into each peer with
random keys. During the experiments we have captured the
snapshots of the network after every 500 time slots. For
each snapshot of the network we have performed a read
query from every peer on the identifiers of the previously
written data items. The average success rate and the aver-
age search cost (path length) of the queries were measured.
Figure 4 shows the average query success rates given dif-
ferent fanouts and depths of the Write-Burst algorithm and
various average degrees of the networks. We observe that
with a relatively low average degree ( 14 links per node) the
success rate rises up to almost 100%. In Figure 5 we show
the average search cost for looking up the data.

We experimented with various rates of peer departures
superceding the rate of new peers joining, as a result of
which the network shrank (i.e., non-equilibrium scenarios).
We studied the system’s performance until it approximately
shrank to half its original size, i.e. 5000 peers from the orig-
inal 10000. We varied the shrinking rates from relatively
slow ones, taking 5000 time slots to halve the network, up
to very rapid ones, lasting only 5 time slots until the net-
work reached half of its original size. Fuzzynet proved to
be pretty resilient against even such drastic peer population
changes. With the average network degree of 20 and with
Write-Burst parameters fanout = 2 and depth = 3, the
rate at which the network shrank had a very weak influence
on query success rate, which stayed above 96%. Notice that
tolerating such a huge membership change within a short in-
terval is essentially equivalent to having a correlated failure
of the corresponding number of peers, and hence we con-
clude from these experiments that Fuzzynet can deal with
a massive correlated failure, even without any repair oper-
ations, because it does not need the ring invariant for func-
tional correctness.
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Figure 5. Total search cost of both: success-
ful and unsuccessful queries (the error bars
represent the standard deviation from the av-
erage search cost).

In the second part of the simulations we have compared
the Fuzzynet technique to ring-based approaches perform-
ing under the faulty environments. As a ring-based overlay
we have implemented Symphony [24] algorithms. To sim-
ulate the effects of peers under firewalls we have labeled
some of the peers as “firewalled” peers. During the life-
time of the networks we have forbidden the direct commu-
nication among any two labeled peers [34]. We have also
simulated sporadic routing anomalies by forbidding a com-
munication between randomly selected fraction of existing
links [26]. In the experiments we have monotonously in-
creased the fraction of firewalled peers and the probability
of routing anomalies, such that the total link failure rate was
increasing from 0 to 0.3. We have simulated churn as in the
first part of the simulations and measured the performance
of the networks every 500 time slots. The results in Figure 6
show that even with high link failure rates the Fuzzynet
technique with parameters higher than fanout = 2 and
depth = 2, has much higher success rate than a ring-based
approach. With lower values, there are not enough repli-
cas to sustain the data under churn, hence the queries fail to
find some of the previously inserted data items, since they
disappear from the network. However, with higher values
of the these parameters, no data is lost, given the existing
replication. Figure 7 depicts the data persistence history -
an average amount of data replicas residing in the network
at each time slot (10000 peers, 20 links on average at each
peer).
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to a Ring-Based overlay.

5.2 Experiments on PlanetLab

We have also implemented Fuzzynet using the Pro-
toPeer [16] toolkit. The system is deployed on 330 Plan-
etLab nodes, all communication between the overlay neigh-
bors is done via TCP and all other communication is done
via UDP. For the first 5 minutes we bootstrap the system
into a Small-World ring-based topology with Chord-like
connectivity. At the 5 minute mark all peers insert 50 ran-
dom and unique key-value pairs into the overlay. At the
10 minute mark all peers start to periodically lookup a ran-
domly chosen key out of the 330 ∗ 50 inserted. We measure
the system-wide failure rate of lookups. A lookup fails if
while being routed no greedy next hop is possible but the
current peer does not contain the desired key. We also mea-
sure the average path a lookup took together for both suc-
cessful and failed lookups. In addition, for each key we
count how many times it was replicated, which is summa-
rized as the average, 5th and 95th percentiles of the number
of replicas.

We run the experiment in two different setups (Table 1):
i) A Chord-like write/read algorithms, where there is only
one peer responsible for a particular data item and the repli-
cation of that data (Chord) and ii) Fuzzynet write/read al-
gorithms with a replication induced by different depth and
fanout values (cf. Section 3.2.1). The same experiments
are repeated for a network with simulated firewalled peers.
Two firewalled (NAT) peers cannot be overlay neighbors
since they cannot directly communicate between each other.
We set the fraction of firewalled peers to 36%, following
the results of the study [34] which measured the number of
peers behind firewalls and NATs in large-scale public P2P
systems.

In our experiments we have observed that, indeed, due
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Figure 7. Data persistence over time. The
solid lines represent the average amount of
replicas per data item at a particular time slot
(the error bars represent the 5th and the 95th
percentiles of the replica size distribution).

avg # hops failed lookups # Fuzzynet replicas
avg 5th 95th

Chord 4.27 2.15% - - -
Fuzzynet D2 F2 3.70 0.15% 4.38 3 5
Fuzzynet D3 F2 3.55 0.03% 6.20 5 7
Fuzzynet D14 F1 3.17 0.01% 14.26 8 15

Chord NAT 4.44 5.20% - - -
Fuzzynet D2 F2 NAT 3.79 1.81% 4.64 4 6
Fuzzynet D3 F2 NAT 3.65 0.47% 6.72 5 9
Fuzzynet D14 F1 NAT 3.79 1.16% 4.64 4 6

Table 1. Summary of the PlanetLab results.
“D” and “F” represent different depth and
fanout values (cf. Section 3.2.1)

to network anomalies even in the absence of NAT a fraction
of ring links are missing. The results show that in a real
live network deployment the missing ring links cause a con-
siderable number of unsuccessful data insertion operations
and, consequently, failed lookups in Chord’s case (2.15%).
Fuzzynet’s write/read algorithms, however, lowers the fail-
ure rate by two orders of magnitude (0.01% in the case of
D3 F2) only with an average of 6 replicas. Under realistic
assumptions on firewalled hosts [34], the Chord topology
is even more disrupted with 5.2% of failed lookups. The
Fuzzynet approach lowers the loss 10-fold down to 0.47%.

Some of the WriteBurst branches stall and time out,
PlanetLab is notorious for its unpredictable delays [27].
We have not implemented any acknowledgements or retries,
still our replication scheme is robust under the loss and de-
lay conditions of PlanetLab and enough replicas are created
to significantly reduce lookup failures.
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6 Related Systems

The vast majority of structured overlays base their
topologies and routing techniques on exact, peer key-
dependent core structures like rings [24, 32], trees [1,
25], de Bruijn graphs [9], hypercubes [30], butterfly net-
works [23], etc. As discussed in the motivation part - all
of them to a very high extent lack the flexibility of choos-
ing the neighbors on the close neighborhood level, what
makes the maintenance more complicated. Many works
were devoted only to tackle the problem of maintaining the
exact structure (e.g. rings) under churn and various stabi-
lization algorithms were developed to keep the core struc-
tures alive [2, 21, 22, 28, 31]. On the other side, there are
unstructured and semi-structured systems [6, 11, 33] based
on loose topology which require low maintenance, but are
rather inefficient in terms of bandwidth consumption and
are suffering from low query recall.

The seminal semi-structured system Freenet [6] requires
only loose topology and low maintenance cost; however,
it has no guarantees that the existing data can be retrieved
even in the functioning network. In Fuzzynet data items
are placed using the Small-World clusterization, so, even if
they are not placed deterministically, it is easy to perform
an “update” unlike in Freenet where data items are more
widely spread in the overlay.

Another semi-structured system Yappers [11] trades-off
between Gnutella-like flooding and DHT routing. In con-
trast to Fuzzynet’s greedy routing - the lookups in Yap-
pers are performed in a broadcast-like fashion. Effectively
Yappers is only an improved version of Gnutella network,
though it floods smaller fraction of peers than Gnutella it-
self.

The recently proposed BubbleStorm [33] uses “buble-
cast” - a data dissemination and querying strategy based
on random walks with flooding over random multigraphs.
BubleStrom is designed in such a way that the “data bub-
ble” and the “query bubble” are very likely to intersect. Be-
cause of its unstructured nature BubbleStorm requires low
maintenance cost; however, the exhaustive flooding-based
querying is far too costly compared to Fuzzynet.

To the best of our knowledge Fuzzynet is the first struc-
tured overlay based on a loose connectivity, which while
providing good recall guarantee (in fact, under real net-
working conditions it is better than the current ring based
DHTs) while not requiring any exact-structure mainte-
nance, thus drastically saving on maintenance overheads at
a marginal overhead for overlay operations like data read
and write.

7 Conclusions

In this paper we presented the Fuzzynet technique which
allows building structured ringless overlays without requir-
ing any explicit maintenance under churn. Unlike tradi-
tional ring-based overlays, Fuzzynet can successfully cope
with non-transitivity problems and routing anomalies in re-
alistic networks. Our technique can be employed on loose
network topologies, permitting to avoid the eager mainte-
nance strategies of the “heavy”, peer key-dependent struc-
tures as e.g. the rings. We show that despite bearing a
loose topology, Fuzzynet can still perform efficient pub-
lishing (write) and greedy lookups (read) with probabilistic
guarantees and surpass ring-based overlays like Chord and
Symphony in faulty environments as encountered in real
life [34]. We have analytically calculated the lower per-
formance bounds of Fuzzynet and evaluated it with simula-
tions as well as with implementation and deployment of our
system on PlanetLab.

We believe that Fuzzynet is ideal for high churn envi-
ronments, and will successfully fill in the gap between the
bandwidth wasting unstructured and high maintenance cost
classical-structured overlays that rely on the integrity of the
ring, and nevertheless perform worse under real life churn
conditions than our probabilistic system based on fuzzy data
placement.

As a future work we plan to exploit the properties of the
restriction-free Fuzzynet technique beyond the maintenance
cost reduction. The same flexible technique has a potential
to address other load-balancing issues, particularly query-
load balancing, which can be tackled by changing the repli-
cation rate for each individual data item. Also Fuzzynet
can possibly address trust and reputation issues by adapting
the “Write-Burst”-like mechanisms to serve as a peer voting
technique in an asynchronous environment.
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