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Abstract—This paper addresses the problem of the transmission of
scalable video streams to a set of heterogeneous clientsalbigh a common
bottleneck channel. The packet scheduling policy is typidly crucial in
such systems that target smooth media playback at all the reivers.
In particular, the playback delays and the transmission stategy for the
packets of the different layers have to be chosen carefulljvhen the same
video is sent simultaneously to multiple clients that subsie to different
parts of the stream, the playback delay cannot be jointly mimmized for
all the clients. We therefore propose delay optimization sategies along
with low complexity solutions for a fair distribution of the delay penalty
among the different receivers. Once the delays are selectetve show
that there exists a unique scheduling solution that minimies the buffer
occupancy at all the receivers. We derive an algorithm for computing
the optimal sending trace, and we show that optimal scheduig has to
respect the order of the packets in each media layer. Interéimgly enough,
solving both delay and buffer optimization problems sequetially leads to
a jointly optimal solution when the channel is known. We finaly propose
a simple rate adaptation mechanism that copes with unexpeetl channel
bandwidth variations by controlling the sending rate and dropping layers
when the bandwidth becomes insufficient. Experimental redts shows
that it permits to reach close to optimal performances evenfithe channel
knowledge is reduced. Rate adaptation provides an interessty alternative
to conservative scheduling strategies, providing minor ad controllable
quality variations, but with a higher resulting average qudlity.

I. INTRODUCTION

Due to the rapid evolutions in consumer electronics, thaipdiy
to adapt to client preferences or to customize services rheso
predominant in multimedia applications. We consider is fraper the
problem of the simultaneous delivery of a scalable medieastrto
heterogeneous clients that present different computinglibties,
different access bandwidths, or different user requirdmeBach
one of these clients selects to receive an appropriate tsufs
scalability layers, such that the received stream is dddeday the
client and satisfies its scalability needs. A typical examgl such
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Fig. 1. Example of a scalable video streaming system.

Several works have studied the problem of efficient packedal-
ing in different streaming scenarios. The problem of mizimyg
the playback delay and buffering needs for a single recerat
non-scalable streams under guaranteed rate constraistshden
previously addressed in [1]-[3]. The problem has been yital-
malized in more general terms in [4] and [5]. In [6] the author
discuss optimal streaming of layered video under randonauizith
models, when the buffer is not constrained at the decodex.efior
concealment at the decoder is further considered in [7] alibe
scheduling decisions are based on a Markov Decision Prdcess
cope with unpredictable bandwidth variations. The authufr§8]
address a similar scenario, where the number of layers tleat a
transmitted are computed from local decisions based oncegbe
run-time estimation. None of the above work however considee

e problem of multiple clients that participate together te gtreaming

session.
A scheduling algorithm that minimizes the buffer occupantya

a system is given in Figure 1, where a streaming server cemnefindle client that receives a single stream has been prdposg)].

to heterogeneous clients directly or through a streamimxypand
broadcasts a stored scalable media stream. Scalable videming
systems have generally to respect a bottleneck channewlidthd

Our work extends this algorithm to provide jointly minimalffer
occupancy at heterogeneous clients that decode diffendrgets
of the same layered stream. Optimal multiplexing for cambiums

which prevents the immediate delivery of the media data to d'€dia streaming is discussed in [10]. However the authocsisfo

the clients. This limitation may be imposed by channel orkdis

bandwidth constraints, admission control or pre-deteeanitraffic
specifications (e.g., TSPEC in the 802.1e wireless stahd@tient
buffering capabilities may help to smooth the discrepanbietween
the video source rate and the available bandwidth with saswest

quality, at the price however of an increased playback delay

on bandwidth efficiency and do not discuss the delay nor tlierbu
occupancy experienced by a client. Layered video streatrasgeen
studied in relation with multicast delivery schemes in [1[12],
without addressing the specific problem of heterogeneocsivers
with delay and buffer constraints. None of the cited papddyesses
the problem of multiplexing a layered video stream onto abtoast

the client. It becomes therefore important to derive effitipacket Cchannel by targeting on one hand a set of minimal playbacaysel

scheduling strategies such that smooth playback can beeshst
each client and that the overall quality of service is maxedi

This work has been partly supported by the Swiss Nationakrgel
Foundation.

for heterogeneous clients, and at the other hand the minituffer
occupancy at each one of these clients.

In this paper, we propose to optimize the selection of thghaek
delays for the different clients in order to have a fair dlttion of the
delay penalty induced by the broadcast-like media trarsors We



show that the minimal playback delays cannot be jointly el
for all the clients, and we derive low cost optimization algfons
for computing playback delay sets under different cliemnitization
policies. Once the playback delays are given, we prove tidmmm
buffer occupancy can be simultaneously attained for alldfents.
There is moreover a unique sending trace that attains thenalpt
solution in this case, and we propose an algorithm that imptgs
the optimal transmission of the packets from the differayets.
When both optimization problems are solved sequentidily,system
can design a mechanism that jointly optimizes delays anéetsuf
To the best of our knowledge, this work is a first effort to axhdr
the playback delay optimization problem, together with thefer
minimization problem for broadcast to heterogeneous digfinally,
we show how the optimal scheduling solution can be modifiet @i
simple adaptive rate control algorithm when the knowledgruathe
channel bandwidth is limited. This solution provides arefasting
alternative to conservative scheduling schemes in sometigah
scenarios with unpredictable bandwidth, while it offersiauproved
average quality but minor and controllable quality vadas.

channel ratec(t) is the rate available for the broadcast application,
and we do not limit the study to any particular congestiontiaror
rate allocation strategy.

The scalable video stream is built on several hierarchiagbrs.
Each of thel layers is completely determined by its source or playout
trace)'(t),1 < I < L, which indicates the size of the laykat time
t. When a hierarchy exists between video layers, the decoding
layer [ is made contingent on the correct decoding of all inferior
layers, froml up tol — 1. Batches of clients simultaneously access
the same video sequence, possibly with different scatadidvels.
The receivers are grouped together ihtsets, based on the number
of video layers or the resolution that they have requestezidéhote
asR!, (1 <1< L) the set of clients that receive all layers up to the
I*" layer.

After the first bit is sent by the server, each receiveRinbuffers
the video data for playback delayD!. The video bits are stored in
the receiving buffer, whose content at any time is furtherotied as
Bl(t). After the initial playback delay, the receiver decodes plag's
continuously a video whose resolution corresponds to thesef

The paper is organized as follows: we provide an overviewhef t additive layers it has requested. The playback delay canffezeht

system under consideration and discuss media schedulopgpipies
in Section Il. We present the delay optimization solutiomsSection
Ill, and we analyze the buffer minimization problem in SentiV.
Section V introduces an adaptive rate control algorithmdpecwith
unexpected bandwidth variations and discusses its pesfucen in
practical scenarios.

Il. SCALABLE VIDEO BROADCAST
A. System Overview
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Fig. 2. Formal view of the system.

We present an overview of the system under consideratiohisn
paper. A formal representation of the system is given in g2l
A streaming server sends a scalable media stream to a piopudrdt
receivers through a bottleneck channel. This bottlenegkesents

for each group of receiver®'. However, the set of playback delays
D = {D'}[, should be chosen such that non-disruptive playback
of the sequence can be achieved for any set of receiiérs.e.,
such that no buffer underflow occurs at any recefeht the same
time, the choice of the playback delay impacts the qualitgesvice
perceived by the end-user. It therefore requires an effigiacket
scheduling strategy in order to reach a proper trade-offiben user
experience and resilience to underflows and bandwidth diipits.
Before addressing the problems of playback delay selectizn
describe below the problem of packet scheduling in medeasting
applications that generally impose strict timing consiisi

B. Media Scheduling Formalism

We now describe in more details the packet scheduling cteisc
tics in media streaming applications. When the channelristtained,
the streaming server has generally to implement effecttheduling
algorithms, in order to ensure timely delivery of media psland to
avoid buffer underflow at receivers. The packet transmisstoategy
is chosen in order to meet criteria such as desired distorio
delay [13], [14], or maximum utilization of the available aimel
bitrate. The packet scheduler outputs a stream witiersding rate
z(t) < ¢(t), vt that indicates the number of bits fed into the channel
at any time instant.

We denote the cumulative source, sending and channel rate fu
tions with capital lettergS, X, C), where a cumulative rate function

tis defined as the total number of bits that have been countee si
time ¢ = 0. For exampleC(t) = fot c(u)du is the number of bits

the channel can transmit up to timeNote that the cumulative rate
functions are all wide-sense increasingtinWe further definesp (¢)

for example a shared channel or network segment with limitétf the number of bits consumed by the decoder that startiglay

bandwidth, or the disk bandwidth limitations in a video-@emand
server. The bottleneck channel is given by its bitrafe), which
indicates how many bits the channel is able to transmit atteng
t, and possibly by a maximum network latendy

Generally, the server's knowledge about the channel dikila
is extracted from client or network feedback. In this paper will
assume perfect channel knowledge at the server, which keada
upper bound on achievable performance for any predictierse,
where the server estimates the available channel. In pkaticthis
assumption is verified for constant bit rate channels or wthen
bandwidth is controlled by deterministic guarantees (&.§PEC in
the recent 802.11e wireless protocol). In the rest of thigepathe

video after a playback delaip. It is written as:

{0 ,0<t<D
SPW =\ s¢¢t—D) ,t>D

Sp(t) = S(t — D) is the corresponding cumulative function.
The scheduler has to ensure that the client does not experaty
buffer starvation, when the video decoding starts afteraglgck de-
lay that has been selected a priori. Figure 3 illustratesniportance
of the playback delay for smooth video decoding in a scenaitb

lin the remaining of the paper, we us® to design a set of receivers
that subscribe to the resolution levelor one of the receivers in this set,
interchangeably.



such thatlim; . F'(t) > lim;—., G(t). We define the (maximum)
horizontal distance betweefi(t) and G(t) as follows:

WG, F) = sup (FH(G1) — 1), ©)

where F~1(t) = min {t: F(t) > z} is a pseudo-inverse aF (t).
The following relations hold:

i . h(G,F)=0 < F(t)>G(t),vtand (6)
Fig. 3. Left: Playback delay and buffer underflow preventidRight:

Schedulable play-out trace and a corresponding sendiegtnate. Ir st F(r) = G(7) (7

h(G,F)<0 < F(t)>G(t),Vt (8)

MG, F)>0 < 3rstF(r)<G(T). 9)

a single client. If the client starts playback at the rea@ptof the . .
first bit, a buffer underflow occurs at time. Starting playback at WhenF(¢) andGi() respectively represent the cumulative channel

. . . and source traces, the horizontal distance betweandG represents
the client afterD time units makes sure that the buffer underflov¥ o .
. he minimal playback delay that is necessary for a smootlodirg
does not occur. We say that a source tragg is schedulableover

: . . ) of the source stream. In other words, it represents the raingift
a channel with available bandwidit{t), with a playback delayD, . : " L
if the following schedulability conditiorholds for allt: that as to be applied of¥, such that the schedulability condition is

verified. Formally, we have the following property.
Sp(t) < Ct-A) (1) Property 1: If h(G,F) > 0 andG'(t) = G(t — h(G, F)), then
h(G',F) = 0. In other words,h(G, F) is the minimum shift we
If the condition (1) is met, this implies that the server camifa npeed to apply orG(t), so thatF(t) > G'(t), Vt.
scheduling solution or equivalently a sending trage) such that With multiple traces, we have also:
each of the following necessary conditions are satisfiecafiot: Property 2: Let F(t), G(t) and G’(t) be non-decreasing func-
Sp(t) < X(t—A) 2 tions such thatG’(t) > G(¢), Vt. Then: h(G',F) > (G, F).
- Indeed by the definition oh(-) and F~*(-), and becausd(t) is
a(t) < cft). ®) non-decreasing, the result follows immediately, Bs* (G'(t)) >
The first inequality makes sure that the server transmitsnabea £ ' (G(t)), Vt. Similarly, if G'(t) < G(t), V¢ then h(G', F) <
of bits that is sufficient for decoding the video stream attalie hG, F). ] o
instantst, with a playback delay) and a maximum network latency ~We can therefore define the minimal playback defay;,, for
A. As a constant value of implies a simple time shift in each SMoOth playback at the receivét'. It is given by
of the above inequalities, we will consider that= 0 for the sake . .
of clarity and without loss of generality in the remainder tbfs Dyin = h (5 (t),O(t)) ; (10)
paper. The second condition simply imposes that the numbbits . . o )
transmitted by the server at any time instant is not largantthe Where:S'(t) = >2,_, A*(?) is the cumulative rate of the lsﬂeam
channel rate. Note that the latter condition impligt) < C(t),v¢, &t resolutionl. From Property 2, we know thaby.i, < D,
but that the reverse is not true. If the playback delayis chosen vl S S Ll; 1, smcle the rate traces are positive valued
such that the above conditions hold, a scheduling solutem lwe f“”‘?t"?”s’ ands™(t) > Sl(t),Vt. If the Ia_yerl 1S de_coded a_fter
found. Each valid scheduling strategy generates a sendbeg:¢) a minimal playback delay,,;,,, the only valid schedullr)g solutions
that satisfies Eqs. (2) and (3) for allFinally, the buffer occupancy of &€ Strategies where the playback delay for layers [ is not any

) - ’ -
a media client that receives a data rat¢) and plays out a sending larger thanD;,,,;,,. It is actually not possible to reduce the minimal
trace Sp(¢) is given by:

playback delay for the clienk', even by changing the scheduling of
the lower layer streams.

B(t) = X(t) — SD(t),Vt. (4) Let us dEflneS‘: [(517..,51], with 61 > 62 > ... > & > 0. We
have the following Lemma, which shows that the minimal pkglo

The ab0\_/e equation shows that the buffer occupa_ncy i'_s _d‘_:’_penddelay required for a smooth decoding of the resolution léwznnot
on the choice of the playback delay, so that the joint minatan be smaller thanD?

A . min, €ven if the lower layers are decoded with a
of both components becomes non-trivial. We first present thode o, delay.
to optimize the choice of the playback delays in scalableastiing Lemma 1:Consider a set of L non-decreasing functions

systems. Then we show how to define a scheduling strategy tq%ﬁ(t)}ﬁl and a non-decreasing functié(t), definedvt. We have,
minimizes also the buffer occupancy. vi1> 1> L:

h (GI,F) <h (G}F) ,
I1l. PLAYBACK DELAY OPTIMIZATION
A. Preliminaries WhersGl Efl\: %Zle H_k(t) Z?d Gfi(t) = Ziz:lde(t + 0k)- )
roof: As the function )}/, are non-decreasing, we have,
In this section, we discuss the choice of the playback ddtaythe Vi 1>1> L andvs > O'qu(Sf))ﬁiél (t +6,). Thus,Vi gl S>>
different sets of clientsk! that simultaneously receive the scalabIeL' - = b= - v ==

stream. Small playback delays usually lead to a better tyuafi
service, and we will present algorithms for optimizing th®ice of
playback delays, under different metrics. We first give dipieary From Property 2, it follows thab (G', F) < h (G%, F). [
analysis of the playback delay, and define the minimal plelylokelay From the above results we conclude that any playback delay
for a client R' that decodeg layers of the scalable video stream. smaller thanD',,,, results in a buffer underflow at the receiver
We introduce here some general results inspired from [16p-S R!, while any larger playback delay allows for decoding withou
pose that we have two increasing non-zero functibifs) and G(t) experiencing a buffer underflow. This permits to derive apém

G'(t) < G4(t) Vt.



bisection search algorithm for computing the minimal delay,;,,,
similar to Algorithm 1.

Algorithm 1 Diynin = getDmin (C(t), S(t))
1: Dijpw <0
2: Dpign <=some large value
3: while (Dpigh — Diow) > 1 do

4: Dioer <= Dlow‘gDhigh

5: if S (t — Dtest) S C(t), Vvt then
6: Dhigh <~ Dtest

7. else

8: Dlow <~ Dtest

9: endif

10: end while

11: szn = Dtest

It is important to note here that achieving the minimum phib
delay for a given layerl does not necessarily guarantee that
minimum playback delay is also achieved for any other lajer.
general, if the transmission strategy is chosen in order itonmze
the delay at layet, without considering any other lay&r with k£ < [,
the clients that only subscribe to the lower layers are jpegilby a
playback delay that might be larger than necessary. If,eérctintrary,
the scheduler decides to minimize the playback delay foerlay it
generally increases the playback delay any other layeith [ > k.
The choice of playback delay therefore results from a typicale-
off between the delays imposed to the different layers, esitie
delays cannot be minimized simultaneously for all the lay&vhen
the playback penalty is increased for the lower layers, picisily

saves channel bits that can be used for decreasing the playbkarger thanD

delay penalty for higher layers. In the next section, we idate
an optimization problem for the choice of the playback del&yr
different policies.

B. Problem Formulation

Consider a channel given by its cumulative rate tréage), and a
set of L hierarchically coded layers given by their cumulative seur
rate traces{S'},. The channel connects a streaming serverto

sets of receiver§ R'}[;, that simultaneously subscribe to layers upy. ot

tol. LetD = {D'},,with D' < D? < ... < D¥ < D,.. denote
the set of playback delays imposed to the different sets iefitsl.
The joint minimization of the playback delays for all hetgeoeous
receivers is generally not achievable in broadcast-likenados, as
discussed above. We therefore formulate the followingnoigétion
problem, which targets a fair selection of the playback ykeld et

generic optimization problem of Eq. (11). We also presefitieft
solutions to the problems of fair or weighted distributidrttee delay
penalty A! between the different layers.

C. Reduced search space

In order to solve the joint delay optimization problem, wepuse
to limit the search space of possible delay values. We knoeady
from the above discussion that the minimal playback delaglients
that decode the stream up to laykris D!,;,. It corresponds to
the lowest achievable delay, when clied® with k # [ are not
considered in the delay computation. Generally, the plelylaelay
for layer! is larger thanD’,,;,, when the scheduler also tries to reduce
the delay for the lower layers < k < [. In order to reduce the
search space, we are looking for a reasonable upper-limithen
search interval. From Lemma 1, the worse case policy fomtdie
R! consists in minimizing iteratively the delays for all thdecits
&" with 1 < k < I. We describe below the greedy delay allocation
policy, and we denote the resulting delﬂéreedy.

The greedy delay allocation first minimizes the playbaclagedlf
the first layer, which is thus decoded aft®},...q, = Dyin. It then
iteratively allocates the smallest possible delay to tlifemint layers,
given the greedy delay allocation for the lower layers. Falynwe
denote the available channel bandwidth for transmittirey ldyer!
asC'(t) = C(t) — Sh_, A"(t — DF,.q,)- Therefore, the minimal
playback delay for layed becomesh(C', A') under the greedy
allocation policy. This scenario results in an upper bo@@.eedy
on the playback delay for the highest layer when all playback
delays are chosen in a greedy manner. In particular, delatsare
gLTeedy also provide valid scheduling solutions. However,
increasing the playback deldy” does not reduce the playback delay
of the lower layers, and rather contribute to increasingstemdard
deviation of the penalties given in Eq. (11). The delays iokth by
the greedy allocation can therefore be safely considerdeaspper-
limits of the search intervals. The greedy layered schadudtrategy
is shown in Algorithm 2.

Algorithm 2 ({D., .., }) = GreedyD (C(t),{A'(t)})

(t) = C(t)
2. forl=1to L do
3: Dlreedy <« getDmin (Cl (t)7Al(t))
4 O < CHt) — At — DYyoeay)
5: end for

D!, represents the minimal playback delay that can be offered toAs the greedy delay allocation provides the worst caseisoltior
the clientR', when other clients are not considered. A fair distributiofinimizing the delay for all the receivers, we can limit theasch
of the playback delay among the different clients can beesehi by domain for computing the best set of playback delays to ttenval
controlling the penalties\ = [A',..AL], with A' = D' — DL, [Dinins Dyreeay]s VI. In addition, due to the hierarchical nature of
1 < | < L, in addition to minimizing the playback delays. Thethe scalable video stream, we know the delay can only take non
playback delays can therefore by chosen as decreasing values when the number of layers increasedtfe< D!
when k& < [). We can therefore limit the number of potential
Dopt = arg min ¢ ({Dl}7 {Al}) solutions that need to be tested for optimality by the sealgbrithm,
D by setting the condition thaD” € [Df;,,Dk.cca,]. Then, for
under the condition thafh(t) < C(t) VI,1 < | < L, where each possible value ob”, we constrain the search algorithm to
Sh(t) = 3L, AL, (t), i.e., all the traces are schedulable from Eqest values ofD*~! such thatD*~' ¢ [DZ.! DY]. The search
(1). The functiony is a generic cost function that combines thgroceeds iteratively and only test values of del&Y, such that
average playback delay and the delay penalty imposed tolageh D' ¢ [D.,;,., D'*'], for | = L..1. Using this simple method, the
due to the broadcast-like distribution. Finding the besbéplayback set of playback delays that minimizes Eg. (11) can be ideuntifiith
delaysD,,. is actually a combinatorial optimization problem, and ithigh probability for most cost functiong that tends to minimize
solution generally implies a full search algorithm. We shiomthe the average playback delay. The search space of feasibigossl is

next sections how the search space can be reduced for sahéng however drastically reduced compared to a full search dlgor

1y



D. Fair penalty distribution QCIF format at 30 frame per second, using the MoMuSys MPEG-4
In order to have a fair policy among the different clietfts, we FGS [16]_ reference codec. The channel is a pie_ce\_/vise CBR_nehan

can distribute the playback delays such that the standastite of ~that provides a mean rate of 128kbps at the beginning, thproires

the penalties\ = [A, ..., A] is minimized. If the average penalty {0 256kbps and finally to 384kbps. Using the fair playbackagel

is given by = E[A!], the playback delays can thus be chosen sudfistribution proposed above, the playout can begin aftefagbpck
that delay equivalent to 137 frames at receivers of Bét The playback

delays for layer 2 and 3 are of 199 and 730 frames respectively
Dopt = arg min E [(A—M)Q] (12) The relative playback delay penalty per client set, compaie
D their respectiveD’,,;,, value, is equivalent to 135 frames for all
under the condition thabh,(t) < C(t) VI,1 < I < L, i.e., all the clients. Note that the gain in delay for clients in sét$ and R>
traces are schedulable from Eq. (1). is enormous when compared to a strategy that would have the sa
We propose a low complexity algorithm for computing the wyati delay D2,,,, = 595 frames for all clients (dotted line).

playback delay seD,,: in the sense of Eq. (12). We can observe
that the minimal value of the cost function is reached whérnh@l £ ynequal delay penalties
penalties are equivalent, i.eA, = A;, Vk,I. Any set of delays
D ={D'|D' = D},;, + Al}le, whereA; = K, VI minimizes the
cost of Eq. (11). In other words the source traces of all myeed to
be delayed byK units relative to their respective minimal playbac
delay D,;,,. Given the set of minimum playback dela@,:,, we
can construct an aggregate source rate tlfé@gm (t), defined as:

Some applications may necessitate to devise a schedutigt
with unequal delay penalties, where some clients are cereidas
IPrioritized compared to others. This can be achieved by mizing
a weighted standard deviation of the delay penalties. Is tiaise,
the delay distribution has to be chosen according to thedtlg
optimization problem:

L
B (1) = DA (£ = Dhin) - (13) Doyt = argmin B [(w” (A — )’ (15)
=1
L . . . _under the condition thash(t) < C(t) VI,1 <1 < L, i.e., all the
If the traceSy_, (t) is schedulable, it represents an ideal solutlopraces are schedulable from Eq. (1). The weights: [w", . ., w"]

where all layers can be decoded jointly with minimal deldyit is

not the case, the playback delay can be increased in the sameem
for all layers, such the trace becomes schedulable. It sporals to
shifting the aggregate source trace by the smallest d€laguch that

represent positive weights that permit to control the iistion of the
penalties among thé& layers. A relatively high value of the weight
w' typically constrains the delap’ to be close to the minimal delay

Dl

L min

5B i (t = K) < C(1), V2. In other words, we can compufe as Depending on the weight distribution, it might be difficulh t
K=h (S% _ 70) , (14) find the optimal solution to the problem of Eq. (15) withouings

an exhaustive search over the (reduced) space of possildg de
and that can be achieved by running the Algorithm 1. Hence thalues. We however propose a low complexity algorithm thadsi
complexity involved in finding the solution is that of the &ction the optimal playback delay seb.,:. It is based on the a priori
search algorithm used in Algorithm 1, i.&)(log(trace_length)). information about the structure of the optimal solutiontthets the
The solution is obviously equivalent to the optimal solatiof the cost function in Eq. (15) to 0. It can be reached only when
algorithm in the previous section, when it lies in the redlisearch

k
space. Al = ZoAF, (16)
w
oo | Vk,1,1 < k < L,1 < I < L. This imposes that the delay
Y21 - - AYD]) + A20-D7) + A% /o penalty takes the form\, = K/w', VI, where K is a constant.
------ ATDS, )+ A°-DY,) + A%-D2, ) [ Therefore, solving the optimization problem of Eq. (15) dsigalent
1of L 1 to find to smallest value of¢ such that the aggregate trasg(t)

is schedulable. In other words, one has to find the smaltestuuch
that verifies

L
- K
= l l
g | E A (t — Dpin — m) < C(t), V. a7
Playout of =1
Layer 2 starts LPIay%uttof‘ . . . . . .
Playout of ayer s starts The search algorithm, given in Algorithm 3, simply increage

Layer 1 starts

] gradually, until the aggregate trace is schedulable. Ah a@cation,
it updates the playback delays, constructs the aggregateestrace,
i and checks the schedulability condition. If the resultimgce is
schedulable, the algorithm stops. Otherwise, the valueKofis
‘ ‘ ‘ ‘ ‘ ‘ augmented by, and the process is repeated until the resulting trace
0 200 400 600 800 1000 1200 1400 1600 is schedulable.
time in frames (30 fps)
Note that the algorithm may find a sub-optimal solution to the
Fig. 4. The channel can support 3 layers of the encoded stfEhaendashed problem of Eq. (15) due to granularity of the delay incrersent
curve shows the aggregate playout curve of the 3 layers \ithvelues of However, the complexity is drastically reduced comparech thull
the playback delayD,. The aggregate playout curve of the 3 layers usingearch algorithm. If all the weights are equal, we obvioggy back
playback delayD;.,;,, is shown for reference (dotted line). to the thefair model of the previous section. However, we have seen
that in thefair case we only need to te€2(log(trace_length))
We illustrate the solution with fair distribution of the dgl penal- possibilities, where each test can be performed in polyabtithe.
ties in Figure 4. We have encoded a composite video sequémce\lgorithm 3 always perform® (trace_length) such tests.




Algorithm 3 Dy, = (C(t), {A'(t)}, w, §) bits 4 co=xm O 4

1: DL, <DL, 1<I<L.
2: Construct the trace using delay®,,;,.:

L

3: S‘éh (t) <= Z Al (t - D'lmin)
=1

4: while S, (t) £ C(t), Vt do

Sn(?)

5: increase the delays according to the assigned weights: 3 o
6: forl=1toLdo \ C(T+D) = S(T+D) \ \ C(T+D) > S(T+D) \
7: Dj, < Dj, + %
8 end for Fig. 5. Left: Limiting case with X3(¢) = C(t). Right: The set of
9:  bound delays such that there are non-decreasing: sending traces( (t) that verifies Egs. (2) and (3) generally contains multiple
10: for I = L —1 downto1 do candidates.
11: Dj, <= (min(Dj,, D;')
12:  end for
13:  construct new trace: buffer occupancy at the receiver. It can be written as:
. L 1 l
14 S5, (1) = 2 A" (t - D}) Xp() = arg min (B() = X(1) ~ 5p(t), v, (18)
15: end while
16: for [ =1to L do which means that, for any sending raXgt¢) € X'\ X3(t), we have:

17:  Playback delays are integers (in frame units)
18: D < [D}]
19: end for Using the formalism from [4] X s(¢) is the smallest sending rate
that satisfies the following conditions:
o X(t) is a causal flow, i.e. X (¢) =0 for ¢t <0.
We validate the proposed algorithm on a composite sequence, the flow X (¢) is constrained by an arrival curvd-) that reflects

encoded using the MoMuSys MPEG-4 FGS reference codec [17]. the channel availability constraints. This means that ot Z 0
We run 100 tests where the channel is a piecewise CBR channel and for alls € [0,¢], X(t) — X(s) < o(t — s). There is no

with rates chosen randomly ii128kbps, 256kbps, 384kbhsand further constraint imposed by the network.
random lengths for each constant rate segment. We set tlghtwei
tow = {1,100, 1}, which means that the playback delay for layer
in the optimal playback delay set should be kept as close ssilge
to its minimum playback delay. In our results, the optimaylack
delay for layer 2 is indeed always within at most 2 framesD3f;,,,
thus validating our weighted metric function, as expressedtq. Xp(t) = (Soo)(t—D) (20)
(15). In all the cases, the cost function is minimal. Notet tiés
might not be always the case for the algorithm with reducedcte
space proposed in Section IlI-C, since the bounds of theydiefarval
might not allow to find the optimal solution in the sense of Ekp) (fog®) = sup {ft+u)—g(u)} (21)
that does not include an explicit minimization of the averatayback uiu>0
delay. Finally, the average number of potential soluti@ssetd by the  The interested reader is referred to [5] for more details o t
proposed algorithm was 59-10° for the aforementioned experiment, network calculus formalism that is used for proving the &tise of
compared td.82-107 for the generic full search algorithm in Sectionthe minimal sending trace.
IlI-C. The considerations on the structure of the optimauson In the rest of this section, we propose an algorithm thatrsfés
space thus permits a dramatic reduction of the computaiioe.t  intitive and tractable solution for computing tiseoptimal sending
rate for non-scalable streams. This algorithm is a germatidin of
IV. MINIMUM RECEIVER BUFFER the algorithm presented in [1]. We then show thabiatly 3-optimal
sending trace exists also in the case of scalable streardswen
propose a method to compute the sending rate that minimiees t
buffer occupancy for a set of heterogeneous receivers.

X(t) < X (1), vt (19)

When the server can prefetch data from any future frame atiangy
%nd when the playback delay is chosen such that there is tier buf
underflow at the receiver, there exists a minimal solutioth&éoabove
set of constraints. It is given by:

Here @ denotes theMin-Plus deconvolutionof two wide-sense
increasing functiong’ and g, defined as:

A. B-optimal sending rate

Once playback delays are given, the server still has thebfliyi
to choose the packet scheduling policy under the conssrajiven
by the channel. The packet scheduling policy typically iefices )
the dynamic behavior of the receiver buffer. In particulag are B- Single layer streams
interested in defining the sending rate at the server, whidinmizes We provide an intuitive algorithm for computing the-optimal
the buffer occupancy at all timesat the receiver in a given streamingsending rate for single layer streams. Let us consider filshiing
scenario represented b§C(¢), S(t), D). At the same time, the case where the channel has to be fully used to transmit th@leten
sending rate shall ensure that the receiver buffer doesxperrience bitstream, i.e.C(D + T') = Sp(D + T). In this case illustrated in
any starvation in order to guarantee a smooth video playbBlais Figure 5 (left), the set of schedulable sending traces oahtains
sending rate is called-optimal and we denote it a&g(t). one solution. Any sending rate for which there exists saméhere

If condition of Eq. (1) is verified, there exists a family ofrging X (¢) < C(t) implies thatX (D + T) < Sp(D + T'), whereT is
rates X’ such that eachX(¢t) € X satisfies both Egs. (2) and (3).the duration of the video sequence. This violates the comddf Eq.
In these cases, the video can be played back at the recebtegr af2). Hence the only valid sending rate function is also thieitgm
D time units without experiencing any buffer underflow. THe that minimizes the buffer occupancy for all timeslt is given by
optimal sending rate is the scheduling solution that mingsithe Xgz(t) = C(t).



Algorithm 4 Xz =V RS (C(t),Sp(t)))
Require: Sp(t) < C(t),Vt

X3, or equivalently that the instantaneous sending rate ismailer
than the delayed source rate. The algorithm sets the sefiding

1: Xs(t) < C(t), for all t. The sending trace is computed as 40 Sp(t) up to timet'. The sending trace computed at tirhe- ¢

reduced channel trace.

2.t<=0

3: while ¢t <T + D do

4 if ;' >t st Xs(t') = Sp(t') then

5: Reduce the channel down bys(t) — Sp(t)) bits.
6: for all 7in [¢t,T + D] do

7: Xﬁ(T)ﬁXﬁ(T)—Xﬁ(t)-i-SD(t)

8: end for

9: t<=t+1

10: else

11: The curves touch, no reduction at this step.
12: tnew <= sup,~, {7|Xg(7) = Sp(1)}

13: t <= thew

14:  end if

15: end while

In the general case whe€&T+D) > Sp(T+D), several sending
traces represent valid scheduling solutions that sattsfycondition
of Eqg. (1), as illustrated in Figure 5 (right). In order to quute the
B-optimal sending rate, we make the following observatidfisst,

X3(t) obviously shall fulfill the conditions of Egs (2) and (3) that

define the schedulable solutions. In order to minimize th#&ebu
occupancyB(t), Vt, X(t) also needs to followSp(t) as closely
as possible. This is equivalent to keeping the sending mitenall
as possible, but still to send enough data to avoid buffevatian
under the constraints imposed by the channel bandwidtkallfzinve
know from the limiting case presented above that, wheneveret
exists a timer such thatSp(r) = C(7), the g-optimal sending rate

needs to be equal t6'(t) up to 7. Therefore, it becomes clear that

B(t) can be minimized for all times if and only if data is sent at
the latest possible instant in time such that all data stiive on time
for decoding. We can thus eliminate the early sending opparés
offered by the transmission channel, amdlucethe channel to the

sending opportunities that anecessaryo transmit all the data before

their decoding timestamps.
The 3-optimal sending rate can now be computed by heable

Rate SmoothingVRS) algorithm given in Algorithm 4. The algo-

rithm operates in the cumulative domain, starting at time 0. It
first sets the sending trace to be equal to the channel E4¢g
Vt. Then, it iteratively checks fot = 0...T + D whether there is

touches the source curve at titfe,,. This means that, in the interval
[t',2.,,], the derivative ofSp (t) is at times larger than the derivative
of the sending trace aKz(¢). In other words we have reduced the
situation in this interval to the limiting case and we haveuse all
the channel bits in order to transmit the needed data. Traitdm
does not reduce the sending trace fian [t*,t2,,,]. After t = t2.,,,
the sending trace can again be reduced to the delayed soacee t
Using the time-inversion technique outlined in [5], it canally be
checked that the resulting sending rate in this exampleasstme
as the one resulting from Eq. (20) where the arrival curveeiste

a(t):%it)-t

Once the optimal sending trace has been computed, the buffer

optimal scheduling strategy simply consists in sendinga datthe
increasing order of their decoding deadline while respegctihe
constraints given by the sending trace. If one does not ceshes
order, some packets are sent in advance, which can onlyilmaietito
increase the buffer occupancy. Equivalently, the optinchlesuling
of the packets can also be achieved by scheduling packettenad
possible [9], without pre-computing the buffer optimal dieg trace.
This last opportunity scheduling policy basically corsist reversing
time, starting fromt = T+ D tot = 0. Then it schedules at each time
instantt as many of the packets with the largest decoding deadlines in
sp(t) as the channet(t) permits it. This solution jointly computes
the buffer optimal scheduling, and the optimal sendingerdt is
however based on reversing the time axis aftet T'+ D, which
might present limitations in some practical systems.

Finally, Figure 7 illustrates thg-optimal sending rate: the used

video trace is formed of 2 GOPs of the MPEG-4 encoded Foreman

sequence. The channel is a constant bit rate (CBR) chanhel. T
left column depicts the source ratgt¢), channel ratec(¢t) and
the illustrated sending rate. The middle column shows thaesa
traces in the cumulative domain, and the right column shdves t
buffer occupancy as a function of timé3(t) = X(t) — Sp(¢).
The top row shows one valid but sub-optimal sending tracee No
that sup, (X (¢) — Sp(t)) = 21264 > 11468 bits (seetop-right).
The bottom row shows thg-optimal scheduling policy, where the
sending rate follows the source rate whenever possible.néllee
sp(t) > c(t), data is sent at the latest possible opportunity, thus
minimizing the buffer occupancy for all The maximum amount of
buffering needed is 11468 bits (sbettom-righ).

equality at any future time instant between the sending trace and
the delayed source trac®p(t). In this case, the situation is similar C. Scalable streams

to the limiting case presented above, and the sending rat¢éohibe
equivalent to the channel rate up to the time instant ¢t. However,
if the sending trace is strictly larger than the delayed s®urace

In this section, we consider the case of scalable streamsvand
show that there exists a scheduling strategy that jointlginmizes

for all time instantst’ > ¢, the sending trace at all time instantsthe buffer occupancyB'(t) for each each receiver _ngUBl and
t' > t is reduced by the difference between the sending trace and & all times¢. Then we propose a scheduling algorithm that offers
delayed source trace at timie This operation basically consists ina practical solution to build the sending tradg;(¢) that is jointly

eliminating the early transmission opportunities, whiabuwd results
in wasting buffer resources. It is equivalent to transtatine sending
trace curve down byXs(t) — Sp(¢) for all ¢ > ¢. Note that the

B-optimal for multiple receivers.

We consider that a set of source traces- {A’ (t)}lel, represent-
ing L additive hierarchically encoded layers are sent simutiasky

complexity of Algorithm 4 isO(T + D), where the worst case is to multiple receiversk!,1 < | < L through a joint bottleneck

achieved ifs(t — D) < ¢(t), Vt.

channel given by the cumulative ratgt). We further consider a set

An illustration of the VRS algorithm is presented in Figure 60f non-decreasing playback delays = {D’}ZL:1 that are used by
where the channel tracg(t) is linear and the delayed source tracehe different receiver groups. Each receiver in the graétipstarts

Sp(t) is piecewise linear. At timg = 0, X3(t) and Sp(¢) do

consuming the media layers 1 ioof the hierarchically encoded

not touch. This will remain the same up tb. This means that up stream after an initial playback deldy’. Theaggregate source trace

to ¢, the derivative ofSp(t) is certainly never larger than that ofthat has to be sent over the channel in order to ensure a smooth
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Fig. 7. B-optimal scheduling outperforms any generic schedulimgrdthm with respect to receiver buffer occupancy.

X' that minimizes the buffer occupancy all the receiv&sfor all

timest. It corresponds to the sending trace that minimiz2ét) =

X' (t)—S%5(t), vt. The cumulative sending trace is built dbadditive
layers, and we denote the sending trace of ldyes Y'(t), with

S, Y*(t) = X'(t). Similarly, we denote thes-optimal sending
trace of layerl asYj(t).

playback by all decoders is constructed as:

l
Sp(t) = > Api(t), (22)
=1

where A%, (¢) is the cumulative function oA’ (¢), the source trace

of layer 4, delayed byD*. We assume here tha@ is chosen such

that the full stream is schedulable, i.e. ti#(t) < C(t), Vt, V1. It

is important to note here that the cumulative rate given by (28)

is in fact larger than the rate used by the decoder. When avegce
in R! starts playing the stream at tini8', all the source traces up
to | are drained simultaneously from the receiver buffer. Thes t
playout traceat a receiver inRk', which represents the number of
bits consumed up to timg is given as:

bit 4

1
Shit) = Y- A (1)

AL (t)

\ Ve
_ -
_-
_ -
-

L
Sp(t) =

-

(23) - ——

l
Shit) = ZA;l(t).

These different traces are illustrated in Figure 8. Notéwehave:

X'(t) = Sp(t) > Spult),Vt, (24)

Fig. 8. lllustration of the aggregate source trzﬁfg(t) and the play-out
trace at receiverR!, Sg(t), along with one of the possible sending traces
XHt) .

where the first inequality is due to the schedulability ctindi and

the second inequality results from the construction of treyqut From the previous section, we know that if we only considez on
trace, withD® < D!, There are in general several valid sendingesolution levell, X};(t) exists. It can be computed by Algorithm
traces X'(t) for scheduling the layers 1 tbunder a given set of 4 for every resolution level. In a scenario where clients might
delay and source trace constraints. We denote this setidftvates subscribe only to a subpart of this aggregated stream fos@ution

as X' = {X'(t)}. We are interested in finding the tracé(t) € levelk < I, such a scheduling would however be suboptimal in terms
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of buffer occupancy for the low resolution clients. In otlesrds, if
the sending rate is generated from the stream at resolltigthout
explicitly considering the lower layers, we can a priori mpobvide
any guarantee on the buffer occupancy at receivéisk < I that
consume only the lower layers. We are rather interested dinfjnthe
sending trace that minimizes the buffer occupancy at aksinfor all
receivers simultaneously, if such a solution exists. We@tmelow an
important proposition that says that a jojftoptimal scheduling for
multiple receivers actually exists, and that the soluti’ob(t) € &t
can actually be constructed on tReoptimal traces for layers < [.

andY}; (t) = Xj(t). The sending rate can be computed for each layer
iteratively starting from layetd by the VRS algorithm. It computes
the sending trace that correspondsmgl, the bits of layer! that
are decoded after a playback del&y. The bandwidth constraints
are updated iteratively, as the bandwidth used by the lomyears is
removed from the channel capacity. Therefore, we have

C'(t) =" (1) ~

Vi), V1< 1< L, (28)

whereC' (t) corresponds to the part of the channel that is available

Proposition 1: If S5(t) < C(t), Vt, then there exists a schedulingto schedule bits from layef, and C* = C(t). Once the optimal

policy that is jointly 3-optimal for all receiversk!, 1 < I < L that

sending tracesYg() have been computed for each laykrthe

respectlvely consume the layergo [ after an initial playback delay packet scheduler proceeds by sending the data of each layer i

D'
Proof:

GivenC(t) and S (t), we know thatXs(t) exists, for anyl taken
individually. We want to show that there exists a valid segdirace
Yé (t) for scheduling layet, when streams at resolutidrand — 1
both minimize the buffer occupancy for the respective tlisets.
Such a trace can be written as:

Yi(t) = Xp(t) — X5 (). (25)
It is a valid sending trace for layériff
Api(t) < Y3(t) < C() — X5 (1), V. (26)

the increasing order of the decoding deadlines, while sue
the different sending traces. For each layer, the schequieeeds
similarly to the scheduler for single layer streams.

Note that another strategy could be proposed to reach tHerbuf
optimal sending traces. It consists in reverting the timis,astarting
fromt = T+ D' tot = 0. Then the packets of each layer are sent at
the latest moment for correct decoding, while respectirgctimannel
bandwidthc(t). As the layerl is decoded with the smallest playback
delay, it is scheduled first. Other layers are scheduledtitely
under the constraints given by the remaining channel badtbiwi(z).
Similarly to the case of single layer streams, this solugjoarantees
the lowest buffer occupancy at the decoder, without the igxpl

In other words, the sending trace for layéras to be large enough computation of the optimal sending traces. From Propasifio it

to ensure a smooth playback after a del@j. At the same time,
it has to be small enough to respect the channel constraintse
the sending trace(}; ' (t) has been allocated already. AS;(t) is
schedulable by hypothesis, we haX ( ) < C(t). We can therefore
write X5(t) — X571 (t) < C(t) — 1(t) Combined with Eq. (25
), it leads to proving the second part of Eq. (26).

The schedulability ofX}(¢) also induces that the data of layer
are present on time at the decoder. In other words, therésexiset
of sending traces<!~*(t) for the data of layerd to [ — 1 such that

ALi(t) < Xh(t) — X'H(8), Vit
In particular, since by definitiodk;; " (£) < X'~ *(t), we have

Api () < Xp(t) — X5 (1),

or equivalently
A (1) < Y5(t),

which proves the first part of Eq. (26). [ ]

Therefore, there exists a valid sending trace that minisnjaitly
the buffer occupancy for receivers se®6~! and R'. By recursion,
we can construct thg-optimal solutions as\s(t) = 3L _, Y¥(t).
Moreover, we have the following corollary.

Corollary 1: The optimal sending trac]éé(t) is the minimal valid
sending trace for layeron a channel of bandwidté'(t) — X};l(t),
when the playback delay is set 10'.

also leads to the jointly optimal policy for all the resotrilevels,
or all the clientsR'.

We illustrate the resulting performance of this iteratilgoaithm in
Figure 9: it shows a constant bitrate channel and the playbes of 2
GOPs of the MPEG-4 FGS encoded Formeman sequence, at receive
R* (layer 1 only) andR? (layers 1 and 2), seleft. Playout begins at
all the receivers afteD=20 frames. The same scenario is shown in
the cumulative domain (seeiddle. Only the aggregate playout trace
atR? (i.e. A' (t— D)+ A?(t— D)) is shown in blue. The green curve
shows the3-optimal sending rate for the aggregate playout curve and
the considered channel, as given by the VRS Algorithm. histthe
B-optimal sending rate for receivers in the $&t. Figure 9fight: on
the one hand, the solid and dashed blue curves show the geaatis
for layer 1 data and layer 2 data respectively, in the caseevtie
[B-optimal sending trace is computed from the aggregate playace
at R2. On the other hand, the dashed red curve showsthptimal
sending rate forR", Xj(t), obtained from a3-optimal scheduling
of layer 1 over the channel’(¢). It can be noticed that data for
layer 1 is only transmitted shortly before the playout deesllthus
reducing the buffer occupancy &'. In this scenario, the solid red
curve shows the sending rate of layer 2 over the remaininatbit
C(t)— X}4(t). Note that in both cases, all data that is sent meets their
deadline, and in both cases, the two respective sending aald up
to X;5(t) (green curve), which is thg-optimal sending rate foR?.

In the same scenario, Figure 10 finally shows the evolution of

Proof: We prove the corollary by contradiction. Assume thaghe buffer occupancy at receive®® (left) and R? (right) if joint

there exists a trac&;(t) such thatY;(t) < YB( ) as some time.
In this case, we have('(t) = X} '(t) + Y'(t) < X}(t), which
contradicts the assumption on the optimality & (¢). Yj(t) is
therefore the minimal sending trace for layer [ ]

(B-optimal scheduling is used (top) and #Foptimal scheduling is
computed only on the 2 layers stream (bottom). The minimuffebu
occupancy atR? is achieved in both cases, however the minimum
buffer occupancy aR' is only achieved in the first case (top-left).

Based on Proposition 1 and Corollary 1, we can build an iterat The joint 3-optimality is achieved through the fact that receivers tha

algorithm to build the joint3-optimal sending rate for any layér

subscribe to higher layers buffer less data from lower kyerthe

by greedily building the3-optimal sending rate one layer at a timefirst case, and more data from higher layers. However, théebuf

starting at the lowest one. In particular, we have

l

> Vi),1>1

i=1

X4(t) = (27)

contains the same total amount of data in both schedulingeto

Finally, it is important to note that joint playback delaydaouffer
optimization can be achieved with the algorithms propogsdtié Sec-
tions Il and IV. The delay optimization does not put assupm on
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Fig. 9. Validation of the3-optimal scheduling scheduling algorithiceft: the traces of two layers and a CBR channel in the temporal hompkyout starts
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Fig. 10. Buffer evolution in3-optimal scheduling scenarios.

the actual sending traces,it only considers schedulalmbnditions.
Similarly, when playback delays are selected, the buff¢indpation
simply consists in finding the smallest sending trace ambegset
of valid traces. Both problems can be solved sequentiafiy, the
resulting solution jointly optimizes the playback delagdahe buffer
occupancy.

V. CHANNEL-ADAPTIVE STREAMING
A. Source rate adaptation

Known for slot k:

-AVG_RATET

- rate = estimated channel rate in slot k-1
- feedback = new rate observation €

- scheduling look_ahead

feedback < rate?

lZ

rate =AVG_RATE ‘ rate = rate + a1

v v v v

If look_ahead < 0: If layers(k) <L AND look_ahead > 0:
layers(k+1) = layers(k)-1 layers(k) = layers(k)+1

rate = rate * m rate = rate + a2

k = k+1;
Send layers(k) Layers from schedule at computed rate.

Fig. 11. Rate adaptation algorithm

a conservative scheduling approach that considers loaands on
the channel bandwidth. The authors in [18] for example cdmpu
the playback delay for a single stream ovestachasticchannel by
deriving a channel trace that lower bounds all possibleizatébns
of the channel. Rate adaptation generally reaches a higleeage
quality than conservative scheduling methods, at the pfigossibly

In the previous sections, we have provided an analysis of thigher quality variations for the clients that subscribette highest

playback delay and buffer occupancy, as well as joint opttidn
strategies. These solutions rely on the assumption of gekfeowl-
edge about the bottleneck channel bandwidth. They provien

resolution streams.

We assume that the server knows some channel statisticsasuch
the average bottleneck bandwidth The playback delays and the

bounds on the performance of common practical systems,enther sending traces are initially computed based on a constaniats
complete channel trace is usually not known at the serverenWhchannel of rate. This results in a complete schedule that determines
the actual channel bandwidth does not exactly corresponthéo which packet (and which layer) has to be sent at each timarihst
trace that is used for packet scheduling, the server may sot % in an ideal scenario. During the broadcasting sessionséneer

able to send all packets according to their computed schedid
has therefore to take actions such as reduction in the saatee
to adapt to temporary bandwidth reduction. Rate adaptatéonbe
performed efficiently on scalable streams by dropping packem
the higher layers. If such mechanisms are used carefublygttality
of service is not significantly affected. Another solutientd devise

monitors the state of the channel, and the sending rate caddmed
in case the available bandwidth becomes insufficient to the &b
respect the original packet schedule.

We propose below a sample system based on a simple rate
adaptation algorithm, and we show that rate adaptatiohpstimits
to keep the buffer occupation close to minimum, and thathaak
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delays close to the ideal values can be achieved, at the qirigely
minor and controlled PSNR degradations.

B. System description

We have tested the rate adaptation scheme on a sample systerg *f

The scalable video stream is segmented such that data fifteredi
frames and different video layers are fed into different RERkets.
The video stream is sent simultaneously to 3 clieRfs R? and

R? that decode layers up to 1, 2 and 3 respectively. The average®
channel rate has been set to 32 kbytes/sec, and we use a NISTN¢

[19] network emulator to limit the bandwidth on the serviemt
broadcast link according to a given random bandwidth tradech
is unknown at the server.

The server sends the stored layered stream according to
scheduling strategy computed with a CBR channet ef 32 kBps
and a given set of target playback delays At each discrete time
t the server transmits RTP packets according to the idealstihg
plan, when it is possible. At the same time, the server updtite
channel rate estimate as well as the scheduling look-ahféadeach
second. The approximate channel rate is computed from tnedro
trip time estimated that are sent in the client RTCP recaigports,
as ¢ = backellengths? “\yhere packet _| ength is the average
length of packets that have been sent during the previous Bhe
scheduling look-ahead represents the difference betweeradtual

scheduling, and the scheduling that has been pre-computiéd w

an ideal channel. In other words, it measures the advanctethba
scheduler has taken compared to the pre-computed schedule.
Based on these parameters, the rate adaptation algorigsarnied
in Figure 11 adapts the sending rate according to a AIMD (agdi
increase multiplicative decrease) policy. The additivepssize is
dependent on whether the current rate is above or below thet¢al
average rate, and we have chosen the following factors:

— c f s A
e a1 = framerate’ ife>e

— 9. c i x< =
o a2 =2 framerate’ it ¢ <c.

The choice of having a lower increment if the estimated ratbiove
average, leads the server to taking advantage carefulheddvailable
rate, while trying to avoid over-estimation. The order otkets is

maintained even if the rate has to be adapted. The sendiagisat

thus augmented by advancing faster on the pre-defined deheaha
resulting in a positive scheduling look-ahead value.

100~

a0t

cheduling look-ah
layers

20+

the s I I I

15 2‘0
time [s]
Fig. 12. Scheduling look-ahead compared to the pre-cordpsthedule
(solid line) and number of transmitted layers (dashed lm&jording to the
rate adaptation algorithm.
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Fig. 13.
layers).

Playback trace a3 expects to decode the complete stream (3

When the sending rate has to be reduced, we use a multipécati

decrease policy with a factom = 0.96. However, if a decrease
occurs when the rate is above the average rate, the rate isdiataly
clipped to the average rate. The choice of these paramestérasied

look-ahead is not sufficient to continue sending all lay&s. the
server stops transmitting layer 3 in order to avoid furthemgestion

on empirical data and depends on the channel statisticsheif ¢Ntil both the channel rate and the scheduling look-aheatease

transmission is ahead of schedule, the look-ahead is usebstrb
the temporary rate decay and the sending rate is simply egdwdhile
the order of the packets is maintained. If however, the tréssion
is running behind the original schedule, packets of the dsglayer
are not transmitted and simply dropped.

C. Experimental results

again. Finally Figure 13 shows the decodable received sduace at
client R? that subscribes to the complete stream, and starts decoding
after a playback delays, equivalent to 381 frames. It can be seen
that approximately 3 seconds worth of layer 3 data are ngssin
This correspond to the the amount of layer 3 data that was not
transmitted due to the server’s rate adaptation. Dropgieghighest
layer temporarily from the broadcast leads to a decreasessfthan
0.5dB in average PSNR compared to the complete recepticayef |

The performance of the above sample system are now analyBedHowever, if a conservative scheduling approach is chasauch
through experiments. We have used the same composite vigeo & scenario, the layer 3 is not transmitted at all. The avecagdity
quence as proposed before, that has been encoded in QCIF ais3therefore higher with the rate adaptation solution, at phice of
frame per second with the MPEG-4 FGS encoder. The set ofttarg@ality variations.

delays was set t® = {D1 = D, = 98, D3 = 381}.

We analyze in Figure 14 the influence of the rate adaptation on

Figure 12 shows the number of layers that are transmittechéy tthe playback delays that are necessary to ensure smootHidgat

rate-adaptive server, as well as the evolution of the sdheplook-
ahead as compared to the pre-computed schedule. We seétths a

the receivers. The target playback delays that are pre-at@dpn
an ideal streaming scenario &®= {D; = Dy = 98, D5 = 381}.

instantt = 23 sec, the channel estimate is low and the schedulinthese delays are obviously conservative, since they camlievad
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Percentages of timely received VOPs per layer
T T T

be negotiated between the server and the clients at thertegiof
-7 the streaming session. They represent a trade-off betwestliency
--mmT T i to channel variations and the waiting time before decodhag ts

B 1 usually kept minimal.
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VI. CONCLUSIONS
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L S A S users simultaneously subscribe to different quality kewd#lthe same
I ] stream. We have presented a reduced complexity soluticoptimiz-
8 ing the delay in a set of receivers. When the optimal stratemgists
s e i in minimizing the variance of the delay penalties, we haweppsed
s " = = = = - low complexity algorithms that compute the optimal delay ¥¢hen
additional delay in frames (30 fps) delays are fixed, we have shown that there is a unique schgduli

solution that minimizes the buffer occupancy at all the nesrs
Fig. 14. Percentage of packets that are received on time asctidn of a pancy

playback delay margid<. Due to the rate adaption mechansim, roughly 100/§|mgltane.0.usly. If bOth_ problems are Sqlved sequent_la#ya can
of layer 3 data are not transmitted and thus never received. achieve jointly an optimal delay selection and a minimalféuf

occupancy. Finally, we have proposed a rate adaptatiorritdgn
which deals with unpredictable channel bandwidth varatioThis
simple scheme permits to achieve close to optimal reswiés) ehen

onolly V\tlh?IT t?e tcht?]nqelfl rate exafcttrl]y cotrresc;oontd t.to the pm?tllq the knowledge about the channel status is limited. It prewid viable
order to tlustrate the influence ot the rate adaptation, Speasent the .0 native to conservative packet scheduling in pracst@aming

number of packets that arrive on time, as a function of antiahdil scenarios

delay K used for decoding the streams (i.e., the actual playbacﬁ '

delays areD + K). The solid and dashed lines respectively represent
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