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Abstract—We address the problem of video streaming over cation and network selection for each user/application, given
multiple parallel networks. In the context of multiple users, g universal quality metric. To this end, we take into account
accessing different types of applications, we are looking for {ha narameters of the networks available to each user, and the
efficient ways of allocating network resources and selecting e - . .. !
network paths for each application, in order to maximize the specific CharaCte”St'CS of yvlreless apP"C‘?‘“O’?S- On.e by one,
overall systems performance. Our optimization joint problem the behavior of each considered application is designed as a
consists of finding the appropriate application rate allocation function of the user’'s network access parameters. Specifically,
and network parameters for each individual user, such that a we derive a distortion model for streaming applications, which
universal system quality metric is maximized. A specific mapping genends on the available data rate, transmission loss process

between the requirements of each considered application and the ¢ h client d ific vid h teristi
overall quality metric is introduced, and our results are compared at each client, and speciiic video sequence charactersucs.

to other solutions based on throughput optimization strategies. Similarly, voice and data transfer applications are analyzed.
The superiority and robustness of our approach is shown through Then, we define a universal quality metric that maps the
extensive simulations in constant and dynamic systems, whenQoS behavior of all applications as a function of the network
clients can join/leave the access networks. Furthermore, we narameters. Our final goal is to maximize the overall QoS of
introduce heuristic algorithms which can obtain good results and the system, under the given network resource constraints
are inexpensive in terms of computation and execution time. ! ) T A N )
Real systems will often offer a limited choice in the mode
|. INTRODUCTION of operation of the accessed applications; e.g. different voice
The fast expansion of internet coverage and the increasiingnscoders operating at different rates in the case of voice
availability of wired/wireless network services encourage th@nversations, a limited number of scalable encoded video
development of QoS demanding applications. End users dayers for streaming applications, or a set of standard download
seamlessly choose from a variety of parallel wireless serviogdes for data transfer applications. Our final solution consists
(e.g., UMTS/GPRS/WiFi) [1], in order to access these appldf an optimal decision on the mode of operation (total required
cations. Moreover, efforts towards inter-networking differerrate) and network resource allocation for each client accessing
wireless technologies are underway [2], to better meet QaSspecific application. Such a global solution requires the
and cost requirements [3]. In such a context, managing themputation over the whole set of application modes, for every
overall network resources, in the presence of multiple clienser. Given the time varying nature of the wireless connections
accessing simultaneously different applications, becomesasfd the dynamics of users leaving/joining the system, the
crucial importance for network operators. optimality of our solution is insured by iterative computations
With the latest wireless technologies, clients have pdhat take into account the actualized system status. To this
allel access to different applications, like web browsend, we provide fast heuristic algorithms that can be used
ing/downloading, voice conversations and media streamirig,real time system optimizations, based on the utility trade-
each having their distinct QoS requirements and hence, theifr between system performance improvement and required
particular need of network resources. Standardized protoctgsources [4]. We show that our QoS metric behaves well in
for network resource allocation in application dedicated nea-large set of system setups, and outperforms other traditional
works exist, e.g., GSM systems for voice applications, &0S metrics based on throughput, in terms of overall achieved
the internet congestion control mechanisms for data traffigyality, user fairness and adaptability to dynamic system
however, they might prove suboptimal in a more complex envdetups. Finally, we show that our proposed heuristic algorithms
ronment, where different types of applications share commohtain a close to optimum system performance with a low
network resources. computational effort.
In this paper we consider a multiple user scenario, whereOur contributions in this paper are three-fold:
clients can access various applications with different Quality-« First we introduce a video distortion model for scalable
of-Service (QoS) requirements over possibly multiple access video coding. The model takes into account the overall
networks (Figure 1). We discuss and solve a global optimiza- encoding rate of the layered video, and the transmission
tion problem that periodically computes the optimal rate allo- loss process that affects the video packets of the different
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layers. The model is validated through extensive video @ P2 I ——— — _

experiments; TN

« In the context of multiple parallel applications over wire- 8 \\
less networks, we discuss the opportunity of a single uni- o \
fying quality metric that maps the specific requirements }
of each considered application to a single value. Later, a /
this quality metric is used in our optimization framework /
for improving the overall system performance; Bﬁi{ﬁgﬁﬁ g

« Finally, we propose a fast heuristic algorithm which
computes a close to optimum resource allocation solution
in an iterative process, by taking into account the network
access characteristics at each active client, along with the
specific requirements of its desired application.

Fig. 1. Multiple wireless networks framework.

i ) i _ rely on these sustained efforts, and introduce a mechanism for
The rest of this paper is organized as follows: we revieye global optimization of system performance, when multiple
the relevant state of the art in Section II. Section IIl preseng§ients, in the service area of more wireless networks access
the considered applications and available access networﬂ@ra”d applications. We rely on specific network access
We present our joint optimization problem in Section IV andarameters at each client in order to take an optimal decision

explain our heuristic approach to solving it in Section V. W?egarding the network resources allocation.
offer a concrete modelling example in Section VI. Extensive Finally, the recent works in [11]-[14] present a new frame-
simulation results are presented in Section VII, while SectiQjork for resource allocation and optimization in wireless
VIl concludes this paper. systems. They exploit the information available at different
Il. RELATED WORK layers of the network architecture in order to optimize the
verall system performance. The authors of [15] describe a
mework for the joint performance optimization of multiple
rallel applications sharing the same wireless channels, under
universal quality metric. However, none of these early works

ress the problem of resource allocation and network selec-

standarc_hzatlon efforts. The au_thors of [6]. e_:valuate d|ffere%n when multiple users have access to several heterogeneous
mechanisms for robust streaming over WiFi networks. Th%tworks administered by the same operator

propose an adaptive cross-layer protection strategy for robust
and efficient scalable video streaming, by performing trade- . SYSTEM MODEL
offs between throughput, reliability and delay, depending on ) L
the channel conditions and application requirements. On the Multiple Applications
other hand efficient techniques for streaming over wirelessAssume N active users that simultaneously access via a
networks which offer some QoS guarantees (e.g., UMT®rverS any of three different types of applications, namely
networks) are presented in [7]. Here, channel efficiency wice conversation(), real-time media streaming\{) and
improved by using the common UMTS channel for streamin,TP download £). Let useri, 1 < i < N access one of the
along with proactive hybrid ARQ protocols. Furthermoreavailable applicationg, k € {V, M, F}, and letM,; = r; be
the authors of [8] present a resource allocation framewoitte mode of operation of usérdecided bysS. It describes the
based on service differentiation and analyze the capacityerage rate allocated to usethat has chosen applicatidgn
benefit achieved through service prioritization and dynamitfe assume that can scalably adapt the transmission process
rate adaptation. Most of these works address the problemtofthe channel conditions of usér To this end, for each
media streaming alone, and do not consider the larger setapplication k, the server can choose the right transmission
when different applications, with possibly different qualityparameter, from a predefined set of available paramé&grs
requirements share the same wireless medium. In the sam®&/e first consider a multimedia streaming application that
time, they do not address systems where multiple wirelesansmits a scalable encoded stream to the end userL Let
services can be interworked in order to improve the end uds the number of available encoded media layers available at
experience. the serverS, where the layel < L is characterized by its
Service interworking is slowly emerging as a viable comaverage encoding ratg;. The distortion of the multimedia,
mercial solution in order to achieve a better end-user appdis perceived by the end client can generally be computed as
cation quality, over unreliable wireless transmission mediunthie sum of the source distortioDg), and the channel dis-
While initial commercial products already exist [1], standardertion (D). In other words, the quality depends on both the
ization efforts are paving the way towards more advancelistortion due to a lossy encoding of the media information,
products and services [2], [9]. The authors of [10] preseahd the distortion due to losses experienced in the network. A
handover possibilities between WLAN and cellular wirelessommonly accepted model for the source rate distortion is a
systems and discuss the possible issues and problems. d&eaying exponential function on the encoding rate, while the

Media streaming applications over wireless environme
have drawn the attention of the research community. T )
overview work of [5] gives a complete presentation of potential
streaming systems in wireless networks and discusses



channel distortion is roughly proportional to the number of logach transcoder is characterized by its encoding rate.
packets and is differentiated by the importance of the vidéle definePy = {p, : 1 < v < Ny} as the available
layer containing the lost packets. Hence we can explicitharameter set for the voice application. The perceived quality

formulate the video distortion metric as: of the voice application at the end client depends on the
complexity of the transcoder, and hence the allocated rate
! l j—1 pv, and the error procegsthat affects the data transmission.
D=a-(ij)5+ﬂ~p1+Z(pj-(Dj_1—Dz)- (1—ps)) We also assumePr = {pf +' 1 < f < Np} as the
=1 =2 =1 available parameter set for the FTP applicatioprepresents

the download rate of the FTP session. The perceived quality of

the application will depend on the total download time, hence
¢ and g are sequence dependent parametersiepresents the
. . . / on the allocated download rate and error process that affects
source distortion of the first layers of the video stream, and

. is the average loss rate experienced during the transmissrir(])e data transmission.
P g P g We define the QoS metriE (M;) = f(r;,p;) as a function

process by the video packets of layemNotice that our model of the allocated rate; and the average loss probability

for the loss distortionD;, separates the packet losses in thgfffeé:ting the data transmission of applicatibntowards user

base layer (seen as more severe, because of frame Iossl.a concrete example of such a QoS metric, along with the
the activation of error concealment strategies at the decodér . mp . o 9 .
and the losses in the enhancement layers (seen as affeci] r_opnate mappings between this metric _and_ the_ percel_ved
only the total quality of the given frame, in the absence lity of the applications presented above is given in Section

S e L |. Finally, we defineM = {M, : 1 <i < N} as the global
temporal prediction encoding in the higher video layers). We :

. . . . . ; %peratmn mode of the system, when the se/@llocates the
validate the distortion model with streaming experiments | . . . o
Section VI. rater; = pr € Py to each active user, accessing application

Additionally, we assume that the servér can protect

each media layer against transmission errors, with on& of B, Multiple Networks
systematic forward error correction scheme#C (., k), Even if the problem formulation proposed here is generic,

e = 1...E. The loss probability for each video laygy we constrain ourselves to a scenario with two active networks

protected byF £ C(.n.’k) can _be computed s_tar_ting form thethat relay application data between the sengerand user
total error probability affecting the transmission process i. QNet is a QoS modelled network, characterized by a

(conS|d_gred as an ”C.i random'varlable). st be Fhe error guaranteed service to all active users when network loads
probability affecting video layey, after FEC dec0d|r?g..|t Can are inferior to the congestion point (e.g., through spreading
be computed as the average probgblllty of loosingideo codes and transmission time intervals assignment in the case
packets f.rom the FEC blockl(< i < k), and at least of an HSDPA system), and high blocking probability in
[n —k —i+1] redundant packets [16]. saturated regime. Its total resources are characterized by the

k instantaneous total throughp®®, which takes into account
ZZ -pi(n, k), the channel conditions of all active users in the netwdtk.

=1 is preferentially distributed among active users according to
the importance of their accessed application (e.g., HSDPA sys-
tems prioritize voice conversations over streaming applications
and FTP downloads)R®? is periodically estimated on time
intervals T, possibly with a certain prediction error, which
translates into a generally small packet error probabﬁf@y
that equally affects all active users.

wherel is the total number of streamed video layers and

I =

p; =

wherep;(n, k) is the probability of loosing at least— & +
1 packets from the FEC block, out of which,packets are
video packets. For an iid loss procepg(n, k) can be easily
computed:

kN i ! AW Foi The second network, BEet, is modelled as a Best Effort
pi(n, k) = (i>p (1-p) Z ( >p (L=p)""  network that provides services to clients on a first-come-first-
I=Lf+1-d) serve basis (e.g., a WiFi hotspot). Each active clieint this
where f =n — k. network can access resources at a maximum dataatand

We definePy; = {pm : 1 < m < O} as the set of available is affected by an average loss process over time intervals
streaming modes, where = L- E represents the total numberI’. While channel conditions in wireless environments change
of feasible combinations between the media encoded layers very short time scales (e.g., up to a few tens of ms), we
and FEC schemes, ang, is the total rate imposed by modeassume thak” andp? represent average values computed on
m. The final perceived quality at the end user depends on tlaeger time scale$’ (e.g., one to a few seconds), and represent
number of media layers transmitted, and the loss process tifet average channel conditions for usemn the given period
affects the media packets after FEC decoding, according o
the distortion model proposed above. Let [riQ ,7P] be the rate allocation of usérover the two

Finally, we model the voice and data download applicationsetworks, withr; = riQ +rP. Please observe that application
We considerNy available voice transcoders at the serger rateST? = 0 or r? = 0 imply that useri is inactive in



the given network. Finally, let the tuple = [r?,p?,rf,pf] transition. During each iteration, the proposed algorithm finds
characterize the application rates and channel conditions fbe useri* that brings the highest utility to the overall system
each user; in the two networks. The following resourceby its transition:

constraints apply:

N N
RTINS
i=1 i=1

i* = arg max;,
rB i
= <L (1) : ;
R; The extra resources will be allocated to ugérstarting

with the resources of Qlet. Once the resources of et are

fqr Q-Net and BENet re§pectlvely. While the first Con_depleted, the algorithm finds a different ugethat can free
straint refers to the total available throughput on th&l€l, the : . . X
the required resources for usér, by reallocating part of its

s_econd one refers to the maximum ayallable time for_ transmlr%-ter < 7, on the other network BEet. Let G(j, r) be the
sion on the downlink at the access point of the BEt. Finally, eration by which rate < r. of user is redirected throuah
under these conditions, the total error probability that affe y =73 J 9

Q Q. B B Net, and letH; be the loss in system utility caused by
. D, J
. ) EROEY 2l iy 2 . . . .
the transmission to usey reads :p; = o = . the switch. This operation is performed as long as the overall
T+ utility of the system is still improvedl(; — H; > 0), and as
IV. NETWORK SELECTION AND RATE ALLOCATION long as free network resources still exist in the overall system.

PROBLEM The algorithm stops when there are no more free resources in
We assume that the servér periodically solves the op- the network system, or when no other possible user transition

timization problem, in full knowledge of the connection paS@n bring any improvement in the overall system utility.

rameter tupler;, Vi : 1 < i < N, and of the application

parameter setBy,, Vk € {V, M, F'}. Within each time interval Algorithm 1 Utility based rate allocation algorithm

T, we optimize the allocation of network resources among
the N clients, with the final goal of maximizing the overall 2
quality of the system. In other words, we are looking for the
optimal global operation modaf* = {M; : 1 <i < N} &
containing the optimal application mode for each cliént
where M} = r} € Py, k being the application accessed by 6:
client i

8:
N

M* =arg maxy I'(M;
g > T(M;)

=1

@ 10:
under the constraints provided by Eq. (1). A discrete search
through all operation modes leads to the solutibtir with 12
optimal overall QoS. Alternatively, in the next section, we offer
a heuristic algorithm that achieves close-to-optimal resulf¢"
with a faster convergence time. 16
V. UTILITY BASED RATE ALLOCATION ALGORITHM
In this section we introduce our heuristic approach fots:
solving the rate allocation optimization problem. We build
on the utility framework introduced in [4], and present arpo:
algorithm that iteratively takes a locally optimal decision on
each user’s application mode. 22:
Let Py, k € {V, M, F} be the sets of application modes
ordered in increasing order of their required rates, and let
M; be the allocated mode of usérat a given iteration 24:
of our algorithm. We define — M, as the transition of
useri to the next application modg, requiring the next 26:
higher application rate;. The utility of this transition can be

computed as: 28:

(M) —T(M,;) 30:

)

Input:
Ro, p%, RB, pB, V useri;
Pr, Vk € {V, M, F}, ordered in ascending order pf;
M; =0,V useri;
Output:
Global Rate Allocation ModeM;
Procedure RateAllocation
While (1)
for i=1to N do
Compute the utility ofi — M
U; = w
endfor |
find i* = argmax; U;;
Push(*, M., Q_Net);
Procedure Push, M;, Q_Net)
if Q_Net has enough free resourdben
i — M;;
update free resources onet;
else
Switch@, M;, Q_Net);
end if
Procedure Switch(, M;, Q_Net)
find userj that can transfer part of his allocated rate
to BE_.Net with minimum H;;
if U; — Hj > 0 then
perform the switch of usef rate: G(j, r);
i — M
update free resources on Kkt and BENEet;
else
Break;
end if

»/ .
T, — T

and represents the trade-off between the system qualityAlgorithm 1

represents a sketch of the proposed algo-

improvement and the extra resources required by user rithm. The Push procedure always attempts to increase the



H.264/SCV - foreman_(cif
65 . T !

Theoretical y ] " » 4 OP=
60;( - & - Experimental | - ‘ H?64 SV(‘: - orer‘nanfqu‘ (QP—3? an QF’—BA) ‘

55\,

50¢
45¢
40+

MSE
MSE

35
30r

250

20r

Theoretical | |
- % - Experimenta
n T

1 i i i i i i
0.005 001 0015 002 0025 003 0035 004 0045 0.05
Average Loss Probability

15f

7 75 8 85 9o 95 10 105 11
Rate (bps) x 10"
Fig. 3. Video Model Validation - Loss Distortion: H264SVC encoder,

Fig. 2. Video Model Validation - Source Distortion: H264SVC encoder, /oreman-gcif, 30 fps, one BL and one ElF = 147.
foreman_qcif, 30 fps, one BL and one ELp = 4.41 - 104, ¢ =
_1.34515.

system’s utility by allocating the free ®et resources to the the model closely follow the experimental restilts
best user. If the free resources are not enough,Séch Next, we introduce the quality metric based adOS.
procedure tries to find a new user that can free up enoughOS reflects the average user satisfaction on a scale of 1 to
resources by reallocating parts of its allocated rate througts. The minimum value reflects an unacceptable application
the BENet. As long as the network resources allow it, thquality, and the maximum value refers to an excellent QoS.
procedures repeat until no higher modes are available at artye perceived quality of each of the three applications is
client, or no extra utility improvement can be brought to theonverted into an equivaled/OS value, which is later used
overall system. in the optimization problem.

The complexity involved in the search fér is O(N), the The performance of different voice transcoders as a function
same being valid for th&witch procedure. In the worst case,of network losses is mapped idOS values using thé?ESQ)
the algorithm require®) (N - |Py|) iterations to pass throughalgorithm on a representative set of voice samples [15] in
every application mode of every user. Hence the total compldxigure 4. We observe that, while good network conditions lead
ity of the algorithm isO(N2-|P,|). For a reasonable number ofto increased user experience, high packet error rates degrade
wireless users, and a finite set of available application modése perceived quality of the voice communication.
the algorithm will converge rapidly to a global rate allocation The perceived media streaming quality is initially mapped
vector M. Its performance is further studied in Section VIl.into an M SE (mean square error) distortion measure, as
presented in Section IlI-A. Later on, a nonlinear mapping
betweenM SE and MOS values is used, as illustrated in
Figure 5.

Finally, the perceived quality of the FTP application is

In this section we validate the distortion model introduced iftapped toM OS values according to a logarithmic function
Section IlI-A, and we exemplify on a concrete quality metri@f the achieved throughput/OS = a -log(b- (1 —p)). The
I" based on thel/OS (Mean Opinion Score) value. variablesa andb are system dependent parameters, and can

First we encode thgoreman_qcif sequence (300 frames,Pe set by the network operator (Figure 6).
30 frames per second) in one base layer (BL) and one
enhancement layer (EL), with the help of the H.264/SVC
encoder. The total rate of the encoded sequence is varied AySimulation Setup

encoding at different quantization parameters (QP) for the BL.\\e test the performance of our proposed rate allocation
The encoder always uses a QP for the EL, 6 points belgd path selection method, and we compare its performance
the QP of the BL. We are considering one network packghainst a classic optimization solution that uses application
per frame and per video layer. On the sequence of packgifoughput as a quality metric.

we are inflicting transmission packet losses according to anwe use 4 voice transcoders, namely G.723.1B, iLBC,

independent loss probability< [0,0.05], and we compare the SpPEEX and G.711 with average encoding rates of 6.4, 15.2,
decoded video quality with the original one, by averaging ovel 6 ands4kbps respectively. To simulate the media streaming

100 simulation runs. Results for the validation of the sourggplication, we encode thgoreman_gcif sequence (300
distortion are presented in Figure 2, while Figure 3 presents

the validation of the loss distortion model. We observe thatlFor a complete validation of the video distortion model please see [17].

VI. VIDEO MODEL VALIDATION AND MOS QUALITY
METRIC

VII. SIMULATION RESULTS
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frames) with the H.264/SVC codec. We encode one base laggery T = 1s. The average throughput® of Q_Net varies
and one enhancement layer, eaclv@tbps. Additionally, we in the interval[100, 150]kbps and the prediction erropf2 is
use one forward error correction mode=C(20,17) which kept around1%. The connection data rat&8” of the users
can correct up to 3 packet errors in a block of 20 packets. Farthe BENet is set in the interva|220, 310]kbps, and the
FTP downloads, we set 4 available download rates of 50, 1@@dividual average loss probabilitieg® are randomly chosen
150 and200kbps respectively. in the interval [1,15]%. We average our results over 100

Due to the high complexity of the full search algorithnmsimulation runs of 10 seconds each.
for finding the overall optimal rate allocation solution, we use
small network scenarios (5 or 6 users) in order to validate theWe first compare the average performance of the overall
MOS quality metric, and the proposed heuristic algorithngystem, when the optimization is performed according to the
Later we compare our proposed heuristic algorithm with othdf O.S and throughput quality metrics. We start by identifying
heuristics in larger network setups. For comparison purpodbé traffic distribution obtained by each optimization metric
we define a®ptimMOS andOptimTh the full search algo- over the two networks. Table | presents the fraction of traffic
rithms which optimize the network resource allocation basé@at passes through both networks, for each application. We
on the MOS, and respectiveyT hroughput QoS metrics. observe that thea/OS optimization rightfully uses the Qlet
In the same time we defindlgorithm 1  as Heuristic, resources for the voice and streaming applications, while the
while Switch represents the same heuristic algorithm, with tHeTP traffic is forwarded through BEet. On the other hand,
constraint that no user can be allocated resources from b#tg throughput optimization favors the FTP application, as it
networks in the same time (e.g., when the algorithm decidi&wards part of its traffic over Qet (hence increasing the
to switch one client from one network to another, its wholeffered rate for the application), at the expense of lower avail-
allocated rate is rerouted through the new netwosk)itchTh able resources for the voice and streaming applications that
is similar to Switch, but acts according to th&hroughput Share the same network. This explains the lower overall system
QoS metric. performance obtained for the throughput metric, compared to

) MOS (Figure 7). For a total average system throughput vary-

B. Small Network Scenarios ing from 320 to460kbps, the M O.S optimization outperforms

A total of 6 clients are placed in the coverage area of bothe throughput optimization in most cases by as much as 0.15
networks (3 voice, 2 FTP, and one streaming user). SéfverM OS points. We also observe that thiécuristic algorithm
performs the optimization of the rate allocation periodicall\glosely matches the optimal behavior, and the experimental
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results obtained after performing experiments with real viddotal system quality. This is mainly due to the extra system

sequences. In the same time, Figure 8 presents the quaijtgnularity in allocating the resources of the two networks

performance among the proposed heuristic algorithms. Whdenong the clients, if clients are allowed to connect in parallel

Switch and Heuristic are quite close to optimunwitchTh to both networks.

fails to allocate enough resources to some of the users, hence

the important degradation in overall system performance. Next, we present the average traffic distribution on the two
TABLE | networks, for each type of application, when each of the

two algorithms is used to compute the overall rate allocation.

TRAFFIC DISTRIBUTION OVER THE TWO NETWORKYIN %).
Figure 13 and Figure 14 present the distributions obtained by

MOS Optimization || Throughput Optimization ) X
Application || Q.Net ~ BENet || QNet BE Net the Heuristic and respectivelySwitch algorithms. We ob-
\oice 100 0 100 0 serve thatH euristic manages to allocate the Ret resources
Streaming || 88.5 115 94 6 mostly to the voice application and as much as possible to the
FTP 1 99 12 88 : o .
streaming application. The FTP clients are mostly scheduled

Finallv. we test the two optimization metrics in dvnami on BE Net, which represents an intuitive result. On the other
Y. P y rcEand,Switch schedules almost half of the voice applications

systems where users are allowed to join/leave the netwo S the BENet, at the advantage of streaming applications.

We start with 5 clients (2 voice, 1 streaming and 2 FTE,, . g . . .
: . . hile surprising, this result is explained by the fact that
users). At timet = 3s we add a streaming user, and at time _. L L
) . . Vvoice applications, usually requiring less network resources,
t = 8s we remove one voice user. Figure 9, Figure 10 an . :
. S are easier to switch on the best-effort network, when the QoS
Figure 11 present the average application performance for eac :
. L nétwork becomes congested. Such a behavior can however
user. We observe that in the caseiO.S optimization, the . . : .
. ; be, corrected by applying different weights to the clients,
system is able to cope with the extra user at the expense of . : D
. . o epending on the importance of the accessed application.
a small quality degradation for the existing users, for bot

Optimal M OS and H euristic algorithms. On the other hand,
the throughput optimization is unfair, as some of the clients areFinally, we test our algorithms in dynamic systems. We
penalized more than the others, and the overall performaraiow 4 new users to join the system at tile= 3s (2
is worse. voice, 1 streaming and 1 FTP clients), while at time: 8s,
. other 4 users area leaving. Figure 15 and Figure 16 present
C. Large Network Scenarios . T . .
i ) ) the results obtained byleuristic and Switch respectively.

In this case we are using a total of 20 clients placed | the first case, we observe that the algorithm manages to
the coverage area of both networks (7 voice, 6 streaming agchy, 4 rather constant application quality for all active clients,
7 FTP clients). The total rat% of the system is varied in thg, redistributing parts of the network resources to the new
interval [1.3, 1.7]Mbps with R € [300,600]kbps. The 10SS sers, This wayH euristic achieves fairness among all users,
probabilities for the two networks and the simulation setup aggen i they access different types of applications. On the
similar as in the previous example. other hand,Switch copes worse with the system dynamics;

We are looking at the overall average performance of thg, opserve that the voice and streaming users are penalized,
Heuristic and Switch algorithms when more active Usergompared to the FTP users. Again, this is due to the lack
are present in the system (Figure 12). Intentionally, we oMt granularity in reallocating network resources, when new
the performance of th&witchTh algorithm, due to its Very ysers enter the system. This highlights the benefit of resource
poor results. We observe that whiléwitch performs quite gjiocation flexibility given by the multipath network scenario
good, Heuristic still provides a significant improvement in5s5umed by the proposed algorithm.
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Fig. 13. Average traffic distribution per applica-Fig. 14.  Average traffic distribution per appli-Fig. 15.  Average performance per application
tion type, per networkHeuristic algorithm, 20 cation type, per networkSwitch algorithm, 20 in case users join/leave the networkeuristic
users. users. algorithm.
: : : SN't?hAllo?allon : : : http://www.swisscom-mobile.ch/scm/gehkobile-unlimited-en.aspx.
441 1 [2] K. Ahmavaara and H. Haverinen and R. Pichna. Interworking Archi-
S Rt tecture between 3GPP and WLAN SystemEEEE Communications
421 RIS S S e’ | Magazine pages 74-81, November 2003.
al . . . J [3] D. Jurca and P. Frossard. Media-Specific Rate Allocation in Multipath
Networks. |EEE Transactions on Multimedia2006. accepted for
publication.
[4] F. Kelly and T. Voice. Stability of End-to-End Algorithms for Joint
Routing and Rate ControACM SIGCOMM Computer Communcation
34 remove E Review 35(2):5-12, April 2005.
users 4 users [5] T. Stockhammer, M. Hannuksela, and T. Wiegand. H.264/AVC in
32 ] Wireless Environments.IEEE Transactions on Circuits and Systems
3 T L SREAMING users ] for Video Technologyl2(7):657-673, July 2003. _
-0— FTP users [6] M. van der Schaar, S. Krishnamachari, S. Choi, and X. Xu. Adaptive
28— s 4 5 & 7 & 8 Cross-Layer Protection Strategies for Robust Scalable Video Trans-
Time (s) mission over 802.11 WLANSs. IEEE Journal on Selected Areas in
Communications21(10):1752-1763, December 2003.
Fig. 16. Average performance per application in case users join/leave tr@ M. Rossi, F. H. P. Fitzek, and M. Zorzi. ‘Error Control Techniques

network: Switch algorithm.
8]
VIIl. CONCLUSIONS o]
We introduce a new rate allocation and network selection
optimization framework for clients accessing multiple appli-10
cations over parallel networks. In the optimization process we
take into account the available network resources and the con-
nection parameters of clients, along with the specific quali%/l]
requirements of each application. We unify the performance of
all applications under a singl&/O.S quality metric, which is [12]
later used in the optimization process. Compared to traditional
optimization metrics based on throughput, fe.S approach
achieves a more fair resource allocation among active clierits]
and proves to be more scalable in dynamic systems. We
finally provide a heuristic algorithm based on utility functions 4
which achieves a close to optimal resource allocation with
low computational resources. Comparing to other heurisﬁc5
approaches, our algorithm is more stable and adaptable H
dynamic situations, emphasizing the benefit of resource ag-
gregation in multipath network scenarios. The obtained results
encourage us to further investigate the possibility of multipleg
wireless networks interconnecting towards the final benefit of
the end users. (171
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