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Abstract

We present a system for real-time configuration of mul-
timodal interfaces to Virtual Environments (VE). The flex-
ibility of our tool is supported by a semantics-based rep-
resentation of VEs. Semantic descriptors are used to de-
fine interaction devices and virtual entities under control.
We use portable (XML) descriptors to define the I/O chan-
nels of a variety of interaction devices. Semantic descrip-
tion of virtual objects turns them into reactive entities with
whom the user can communicate in multiple ways. This arti-
cle gives details on the semantics-based representation and
presents some examples of multimodal interfaces created
with our system, including gestures-based and PDA-based
interfaces, amongst others.

Keywords: Multimodal Interfaces, Visual program-
ming, Ontology-driven systems, Semantics, Virtual Envi-
ronments.

1. The need for adaptive multimodal inter-
faces

This article presents research related to the field of inter-
active virtual environments. We focus on developing multi-
modal interfaces. Detailed reviews of the state of the art can
be found in [3], [15].

Oviatt [14] identifies three main types of multimodal
interfaces that have reached a certain level of maturity af-
ter several years of research: speech/pen, speech/lip move-
ment and multibiometric input. We have proposed a varia-
tion of the speech/pen interface, replacing the pen input by
a basic posture recognition of a magnetic tracked wand: the
”Magic Wand” [5]. Indeed, the interface proved to be ro-
bust enough when tested by many users in a public event
[1]. Nevertheless, despite de maturity level of some multi-
modal technologies, the issue of interface adaptation is still

to be solved. In fact, multimodal interfaces (MMI) are usu-
ally implemented as ad-hoc systems.

Even if Multimodal interfaces are designed with a focus
on flexibility, few of them are capable of adapting to differ-
ent user preferences, tasks, or contexts [23].

Changing the application or the context in which an
MMI is used often requires costly modifications in terms of
time and effort. This is usually a matter of doing changes in
the application’s source code. MMI should be able to adapt
dynamically to the needs and abilities of different users, as
well as to different contexts of use [16].

MMI adaptation requires being able to manage in real-
time the mapping between multiple user inputs and applica-
tion functionalities.

Different alternatives have been proposed for adaptive
man-machine interfaces that can be used in a wide variety
of tasks and contexts within virtual environments. Research
includes adaptive interfaces for 3D worlds (e.g. [2]) but
also adaptation of multimedia content (e.g. [12]). Content
adaptation implies accessing the same information in dif-
ferent scenarios/contexts, through different interfaces. Ef-
forts aimed at unifying management, delivery, consump-
tion and adaptation of content led to the creation of mul-
timedia frameworks such as MPEG-21 [4], [18]. Con-
tent adaptation requires standard representations of con-
tent features, functionalities (manipulation/interfacing in-
formation). In MPEG-21 such information is represented -
declared- in the form of ”Digital Items” which are defined
by XML-based descriptors.

XML-based descriptors are frequently used for handling
multimedia content (MPEG-7, MPEG-21) but they can be
useful for representing multimodal interaction models as
well. For instance, in [17] the authors present an adaptive
system for applications using multimodal interfaces. They
avoid implementing special (ad-hoc) solutions for special
problems. All functionalities are treated coherently using a
knowledge based approach. For all multimodal inputs and
outputs (speech, gestures, pen/keyboard inputs; PDA, TV
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screens) they use a common representation approach and
generic interaction models. Interaction processing is based
on an ontology-driven system. Everything the user and the
system can talk about is encoded in the ontology, using an
XML-based representation.

Systems as the one cited before solve the problem of
accessing -multimedia- content through multimodal inter-
faces without the need of ad-hoc applications. The coherent
content representation allows for implementing a variety of
interaction and visualization modalities with minimum ef-
fort. However, dynamic input adaptability is not so easily
achieved.

Input adaptability can be defined as the ability of an in-
teractive application to exploit alternative input devices ef-
fectively and offer users a way of adapting input interac-
tion to suit their needs [7]. Dragicevic [6] has proposed the
”Input Configurator Toolkit” which provides a Visual Pro-
gramming interface for modifying the mapping between in-
put devices and functionalities of an application. The sys-
tem enables interactive applications to adapt to special in-
teraction devices as well as user preferences and needs. In-
puts can be mapped to different application controls, creat-
ing customized interaction techniques. For instance, speech
input can be connected to a scroll-bar control. One of the
advantages is the ease of use and interactivity of the visual
representation. The user manipulates block diagrams repre-
senting the interaction and application devices and the con-
nections between their respective I/O slots. The system has
been used to customize mainly desktop-based applications.
Devices and interface configurations are defined through a
dedicated script language (ICScript). Using a non-standard
language could prevent from porting/extending the system
to other programming languages/contexts.

Systems like the ones presented in [17] and [7] show
the need and benefits of adaptive multimodal interfaces. In
this paper we define the foundations for a real-time adaptive
multimodal interface system. We use a visual programming
interface as a front-end for dynamic configuration and input
adaptation. The system is based on an ontology-driven sys-
tem using a standard XML representation which allows for
extensibility and portability.

The rest of the article is organized as follows. In the next
section we describe in detail the foundations of our system:
an ontology for interactive Virtual Environments (VE). We
define the main entities and their relationships required to
build multimodal interfaces to a wide variety of VEs, in-
cluding 3D worlds and other types of multimedia content.
The article continues by describing the Visual Programming
interface which serves as front-end for dynamic input con-
figuration. Finally we present some sample multimodal in-
terfaces developed with our system and conclude the paper.

2. An Ontology for interactive Virtual Envi-
ronments

We work mainly with inhabited Virtual Environments
(3D worlds). However, the term Virtual Environment (VE)
as used in this paper can be applied to any multimedia ap-
plication. For us, a VE can be considered as a collection
of entities, each of them defined by a set of functionalities,
with a particular type of associated information and seman-
tics. Entities can be represented in a variety of ways, e.g. as
3D/2D animated shapes, text, images, video, etc.; depend-
ing on the context and application. Thus a virtual environ-
ment can be a 3D world or a multimedia document contain-
ing text, images, audio, etc. Both of them are sets of enti-
ties with clearly defined functions and information that can
be represented in different ways.

In [10] we defined an object representation based on
the semantics and functionality of interactive digital items
- virtual objects- within a Virtual Environment (VE). Ev-
ery object participating in a VE application is a dynamic
entity with multiple visual representations and functionali-
ties. This allows for dynamically scaling and adapting the
object’s geometry and functions to different scenarios.

Based on the semantic representation of the VE, we fo-
cus now on defining a way to formalize the dynamic adapta-
tion of the multiple interaction techniques that can be used
to communicate within it. The objective was to let the user
access the available interaction devices and customize in
real-time the way of controlling the VE’s functionalities,
personalizing the interaction technique.

The research reviewed in the introduction has shown the
benefits of using a standard representation -through XML-
and a visual programming interface as front-end for an
adaptive system. We decided to complement the semantic
model presented in [10] with an ontology of objects that al-
lowed for expressing the relationships between interaction
devices and virtual entities in a VE.

According to Gruber [8], an ontology is a formal specifi-
cation of a shared conceptualization. The systems we target
are composed of two main parts: interaction devices (multi-
modal inteface) and virtual environment (world under con-
trol). The conceptualization shared by both sides consists on
the abstraction of two main types of entities: interaction de-
vices and virtual entities (3D animated shapes, images, text,
etc.). The formal aspect of the specification refers to the fact
that this model shall be both human and machine readable
-this is achieved by means of an XML-based representation.

Handling semantic descriptors defined in XML has sev-
eral advantages. First of them is portability, XML parsers
are available for a wide range of HW and SW platforms.
Moreover, XML has become the standard format for data
representation. Standards for content annotation and de-
scription, such as MPEG-7 use XML [19]. Virtually ev-



ery language and specification for semantics annotation and
retrieval of digital items (multimedia content, 3D models,
etc.) is based on XML.

Ontological principles are well recognized as effective
designing rules for information systems [9], [20]. This has
led to the notion of ”Ontology-driven information systems”
which covers both the structural and temporal dimensions
[9]. Our adaptive multimodal interface is supported by such
a system. The structural dimension concerns a database con-
taining the information describing both interaction devices
and virtual entities (semantic descriptors). The temporal di-
mension is related to the interface (visual programming)
that gives access to such information at run-time.

The central point of our formal representation is the con-
ception of VEs as a set of entities with a semantic meaning.
Entities that can be represented and affected in a variety of
ways, either through user interaction or autonomous pro-
cesses. Virtual entities have a meaning -semantics- a role
to play in the environment. The way they are visualized
and controlled -user interaction- depends on: the application
context, the interaction devices available and the user pref-
erences and needs. Thus, we must provide a flexible sys-
tem that allows for adapting the interfaces to the semantics
-function- of the content. The functionality of a virtual en-
tity can be accessed in a variety of ways (multiple modali-
ties) the user should be able to choose and configure the in-
teraction technique that best adapts to her needs.

Choosing and configuring an interaction technique trans-
lates into mapping the output of an interaction device to a
functionality on a particular virtual entity. We designed an
ontology expressing this basic principle. Figure 1 shows
the diagram of the ontology for interactive Virtual Environ-
ments.

On the one hand we have a range ofInteraction De-
vices that let the user express it’s intentions through mul-
tiple modalities. It can be by means of a classical mouse-
keyboard or through more sophisticated multimodal inter-
faces such as a PDA, speech, hand gestures or a combina-
tion of them. The essential attribute of an interaction device
is the data it delivers (output ports). It can be a 2D vector,
a token indicating a particular gesture or word being recog-
nized, etc.

On the other hand there are theVirtual Entities to be
controlled. They can be 3D animated shapes such as vir-
tual characters or multimedia documents, a video, an so
on. From the interaction point of view the most important
attribute are the user modifiable functionalities. The input
ports that let us communicate with them. Virtual entities can
be fully manipulable by the user -e.g. the reproduction con-
trol of a video, while others could display some behavior
as reaction to user input -for example, an autonomous vir-
tual character.

Data coming from interaction devices may require some

Figure 1. Ontology for interactive VEs: ele-
ments involved in a multimodal interface.

additional post-processing before reaching the controlled
entity. We incorporate a mechanism to further process in-
teraction data in the form ofModulators. They are contain-
ers for modulation functions. We consider interaction de-
vices as black boxes whose output has been already nor-
malized according to some criteria. Nevertheless, modula-
tors are included in the ontology to maximize its flexibility.
For instance, in the case some adjustments are needed at ex-
ecution time, when there is no immediate access to the in-
ner processing mechanisms of interaction devices.

Modulators are also used as the register unit for storing
the mapping between an interaction device output and the
input of a virtual entity. A multimodal interface is consti-
tuted by a set ofInteraction Mappings. They can be stored
and reused.

Now that we have explained the principles of the for-
mal representation, we describe in the next section the meta-
interface, the visual programming front-end for creating in-
terfaces.

3. Building multimodal interfaces through Vi-
sual Programming

The elements of the ontology presented in the previous
section translate into XML descriptors such as the ones used
in standards like MPEG-7. Descriptors can be created man-
ually, since they are XML files (readable by both humans
and machines). However in our system we implemented a
visual programming interface (VPI). A meta-interface that
eases the task of handling the interface building blocks: in-
teraction devices, modulators and virtual entities; and the
links (mappings) between them.



Figure 2. Visual Programming meta-
interface: modulating interaction data
and mapping to virtual entity’s functionali-
ties.

When developing this meta-interface we drew inspira-
tion from well-known programming interfaces like the ones
implemented in commercial software such as Virtools [21]
and LabView [13]. The visual programming paradigm has
several advantages when it comes to specify relationships
between entities in the form of links between output and in-
put ports [11], [22].

The interface was developed using MS-VisualBasic, this
allows for fast implementation of a visual programming in-
terface, from the graphics point of view. Interaction de-
vices, modulators and virtual entities are represented as
boxes containing the corresponding attributes. Mapping be-
tween interaction data and virtual entities’ functionalities is
done by connecting I/O ports through modulators, see Fig-
ure 2. Interaction data can be of two types: tokens or nu-
meric -normalized- values. Tokens are generally the output
of speech recognition algorithms or high-level gesture anal-
ysis tools. In the case of numeric values, modulators can
treat the input data by means of some user-defined func-
tion. In the current version, user can specify the output in-
terval (min., max. values) and modulate the output with a
polynomial function. Figure 2 shows two modulation func-
tions with three control points. Up to four control points can
be used to define a modulation function.

In the example, the orientation of a virtual character’s
head is controlled by the user’s hand (optical tracking). The
hand tracker outputs the normalized position of the head:
a 2D vector (0,0) means the hand is on the left upper cor-
ner of the camera’s view window, while (1,1) indicates the
hand is on the down corner to the right. Modulation results
into faster movements movements as the user’s hand ap-
proaches the right or left borders of the view window. Mov-
ing the hand up and down directs the characters gaze in the

same direction but the motion speed is faster when the hand
is on the center of the view window. In this configuration,
there is no way to control the character’s head rotation on
the Z-axis. The whole configuration is stored as an inter-
action mapping register which can be retrieved and further
modified.

The main elements of the adaptive multimodal interface
system are illustrated in Figure 3. Interaction mapping is
done in a central component acting as repository and in-
teraction handler. It exchanges data between interaction de-
vices and the virtual environment application. Interaction
devices are usually constituted by the device used to cap-
ture user input (microphone, PDA, camera,...) and an inter-
action controller system that process the raw input and nor-
malizes -recognizes- it. Interaction controllers are respon-
sible of communicating with the central interaction han-
dler. This is done by sending the corresponding device -
semantic- descriptor through a network connection. Once
the central handler is aware of an interaction device, it can
display the graphical representation of the semantic descrip-
tor in the VPI. An analogous process occurs in the case of
the VE application. Once the user loads a previously defined
interaction mapping descriptor or creates a new one, the in-
teraction handler starts processing the interaction data. The
central interaction handler modulates data and forwards it to
the corresponding input port on the Virtual Environment ap-
plication.

All communications are done through TCP sock-
ets, allowing the implementation of a distributed sys-
tem. The interface repository and handler is a Windows
application programmed in C++ using the QT develop-
ment framework. XML processing is done with the Xerces
(http://xml.apache.org/xerces-c/index.html) and Pathan
(http://software.decisionsoft.com/pathanIntro.html)libraries.
They allow for parsing and evaluating XPath expressions
for XML node selection. This way we implemented ba-
sic database functionalities (queries, updates, ...) for the
semantic descriptors repository.

In the next section we describe some examples of adap-
tive multimodal interfaces implemented with our system.

4. Adaptive multimodal interfaces in action

This section shows the feasibility of our system and the
benefits of using a semantics-based representation of Vir-
tual Environments. The examples are based on 3D virtual
worlds, but the principles are applicable to any multimedia
environment.

4.1. Gestures based interface

We use optical tracking of facial gestures to animate a
virtual character. The application is based on the MPEG-4



Figure 3. Architecture of the multimodal in-
terface system: data exchange and storage
is done through semantic descriptors.

body animation engine developed in the framework of the
IST-INTERFACE project. The stand alone demo of body
emotional gestures is transformed into an interactive appli-
cation using a gesture-based interface. The virtual charac-
ter displays the user emotions recognized by the features
tracker.

4.2. Pen-based interface: the mobile animator

Based on the ”Mobile animator”, a PDA-based interface
presented in. We generalize the use of a handheld as a direct
manipulation tool for interaction within 3D virtual worlds.

4.3. Speech-Gestures interface

The ”Magic Wand” is revisited and re-implemented ac-
cording to our new semantics-based representation of Vir-
tual Environments and interaction devices. Our systems
gains in flexibility and adaptability.

5. Conclusions
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