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Abstract— This paper presents the extension and experimental
validation of the widely used EKF1-based SLAM2 algorithm to
3D space. It uses planar features extracted probabilistically from
dense three-dimensional point clouds generated by a rotating
2D laser scanner. These features are represented in compliance
with the Symmetries and Perturbation model (SPmodel) in
a stochastic map. As the robot moves, this map is updated
incrementally while its pose is tracked by using an Extended
Kalman Filter. After showing how three-dimensional data can
be generated, the probabilistic feature extraction method is
described, capable of robustly extracting (infinite) planes from
structured environments. The SLAM algorithm is then used to
track a robot moving through an indoor environment and its
capabilities in terms of 3D reconstruction are analyzed.

Index Terms— Extended Kalman Filter, 3D SLAM, Proba-
bilistic Plane Extraction, SPmodel

I. INTRODUCTION

A key issue in mobile robot navigation is localization
and mapping. Only a robot capable of localizing itself in
its environment can perform navigation tasks reliably. To
achieve this, the robot needs an internal map representing
its surrounding area. In metric navigation, commonly used
map representations are based on geometrical features or
occupancy grids. As the robot moves, it takes measurements
of its environment and tries to match these appropriately to
its internal map in order to keep track of its position. Hence,
this requires a map which in general is not available a priori.
A robot capable of creating a map of its environment and
tracking its position at the same time is performing SLAM.

A. Motivation

Robot localization and mapping in structured or indoor
environments is mainly done in 2D space until now. Most
current metric approaches rely on a laser scanner sensor (see
e.g. [1], [2], [3]) and use a probabilistic representation. All
of these approaches can fail if the environment is non-planar,
if the sensors are masked by a group of surrounding people
at an exposition for example or simply if the robot is not
restricted to the ground plane. This work attempts to address
these problems by using a 3D sensor on a mobile robot and
extending the popular EKF-based SLAM approach to 3D
space.

1Extended Kalman Filter
2Simultaneous Localization and Mapping

Besides making robot navigation possible in 3D space,
other interesting applications arise with the availability of
precise and dense 3D data. Then the robot could be used to
create precise and rich maps of its environment. An example
of such an application is mapping of abandoned mines (see
[4],[5]), while other applications may be found in fields
like architecture, design, virtual reality and urban-search-and-
rescue.

As 3D sensors suitable for mobile robots are still rare on the
market, many groups build custom setups using the popular
2D laser scanner on a rotating support (see [4], [6], [7]). The
data of these sensors can be composed of several hundred 2D
scans leading to dense point clouds. Efficient data processing
and a compact representation is therefore required to handle
it efficiently.

B. Related Work

Horn et al. [8] corrected the planar (2D) pose of a
mobile robot by using vertical planes extracted from 3D
data. Sequeira et al. [9] used a single point laser mounted
on a pan-tilt unit to create 3D models of indoor scenes.
Their work mainly focussed on next-view planning and 3D
reconstruction. Nuechter et al. [4] presented a scan alignment
approach for 3D scans gathered by a rotating laser scanner
sensor. They use the iterative closest point (ICP) algorithm
to minimize a global error measure to generate consistent
models. The approach presented in this paper relies on
extracted features rather than raw data points leading to more
compact and meaningful representations. Kohlhepp et al. [6]
also use extracted planes to track the robot pose along with
a EKF-based approach but represented the map in separate
submaps. In this approach a single consistent stochastic map
is used to represent the robot pose and all features.

II. PREREQUISITES

This section presents the sensor used throughout this work,
a rotating Sick laser scanner and the used framework for
processing uncertain geometric data, the Symmetries and
Perturbations model (SPmodel).

A. The 3D sensor

The 3D sensor used (see Figure 1) is a custom setup based
on a 2D laser scanner mounted on a support rotated by a
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Fig. 1. The 3D sensor used is a Sick
laser scanner mounted on a support which
is rotated by a stepping motor via a v-
ribbed belt. The angular resolution of the
step motor is set to 0.45◦ with a range
of 270◦. The sensor produces 216961 data
points (601 2D scans) per 3D scan.

stepping motor via a belt transmission. The angular resolution
of the stepping motor is set to 0.45◦, the chosen number of
steps is 601 with an angular range covering 270 degrees from
φminm = −45◦ to φmaxm = 225◦ with respect to the horizontal
plane. As the 2D laser scanner produces 361 per scan with an
angular resolution of 0.5◦, the number of points of a complete
3D scan reaches 361× 601 = 216961. The scanner currently
takes around a minute for a complete scan which is not the
fastest possible, but slow enough to avoid synchronization
problems between the laser scanner and the stepping motor.

The main error sources are assumed to be found in the
laser measurements along the direction of the laser and the
stepping angle of the motor rotating the setup which is not
completely free of play. The laser range error is assumed to
be independent of the measured distance ρl and modelled by a
Gaussian distribution with mean µl = ρl and variance σ2

ρl
=

0.022m, the used angular positioning error of the stepping
motor is also assumed to be Gaussian with mean µm = φm
and variance σ2

φm
= 0.12◦. A simple calibration method using

the laser scanner to find the front edge of the sensor setup was
used to initialize the step counter correctly at each power-on.

B. Probabilistic Representation using the SPmodel

The Symmetries and Perturbations model (SPmodel) pro-
vides means to represent and process uncertain geometrical
data [3]. A reference F is associated to a feature and the
location of F with respect to the base reference W is defined
by a transform tWF or a location vector xWF which is
equivalent to the homogeneous matrix representation3 HWF

tWF = Trans(x, y, z)Rot(Z, φ)Rot(Y, θ)Rot(X,ψ)
xWF = (x, y, z, φ, θ, ψ)T

HWF =




cφcθ cφsθsψ − sφsψ cφsθcψ + sφsψ x
sφcθ sφsθsψ + cφsψ sφsθcψ − cφsψ y
−sθ cθsψ cθcψ z
0 0 0 1




The composition of two location vectors is denoted by ⊕, the
inverse of a location vector by �.

In order to be able to cope with different geometric entities,
the concept of symmetry representing the degrees of freedom
of a geometrical object is introduced. An infinite plane for
example has 3 degrees of freedom as it is defined by only 3

3note that sθ stands for sin(θ), cψ for cos(ψ) etc.

of the total 6 parameters (a distance and two angles). The set
of all preserving translations and rotations with respect to the
feature’s local reference frame F , in this case the translations
Tx, Ty in the plane, and the rotation Rφ around the plane
normal, define the entity’s symmetries. These are represented
by a row selection matrix BF , the so-called binding matrix
of F , which for an infinite follows as

BF =




0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1




Fig. 2. A plane defined in
compliance with the SP-
model with a local coor-
dinate frame F̂ attached
to the plane with its (lo-
cal) x- and y-axes lying
in the plane, a differential
location vector dF repre-
senting the estimation er-
ror and the true location of
the plane depicted by F .
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As depicted in Figure 2, the estimated location vector of
an uncertain feature F is denoted by x̂WF and the associated
error is expressed by a differential location vector dF attached
to the local reference frame, yielding the true location of the
feature

xWF = x̂WF ⊕ dF

The components of dF affected by preserving transforms are
set to zero. The perturbation vector is formed by the non-zero
elements of the differential vector dF :

dF = BTFpF ; pF = BFdF

Further on, the SPmodel defines an uncertain location LWF of
a feature F with respect to the world origin W as a quadruple

LWF = (x̂WF , p̂F , CF , BF )

where x̂WF = (x, y, z, φ, θ, ψ)T (the angles ψ,θ,φ are RPY
angles) is the above-mentioned best estimate from the world
origin W to the local reference of the feature F , p̂F is
the local perturbation vector with associated error covariance
matrix CF = E

[
(pF − p̂F )(pF − p̂F )T

]
and BF is the

binding matrix encoding symmetries. Please refer to the
literature for more details.

III. THE PROBABILISTIC FEATURE EXTRACTION PROCESS

This section describes the feature extraction process from
the generation of 3D data up to the extraction of the infinite
planes emphasizing the segmentation and probabilistic extrac-
tion of infinite planes. All modelled errors are assumed to be
Gaussian which is required for the Kalman Filter.



A. Generating probabilistic 3D data

The uncertain location LRDi
of a reconstructed 3D point

in cartesian space is found by the composition of several
uncertain SP-locations using standard error propagation

LRDi
= LRSrot

⊕ LSrotS ⊕ LSDi
,

with LRSrot
being the transform from the robot base to the

center of the rotation axis of laser scanner support. LSrotS

is the transform from the center of the rotation axis to the
(rotated) rotating deflection mirror of the laser scanner and
LSDi

is the transform from this mirror to the actual measured
value (see Figure 3).

Fig. 3. The generation of un-
certain cartesian data in the robot
reference frame R starts with the
measurement of Di. The associ-
ated SP-location LSDi

contains
the modelled sensor errors affect-
ing the measurement range ρl and
the angular error eφm . This error
is then propagated through LSrotS

and LRSrot leading to LRDi
,

which contains the measured point
in cartesian space with associated
covariance matrix.

B. Segmentation

The used segmentation method is based on the method
presented in [10]. It starts by decomposing the space into
regular cells which in this work are chosen to be cubes with
a side length of 0.25m. After every raw data point has been
associated to its corresponding cell, a plane is fitted to the
points contained in every cell by using a Ransac algorithm
[11] for segmentation with subsequent least-square fitting.
The result of applying this plane extraction to every cell
is depicted in Figure 4. The Ransac algorithm was chosen
due to its simplicity and its robustness to outliers. After the
extraction of a plane in every cell, a recursive region growing
algorithm fuses similar planes from neighboring cells together
(see Figure 4).

In general, the quality of this segmentation step could be
improved by considering the uncertainty information asso-
ciated to the raw data. However, in this specific case, as
the sensor produces precise data and only large planes are
extracted composed of thousands of data points, this method
is considered appropriate.

C. Probabilistic Fitting

An infinite plane P can be described by two angles and an
orthogonal distance to the origin of the coordinate frame. See

Fig. 4. The top image shows the raw 3D scan composed of 601 2D laser
scans with 361 data points each. The image in the middle shows the result of
extracting a plane for every cell. The bottom image shows the result of the
region growing algorithm after merging similar planes of neighboring cells
together.

[12] for a list of models describing infinite planes. Here, a
normal vector n = (nx, ny, nz)T and a distance di is chosen
as this notation is more convenient for the fitting process. The
least-square linear regression starting point is the sum

S(nx, ny, nz, d) =
N∑
i=1

wi(nxxi + nyyi + nzzi − d)2

which has to be minimized. The (xi, yi, zi) with i = 1 . . . N
are the points generated by the 3D sensor which are to be
represented by a plane. wi = 1/trace(Ci)2 is a possible



choice of a weighting factor allowing to incorporate uncer-
tainty information described by the covariance matrix Ci of
each data point. The plane normal n = (nx, ny, nz)T is found
by calculating the eigenvector corresponding to the smallest
eigenvalue of

A =




∑N
i=1 wix

2
ti

∑N
i=1 wixtiyti

∑N
i=1 wixtizti∑N

i=1 wixtiyti
∑N
i=1 wiy

2
ti

∑N
i=1 wiytizti∑N

i=1 wixtizti
∑N
i=1 wiytizti

∑N
i=1 wiz

2
ti




where xti = xi − x̄, yti = yi − ȳ and zti = zi − z̄ are the
raw data points translated to the center of gravity (x̄, ȳ, z̄)T =∑N
i=1 wi(xi, yi, zi)

T . As the best-fitting plane passes through
the center of gravity g, the orthogonal distance to the origin
is found by d = g ·n. The uncertainty of the extracted plane
is calculated as described in [12].

IV. SLAM IN 3D

This section presents some aspects of the implemented
SLAM algorithm which otherwise follows strictly the algo-
rithm presented by Castellanos et al. [3]. It uses the Extended
Kalman Filter to update the SPmap, which is the common
stochastic map framework defined for the SPmodel. The next
section briefly presents this SPmap, whereas the other section
discusses the data association problem.

A. The SPmap

Similar to a location in 3D, the SPmap is defined by a
quadruple SPmap = (x̂W , p̂W , CW , BW ) where x̂W =
(x̂WR, x̂WF1 , . . . , x̂WFN

)T is a vector containing the loca-
tion vector from the world frame W to the robot frame R as
well as N location vectors to the feature references F1 . . . FN .
The vector p̂W contains all stacked perturbation vectors
from the robot and the feature locations, CW contains all
covariance matrices and additionally correlation information,
and BW = diag(BR, BF1 , . . . , BFN

) is a block-diagonal
matrix containing all binding matrices.

Note that the size of the covariance matrix CW grows
quadratically with an increasing number of features, which is
a typical drawback of the stochastic map approach not further
considered here. Refer to [3] for explicit update equations.

B. Data Association

The most crucial step of a feature-based SLAM approach
is the data association, where pairings of predicted features
and newly observed features have to be found in order to
update the robot and feature positions represented in the
SPmap respectively. Generally, the performance of the data
association step depends on the quality of the odometry data,
the update frequency of the exteroceptive sensor, and the
model used to identify features. In this work, pairings pij =
(ẑi, zj) of corresponding features are found by minimizing
the Mahalanobis distance

m = (zj − ẑi)S−1
ij (zj − ẑi)T

where the ẑi’s are predicted features, the zj’s newly observed
ones and Sij is the innovation covariance of the pairing. If
this found minimum satisfies the validation test

min(m) ≤ χ2
α,n

the pairing is accepted. χ2
α,n is taken from a χ2-distribution

with n = 3 degrees of freedom (in the case of infinite
planar features) and the significance level α. A non-matched
observation is added to the SPmap as new feature.

V. EXPERIMENTAL RESULTS

This section presents experimental results and is twofold.
The first part deals with the analysis of the implemented
Kalman Filter approach using a simple simulation, which
allows to compare the estimated values to ground truth. The
second one shows results using real data from the robot taken
at our lab.

A. Simulation

A simple idealized environment composed of three orthog-
onal planes was used representing the minimal environment
necessary to update all six degrees of freedom of the robot
state vector xWR = (x, y, z, φ, θ, ψ)T . The robot performs
a sequence of 70 movements with a simulated 3D odometry
composed of unsystematic and systematic errors. Figure 5
shows a visualization of the above-mentioned environment
as well as the ground truth path, the odometry data and
the corrected path of the robot. It can be seen that if the
exteroceptive data is used (bottom image), the robot follows
closely the ground truth trajectory (depicted in red). Figure 6
shows the quantitative error analysis of the same experiment.
It can be seen, that the localization error of the robot pose
stays bounded in all six components.

Many similar simulations were carried out with different
trajectories and modified parameters all leading to satisfactory
results. Consequently, this shows that 3D SLAM using the
EKF and the SPmodel representation works. However, as
the Jacobian matrices of the transforms in 3D space contain
singularities [13], it is expected, that under certain conditions,
the algorithm could show unexpected behavior, which will be
investigated in the future. Further on, it should be mentioned
that the simulation is not realistic in the sense that the
data association is trivial. In real environments, wrong data
associations can occur which may lead to filter divergence.

B. Real Experiments

Figure 7 shows a robot moving through a corridor and
into two different rooms. On its way it takes 40 3D scans
composed of 601 2D scans with 361 data points each. The
small image on the right shows the reconstruction of the
scene using odometry information only. The large image
shows the same scene this time using the information of the
exteroceptive sensor. It can be seen that by using the extracted
planes, the estimated map and robot trajectory are much more
consistent.



Fig. 5. This figure shows a visualization of the performed 3D SLAM
simulation. The idealized environment is composed of 3 orthogonal planes
(blue) with plane normals pointing inwards. The ground truth robot path is
depicted by gray crosses and the odometry values by magenta dots. The
top 2 images show a (trivial) SLAM experiment using odometry data only
(right view is the scene from the top). As expected, the robot follows strictly
the odometry path and its position error grows monotonically. The bottom
images show the same experiment including a simulated exteroceptive sensor
generating 3D data. It can be observed that when the robot considers the
extracted planes, it follows well the ground truth trajectory.

The motion model used is based on 2D differential drive
kinematics using the wheel encoder information. As this
sensor cannot measure slope changes in undulated terrain, a
sufficiently high error is associated to the missing components
allowing to estimate the full 6-DOF robot pose even without
a 6-DOF odometry.

Note that the resulting SPmap represents an environment
with a size of about 150 square meters and contains 52 infinite
planes which can be stored in several kBytes of memory only.

VI. CONCLUSION AND FUTURE WORK

This paper presents how an EKF-based SLAM algorithm
can be used in 3D space. It shows that by relying on infinite
planar features extracted form three-dimensional point clouds,
the robot pose error accumulated by the odometry can be
corrected and a consistent map of the environment can be
built. Further on, the algorithm leads to a compact map
representation utilizing several kByte of memory only, which
can be useful for efficient robot localization for example. It is
also shown that such a SLAM algorithm used in conjunction
with a 3D sensor generating dense data, rich maps of the
robot’s environment can be created.

Future work will consist of refining this method by thor-
oughly investigating the issues rising from orientations in
3D. Then, more discriminatory features like plane segments
will be used to increase the performance of data association
and produce more meaningful maps. The ultimate goal is to
develop a system capable of generating polygonal models of
unknown environments autonomously.
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Fig. 6. The results of the 3D SLAM simulation showing the position
(x, y, z)T and angular (φ, θ, ψ)T error analysis of the corrected robot
trajectory. It can be observed that all 6 state vector components stay bounded.
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Fig. 8. This figure shows the 3D reconstruction capabilities of the algorithm.
The top image shows a part of a corridor of our lab reconstructed as a point
cloud. The image below shows the learned planes included in the SPmap
representing the same scene. These planes are visualized as alpha-shapes
using the supporting point information. The two bottom images show a
reconstructed office based on 7 aligned scans. Note that the bottom image
represents a part of the above images showing clearly distinguishable details
like for example a computer, a working person, a trash can and a lamp.


