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ABSTRACT

Evaluation of the performance of video segmentation algo-
rithms is important in both theoretical and practical consid-
erations. This paper addresses the problem of video segmen-
tation assessment, through both subjective and objective ap-
proaches, for the specific application of video surveillance.

After an overview of the state of the art technique in
video segmentation objective evaluation metrics, a general
framework is proposed to cope with application dependent
evaluation assessment. Finally, the performance of the pro-
posed scheme is compared to state of the art technique and
various conclusions are drawn.

1. INTRODUCTION

Segmentation of objects in image sequences is a crucial task
for a wide variety of multimedia applications such as video
object coding, manipulation and identification. The ideal
goal of segmentation is to identify the semantically mean-
ingful components of an image and to group the pixels be-
longing to such components. While it is very hard to seg-
ment static objects in images, it is easier to segment moving
objects in video sequences. Once the moving objects are cor-
rectly detected and extracted, they can serve for a variety of
purposes.

In this paper, we do focus on a specific application of
video analysis through segmentation, surveillance. Human
viewers are asked to assess the quality of segmented objects
for a “video surveillance scenario”.

Subjective segmentation evaluation is necessary to study
and to characterize the perception of different artifacts on the
overall quality for different applications, but once this task
has been accomplished successfully and an automatic proce-
dure has been devised, systematic subjective evaluation can
be avoided. In order to compare the performance of two ob-
jective metrics, in this paper, the subjective opinions are com-
pared to their objective results. The first objective measure
has been previously proposed in [1] for a general scenario
and in this paper, its parameters are specifically tuned for the
video surveillance framework. The second objective metric
has been proposed by Nascimento et al. [2].

In literature, although several quality measures have been
developed for still image segmentation, they are not directly
applicable in an efficient manner to video object segmenta-
tion or tracking.

We distinguish between video object segmentation and
tracking evaluation since they are two different matters de-
spite being related. Video tracking is the process of locating
a moving object (or several ones) in time using a camera. An
algorithm analyzes the video frames and outputs the location
of objects as a function of time, optionally in real time. It

is mainly used in video surveillance systems. The issues in-
volved in video object tracking are different from those of
video object segmentation evaluation since the ground truth
on which these algorithms compare their performance is dif-
ferent. In fact, video surveillance systems concern algo-
rithms for detecting, indexing and tracking moving objects
and this evaluation requires specific considerations as fol-
lows. The ideal output (ground truth) of a tracking system
can be of two types: bounding box and/or center of gravity.
In the former case, regions that contain the detected moving
objects of interest are segmented with a set of rectangular
areas called bounding boxes as shown in Fig. 1 (a) and (b).
Detection and false alarms rates in this case are derived by
counting how many times interesting and irrelevant regions
are detected. In the latter, the manual ground truth consists
in a set of points that define the trajectory of each object in
the video sequence (center of gravity) as depicted in Fig. 1
(c). In this case, the motion detection and tracking algorithm
is then run on the video sequence and tracking results and
ground truth centers of gravity are compared to assess track-
ing performance.

This paper does not directly evaluate tracking perfor-
mance but proposes an alternative way to reach the same ob-
jectives.

Figure 1 (d) depicts the original frame and (e) shows the
result of an ideal video object segmentation - ground truth.
As depicted, it does not represent a binary detection prob-
lem. Several types of errors (such as shape errors along the
boundaries of the object, content similarity, etc.) should be
considered (not just mis-detection and false alarms). Thus,
proposed tests based on the selection of rectangular regions
with and without objects are unrealistic since practical seg-
mentation algorithms have to segment the image into fore-
ground –objects of interest– and background.

Section 2 presents the state of the art evaluation metrics
for video object tracking evaluation [3, 4, 5, 6, 2]. In partic-
ular, the details of Nascimento et al. [2] metric, mqm, that
will be used in the comparison with the proposed applica-
tion dependent metric (see Sec. 3), PST, are given. For an
overview on the state of the art of video object segmentation
evaluation [7, 8, 9, 10, 11, 12, 13, 14] the reader is referred
to [1, 17].

2. STATE OF THE ART

Recently, a number of measures have been proposed for
video object tracking evaluation. Since we are interested in
how the object is segmented for different applications and the
evaluation of tracking raises different problems, the reader is
introduced to fora such as PETS [15] and CAVIAR [16] for
a complete overview on that issue.
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(a) (b) (c) (d) (e)
Figure 1: (a) and (b): samples of ground truth for tracking evaluation through bounding box for ‘Highway’ video sequence.
(c): sample of ground truth for tracking evaluation through center of gravity for ‘Hall’. Sample of original video sequence
‘Group’ in (d) and the corresponding ideal object segmentation (ground truth) in (e).

Table 1: Objective Measures used in evaluating video track-
ing systems.

Measure Source

False Alarm El. [6], Nasc. [2], Ol. [3], Ob. [4]
Misdetection El. [6], Nasc. [2], Ol. [3], Ob. [4]
Split and/or Merge El. [6], Nasc. [2], Ob. [4]
Area Matching El. [6], Nasc. [2]
Occlusion manag. El. [6]
Center of gravity El. [6], Senior [5]

In the following, we will refer to some representative
works [3, 4, 5, 6] that can be found in the literature and
specifically to Nascimento and Marques’s metric [2] that can
be applied also to a more general object segmentation eval-
uation case. Table 1 shows all the state of the art methods
described here and grouped by measure.

Standard measures used in communication theory such as
mis-detection rate, false alarm rate and Receiver Operating
Characteristics (ROC) are used in [3, 4]. An ROC curve is
generated by computing pairs (Pd ,Pf ), where Pd is the prob-
ability of correct signal detection and Pf is the false alarm
probability. For example, Oberti et al. [4] compute the false-
alarm (Pf ) and the mis-detection probabilities (1 − Pd) on
the basis of discrepancies between the resulting objects and
matching area (false alarm) or between the reference area and
the matching one (mis-detection). The global performance
curve summarizing the curves obtained under different work-
ing conditions is obtained by imposing an operating condi-
tion (Pf = 1−Pd) and by plotting the corresponding values
against different values of the variable of interest (scene com-
plexity, distance of objects from sensors).

In Oliveira’s metric [3], a specific parameter of the track-
ing algorithm is varied and the false alarm/detection and
split/merge rates are plotted against it. Senior et al. [5] em-
ployed the trajectories of the centroids of tracked objects and
their velocities to evaluate their discrepancy measures.

An interesting framework for tracking performance eval-
uation which uses pseudo-synthetic video is adopted by El-
lis [6]. Isolated ground truth tracks are automatically selected
from the PETS2001 dataset, according to three criteria: path,
color and shape coherence (in order to remove tracks of poor
quality). Pseudo-synthetic video are generated by adding
more ground truth tracks and the complex object interactions
are controlled by the tuning of perceptual parameters. The
metrics used are similar to those in the previously described
works: tracker detection rate, false alarm rate, track detection
rate, occlusion success rate, etc.

However, these approaches have several limitations. As
already mentioned, object detection can not be considered
as a simple binary detection problem. Several types of er-
ror should be considered and just mis-detection and false
alarms are not enough. For example, the proposed test in [5]
is based on employing the centroid and areas of rectangular
regions but practical algorithms have to segment the image
into background and foreground and do not have to classify
rectangular regions selected by the user.

To overcome these limitation Nascimento and Mar-
ques [2] used several simple discrepancy metrics to classify
the errors into region splitting, merging or split-merge, de-
tection failures and false alarms. In this scenario, the most
important thing is that all the objects have to be detected
and tracked along time. Object matching is performed by
computing a binary correspondence matrix between the seg-
mented and the ground truth images. The advantage of this
method is that ambiguous segmentations are considered (e.g.,
it is not always possible to know if two close objects corre-
spond to a single group or a pair of disjoint regions: both
interpretations are adopted in such cases). In fact, by ana-
lyzing this correspondence matrix, the following measures
are computed: Correct Detection (CD): the detected region
matches one and only one region; False Alarm (FA): the de-
tected region has no correspondence; Detection Failure (DF):
the test region has no correspondence; Merge Region (M):
the detected region is associated to several test regions; Split
Region (S): the test region is associated to several detected
regions; Split-Merge Region (SM): when the conditions M
and S simultaneously occur.

The normalized measures are obtained by normalizing
the amount of FA by the number of objects in the segmen-
tation, NC, and all the others by the number of objects in the
reference, NR, and finally by multiplying the obtained num-
bers by 100. The object matching quality metric at frame
k, mqm(k), is finally given by:

mqm(k) = w1 ·
CD(k)

NR
+w2 ·

FA(k)
NC

+w3 ·
DF(k)

NR

+ w4 ·
M(k)
NR

+w5 ·
S(k)
NR

+w6 ·
SM(k)

NR
(1)

where wi are the weights for the different discrepancy met-
rics. The overall metric mqm is the sum of mqm(k) along
all the frames k. It is evident that this metric is able to de-
scribe quantitatively the correct number of detected objects
and their correspondence with the ground truth only, whereas
the metric described in the next section is able to monitor in-
trinsic properties of the segmented objects such as shape ir-
regularities and temporal instability of the mask along time.



3. APPLICATION DEPENDENT METRIC

In [1, 17], five different clusters of errors have been recog-
nized as typically produced by the most common segmenta-
tion algorithms. Added region is the over-segmented part
of background disjoint from the correctly segmented ob-
jects. Added background is the over-segmented part of
background attached to the correctly segmented object. In-
side holes are under-segmented parts completely inside the
objects. Border holes are under-segmented parts directly on
the border of the objects. Flickering is the temporal variation
of any of the above described artifacts. The proposed objec-
tive metric is defined on two kinds of metrics, namely the
objective metric and the perceptual metric. First, the objec-
tive metric classifies and quantifies the deviation of the seg-
mentation result from the reference. Second, segmentation
errors are measured through the proposed objective criteria
and their perception is studied and characterized by means of
subjective experiments. Finally, the perception of segmenta-
tion errors is modeled and incorporated in the proposed per-
ceptual metric. The novelty of this approach consists in:
• tuning the parameters according the specific application;
• classifying the different clusters of error pixels according

to the following characteristics: whether they do or they
do not modify the shape of the object and afterward their
size.

Border holes, Hb, and added backgrounds, Ab, modify the
shape while inside holes, Hi, and added regions, Ar preserve
the segmented object shape (see [17]). The linear combina-
tion of the perceptual spatio-temporal metric PST for each
artifact provides the proposed application dependent objec-
tive metric:

PST = a ·PSTAr +b ·PSTAb + c ·PSTHi +d ·PSTHb (2)

The perceptual weights a, b, c, and d can be tuned according
to the application and have been found by means of subjec-
tive experiments [17] for the general scenario case: a = 2.86,
b = 4.50, c = 4.77, d = 5.82. For further details on this ob-
jective metric, the reader is referred [17].

The expected segmentation quality for a given applica-
tion can often be translated into requirements related to the
shape precision and the temporal coherence of the objects
to be produced by the segmentation algorithm. Video se-
quences segmented with high quality should be composed of
objects with precisely defined contours, having a perfectly
consistent partition along time.

A large number of video segmentation applications can
be considered and typically they have different requirements.
A full classification of segmentation applications into a set of
scenarios, according to different application constraints and
goals can be found in [18]. The setting up of a subjective
experiment differs for each kind of application. Therefore,
we have focused our experiments on video surveillance.

Video surveillance is a typical case where knowledge of
the specific application can be used to tune the parameters of
the evaluation metric: undetected objects or over segmenta-
tion will have a bigger impact on the overall annoyance than
changes in the shape of the correctly detected objects.

In order to evaluate different segmentation algorithms in
the context of a video surveillance applications, the segmen-
tation results (see next section) and the reference segmen-
tation have been used to produce test video sequences where

the object boundaries detected by the segmentation algorithm
have been underlined by a colored contour on three original
sequences used in this experiment: ’Group’, ‘Hall monitor’
and ‘Highway’ as depicted in Fig. 2.

Section 4 presents how the subjective experiments have
been carried out for the specific application. The correlation
between the subjective scores and the objective results are
analyzed in Sec. 5. In that section, an analysis is carried out
to determine how to tune the metric parameters according to
the specific application.

4. SUBJECTIVE EXPERIMENTS

The experimental methodology is composed of a five-step
procedure as described in [17]: oral instructions, training,
practice trials, experimental trials and interview. After a gen-
eral introduction on segmentation, the typical artifacts are
shown and the original video with the correspondent seg-
mented video are shown as in Fig. 1 (e) and (d). After this
introduction the specific application is explained and the cor-
responding segmentations are shown in the training stage as
depicted in Fig. 2.

For a specific application such as video surveillance a ad
hoc protocol is needed. In the following, a summary of the
instructions given to the subjects are described: “[..] Video-
surveillance systems are used in different fields: monitoring
the traffic to detect incidents or jams, analysis of the human
behavior to identify thefts, brawls or other dangerous situ-
ations, security of reserved zones to control the access of a
non-authorized person or of abandoned objects. The seg-
mentation can be employed by these systems to identify all
the objects in the scene and then detect anomalous situations.
For instance, one could introduce a post-processing block for
face detection and recognition that activates an alarm if the
segmented person is not authorized. Also in less sophisti-
cated systems, where the shots are shown on the monitor and
directly controlled by human operators, the segmentation in-
formation can be useful to help them in their task through
a scene representation as in Fig. 2, with the highlighted ob-
jects. Since these systems work in real time, an essential re-
quirement for the algorithms is a low computational cost and
what is important is that all the objects are identified and en-
tirely cut out because an only partially detected object could
generate an error in the successive phases[..]” (see [17] for
further details).

In the experiments, seven static background segmenta-
tion methods were chosen. They are reported in Tab. 2 and
reviewed in [1]. The approaches of the selected representa-
tive algorithms differ in using various features such as color,
luminance, edge, motion and combinations of them. For fur-
ther details the reader is referred to the corresponding ref-
erences reported Tab. 2. Table 2 also shows the subjective
ranking during the interview stage of the subjective experi-
ment. This table reports the tested algorithms from the least
to the most annoying and a brief description of the artifacts
that are typically introduced.

The test group was composed of 35 subjects aged be-
tween 23 and 41 (with 8 females). The subjects were asked
one question after each segmented video sequence was pre-
sented, “How annoying was the defect relative to the worst
case example in the sample video sequences?”. The subject
was instructed to enter a numerical value greater than 0. The
value 100 was to be assigned to artifacts as annoying as the
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Figure 2: Sample frames for video surveillance segmentation application ‘Group’, ‘Hall monitor’ and ‘Highway’.

Table 2: Description of segmentation algorithms artifacts and
their perceived strengths gathered in the interview stage.

Algorithm Artifacts Strength
added background low

Shen [19] border holes low
added regions medium

Jabri [20] added background low
Horprasert [21] border holes medium
François [22] added background high

inside holes medium
McKenna [23] border holes medium

flickering medium
inside holes high

Image Differencing border holes high
flickering medium
added regions high

Kim [24] added background high
flickering high

most annoying artifacts in the sample video sequences. The
subjects were then told that different artifacts would appear
combined or alone and they should rate the overall annoy-
ance in both cases. During the experimental trials, subjects
were asked to evaluate the segmentation regarding the spe-
cific application for the tested segmentation algorithms re-
ported in Tab. 2. The total number of test sequences for
this experiment was 24 which included 3 original video se-
quences (‘Hall monitor’, ‘Highway’,‘Group’) × 8 segmenta-
tion algorithms (the reference and the real segmentation al-
gorithms described in Tab. 2).

5. EXPERIMENTAL RESULTS

In this section, three different issues are investigated. First,
the performance of the proposed perceptual application de-
pendent metric, PST, is analyzed and compared to the state
of the art metric, mqm. Second, the parameters of the novel
metric are optimized according to specific application. More-
over, the results of the metric are used to discuss the per-
formance of the selected state-of-the-art segmentation algo-
rithms according to the scenario.

The performance of the proposed PST metric is analyzed
in terms of correlation coefficients with the obtained subjec-
tive Mean Annoyance Values, MAV . The linear correlation
coefficient of Pearson and the non-linear (rank) correlation
coefficient of Spearman are calculated in order to correlate
the subjective and the objective results. The objective results
have been plotted versus the subjective annoyance values for
the surveillance framework and the Pearson and Spearman
correlation coefficients are reported in Tab. 3. The correla-

tion coefficients for the perceptual metric, PST are larger
(Pearson= 0.86, Spearman=0.77) compared to the state of
the art matching quality metric mqm, showing a good perfor-
mance of the proposed application dependent metric. It has
to be mentioned that the proposed perceptual metric parame-
ters have been derived on the basis of subjective experiments
on synthetic artifacts. By testing the metric performance on
real segmentation algorithms, it has shown its reliability also
in the case of real artifacts. The perceptual metric predicts
automatically the segmentation quality in a similar way hu-
man subjects perceive it (i.e. clusters of errors) and outper-
forms the state of the art metric which does not include per-
ceptual factors.

Our evaluation metric has been proposed for general pur-
pose segmentation with an ideal segmentation at hand. As
mentioned, it is important when evaluating the performance
of an algorithm to have a priori knowledge on the specific
application it is addressing. A novelty in the proposed met-
ric is that the a, b, c, d parameters in Eq. (2) can be easily
adjusted depending on application by performing a nonlin-
ear least-squares data fitting using the subjective mean an-
noyance values (MAV ). Thus, on the basis of the subjective
experiment, the best metric parameters have been also com-
puted (a = 8.96, b = 6.48 c = 11.30 d = 4.06) by maximizing
the correlation coefficients (Pearson=0.91, Spearman=0.85)
for the surveillance scenario. Therefore, in this application,
the biggest annoyance weights are given to added regions
and inside holes. This can be explained by the fact that
human viewers in the surveillance scenario pay attention to
mis-detected or over-detected objects that could lead to false
alarms (in case of erroneous detection of background parts as
moving objects) and missed alarms (in case of mis-detection
of moving objects).

If the performance of the segmentation algorithms are
considered in details for the surveillance case, the best one
in both subjective and objective (see [17]) evaluation is given
by Shen. This is due to the fact that almost no false alarms
or missed alarms are caused by this segmentation. In fact,
neither added regions nor missing objects are ever produced.
Only few border holes and added backgrounds are present
due to the integration of the motion information and a more
sophisticated classification part. Kim gives the worst results
due to under-segmentation and over-segmentation depending
on the threshold sensitivity and the incorrect contour filling.

6. CONCLUSIONS

A study on real artifacts produced by typical video object
segmentation algorithms has been carried out to test the pro-
posed perceptual metric in the video surveillance scenario.
To the best of our knowledge, a comparison among differ-
ent state of the art video object segmentation systems has
received little attention by the image processing community



Table 3: Correlation coefficients between the objective met-
rics (PST and mqm) and subjective results (MAV values)
for all the test video sequences in generic and compression
frameworks. PST metric parameters: a = 2.86, b = 4.50,
c = 4.77, d = 5.82

‘Video Surveillance’
Metric Pearson Spearman
mqm 0.72 0.65
PST 0.86 0.77
PST (opt.) 0.91 0.85

so far, as well as the study of their performances for differ-
ent applications. Seven state of the art segmentation algo-
rithms have been chosen as typical and analyzed objectively
with two metrics. The perceptual objective metric PST is
able to predict the subjective quality as perceived by human
viewers according to specific applications. The results show
both the better performance of such a metric when compared
against the state of the art, mqm metric and its adaptability to
take into consideration different segmentation applications.
The optimal perceptual parameters have been found for the
surveillance segmentation application.
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