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École Polytechnique Fédérale de Lausanne (EPFL)

Signal Processing Institute Technical Report

TR-ITS-2006.11

October 2, 2006

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Infoscience - École polytechnique fédérale de Lausanne

https://core.ac.uk/display/147921152?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


ITS TECHNICAL REPORT 2

Tracking Atoms with Particles
Gianluca Monaci, Pierre Vandergheynst Emilio Maggio, Andrea Cavallaro

Signal Processing Institute Dept. of Electronic Engineering
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Abstract

We present a general framework and an efficient algorithm fortracking relevant video structures. The structures
to be tracked are implicitly defined by a Matching Pursuit procedure that extracts and ranks the most important image
contours. Based on the ranking, the contours are automatically selected to initialize a Particle Filtering tracker. The
proposed algorithm deals with salient video entities whosebehavior has an intuitive meaning, related to the physics
of the signal. Moreover, as the interactions between such structures are easily defined, the inference of higher level
signal configurations can be made intuitive. The proposed algorithm improves the performance of existing video
structures trackers, while reducing the computational complexity. The algorithm is demonstrated on audiovisual
source localization.

Index Terms

Video signal processing, tracking, feature extraction, audiovisual processing, sparse signal representation.

I. INTRODUCTION

Object tracking is usually performed based on an appropriate description of the appearance of a target, either at
a global or local level. Examples of global descriptions aresimple templates [1], color histograms [2], or active
appearance models [3]. Examples of local analysis are the methods developed to independently track and match
feature points. The seminal work in this field is the KLT tracker [4] where stable corners are detected and then
their appearance is represented by an affine invariant template computed on a small region around the point. The
points detected at subsequent frames are matched based on the appearance. More advanced feature point detectors
have been proposed to account for rotation, scale changes ofthe underlying object structures [5]. All the above
mentioned methods are designed from a tracking-centric point of view : (i) stable structures are used to facilitate
tracking, and (ii) the representation is designed to reduceambiguity between feature points [6]. The interpretation
of the information obtained after tracking in the context ofthe considered signal is postponed to a subsequent
analysis stage. But are stable structures also relevant from a signal representation point of view?

We argue that a signal-centric (as opposed to a tracking-centric) representation can extend the application of
a feature tracking system by fusing analysis and tracking ina single general framework. The ability of tracking
relevant structures of moving images would provide spatio-temporal information that is intrinsically meaningful for
the representation of the video signal. Considering natural image sequences composed of successive 2D projections
of 3D objects describing smooth trajectories through time,one usually assumes that image sequences are well
modeled by smooth transformations of a reference frame [7].In this context, relevant video features are time-
evolving oriented edges that describe concisely the geometric structures of a scene and their temporal evolution [8].
In general, a large variety of geometric structures can be found in a video sequence. A signal representation
capable of exploiting video structural properties while keeping generic and flexible enough should then be used. Such
properties are introduced into the video feature extraction process, considering spatio-temporal video approximations
using redundant codebooks of geometric primitives calledatoms. Local deformations are then propagated over time
by updating the atoms’ parameter field in order to approximate the succession of frames.

An algorithm that aims at representing video sequences as a sum of relevant video structures for coding purposes
was proposed in [8]. This method decomposes using Matching Pursuit (MP) a reference frame as a sparse sum
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Research and of the UK Engineering and Physical Sciences Research Council (EPSRC), under grant EP/D033772/1.
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of atoms taken from a redundant dictionary [9]. These structures are then tracked through time, decomposing the
subsequent frames with a modified MP algorithm that usesa priori information inherited from previous frames [8,
10]. Although effective for audiovisual source localization and separation [11, 12], this video MP algorithm is
formally and computationally complex. Here we want to formalize the atom tracking problem in a more agile and
well grounded fashion, in order to allow an easier and more intuitive understanding of the results. This should
allow as well to improve and extend in a natural and elegant fashion the proposed algorithm, as we will discuss
in the last section of the manuscript. We also want the tracking method to employ a strategy that allows to reduce
the computational load of the algorithm. In addition, we want to underline that the method introduced in [8]
was designed as a coding algorithm. This poses some problemsfrom the tracking point of view. First of all, the
parameters of the video atoms were coarsely quantized to achieve better compression performances, introducing
tracking errors. Secondly, atoms are followed from one frame to the other using a search window of limited size,
since, as in most video coding schemes, it is less expensive to code a new object than to encode the difference
between two very different entities. This however limits the robustness and flexibility of the tracker.

In this report, we formalize the atom tracking problem to enable a more intuitive interpretation of the decomposi-
tion results and we reduce the computational complexity of the atom tracking scheme. The tracker is automatically
initialized by representing the first frame of a sequence as acombination of edge-like functions. These functions are
retrieved from a redundant dictionary of atoms using MP. In contrast to classical tracking algorithms, the structures
to be tracked are implicitly defined by MP that picks the most relevant image contours. Such visual features are
then tracked using one of the most popular tracking algorithm, Particle Filter (PF) [13–15]. In this way we put
the video atom tracking problem in the well grounded and understood framework of PF, which moreover ensures
robustness, flexibility and lower computational complexity than the video MP algorithm [8].

The structure of the report is the following : Section II presents the geometric video representation framework
based on MP and the tracking algorithm based on PF. In SectionIII experimental results of visual edge tracking and
of audiovisual source localization are presented. Finally, in Section IV achievements and future research directions
are discussed.

II. T RACKING OF GEOMETRIC V IDEO FEATURES

In the next sections the video representation and tracking algorithm is presented. Section II-A introduces the
adopted approach to sparse video representation based on the decomposition of the frames over redundant dictio-
naries of geometric primitives. Section II-B introduces the tracking strategy adopted to follow the video structures
across time based on Particle Filter.

A. Geometric Video Representation

Assuming that an imageI(x, y) can be approximated with a linear combination of atoms retrieved from a
redundant dictionaryDV of 2D atoms, we can write :

I(x, y) ≈
∑

x[n]∈Ω

c
x[n]Gx[n](x, y) , (1)

wheren is the summation index,cx corresponds to the coefficient for every atomGx(x, y) andΩ is the subset of
selected atom indexes from dictionaryDV . We also require that the representation issparse, i.e. the cardinality of
Ω is much smaller than the dimension of the signal. The decomposition of I(x, y) on an overcomplete dictionary
is not unique and several decomposition approaches have been proposed, like the method of frames [16], Matching
Pursuit [9] or Basis Pursuit [17]. We use here Matching Pursuit, an iterative greedy algorithm that selects the
element of the dictionary that best matches the signal at each iteration.

Each video frame is decomposed into a low-pass part, that takes into account the smooth components of images,
and a high-pass part, where most of the energy of edge discontinuities lays. The low frequency component is obtained
by low-pass filtering and downsampling the images in the sequence, using the Laplacian-pyramid scheme [18].
We employ here the FIR low-pass filter proposed in [19]. The high-pass frames are obtained by subtracting the
low frequency parts from the original frames. These high frequency residual frames which contain the geometric
structures of images, are represented using MP.
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Fig. 1. The generating functionG(x, y) described by Eq. 5.

The approach we consider here consists of decomposing a reference frame in terms of geometric 2D primitives
and tracking them through time. Thus, starting from the firstframe of the sequence,I1, MP iteratively picks up
the function belonging toDV that best approximates the imageI1. The first step of the MP algorithm decomposes
I1 as

I1 = 〈I1, Gx[0]〉Gx[0] + R1I1 , (2)

whereR1I1 is the residual component after approximatingI1 in the subspace described byG
x[0]. The functionG

x[0]

is chosen such that the projection|〈I1, Gx[0]〉| is maximal. At the next step, we simply apply the same procedure
to R1I1, which yields :

R1I1 = 〈R1I1, Gx[1]〉Gx[1] + R2I1 . (3)

This procedure is recursively applied, and afterN iterations we approximateI1 as

I1 ≈
N−1
∑

n=0

c
x[n]Gx[n] , (4)

wherec
x[n] = 〈RnI1, Gx[n]〉.

The dictionaryDV is built by varying the parameters of a mother function, in such a way that it generates an
overcomplete set of functions spanning the input image space. The choice of the generating functionG(x, y) is
driven by the observation that it should be able to representwell edges on the 2D plane. Thus, it should behave
like a smooth scaling function in one direction and should approximate the edge along the orthogonal one. We
use here an edge-detector atom with odd symmetry, that is a Gaussian along one axis and the first derivative of a
Gaussian along the perpendicular one (see Fig. 1). The generating functionG(x, y) is thus expressed as

G(x, y) = 2x · e−(x2+y2) . (5)

The codebook of functionsDV can be defined asDV = {Gx : x ∈ Γ}. Each atomGx = Uxg is built by
applying a set of geometrical transformationUx to the mother functionG(x, y). Basically, this set has to contain
three transformations :

• Translations~t = (tx, ty) all over the image plane.
• Rotationsθ to locally orient the function along the edge.
• Anisotropic scaling~s = (sx, sy) to adapt the atom to the considered image structure.

Any atomGx in the dictionary rotated byθ, translated bytx and ty, and anisotropically scaled bysx andsy can
thus be written as :

Gx(x, y) =
C

√
sxsy

· 2u · e−(u2+v2) , (6)
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Fig. 2. Sum of scalar products between the atoms representing the first frame of a sequence [Left], and average scalar product [Right],
plotted as a function of the number of considered functions.

whereC is a normalization constant and

u =
cos θ(x − tx) + sin θ(y − ty)

sx

, (7)

and

v =
− sin θ(x − tx) + cos θ(y − ty)

sy

. (8)

The reference frameI1 is thus decomposed into a set ofN geometric atomsG
x[n](x, y) that are tracked through

time.

B. Tracking Video Atoms Using Particle Filter

The tracking is performed using Particle Filter (PF), a parametric method which solves non-linear and non-
Gaussian state estimation problems [13–15] and can deal with multi-modal pdfs. Its robustness and flexibility
makes PF one of the most used tracking algorithm.

The reference image is represented withN atoms and the firstM atoms areindependentlytracked. This is mainly
motivated by the fact that we are interested to the main structures present in the video (i.e., the first functions of
the MP decomposition). If few atoms are considered, than their interactions are likely to be weak. One can measure
such interactions by computing the scalar products betweenthe atoms. If two atoms exhibit a large scalar product
(the atoms have unit norm, thus the maximum scalar product is1), their interaction is strong, while if it is small (i.e.
close to 0), their interaction is weak. Figure 2 shows the sumof the scalar products between the atoms representing
the first frame of a sequence [Left], and the average scalar product between atoms [Right], plotted as a function
of the number of considered functions. The total scalar product clearly increases with the number of atoms, since
there are more interactions between the structures. The average scalar product increases rapidly until when the
atoms added to the decomposition become very small since they represent small image details, giving low scalar
products with the other functions. In our experiments we will consider the firstM = 30 atoms selected by MP : as
a first approximation, it seems reasonable to consider the atoms independently since the interactions between them
are still limited. However, as highlighted in [20], neighboring functions can mutually influence each other and one
of the main future research directions will be the design of amethod that can account for the interactions between
atoms.

Each atomG
x[n](x, y) is fully characterized by the set of five parametersx[n], i.e. the position, scale and rotation

parameters that describe its shape. Thus each atom to track is an object in a five-dimensional state space. PF solves
the tracking problem based on the state equation

xt[n] = ft(xt−1[n],vt) , (9)

and on the measurement equation
zt[n] = ht(xt[n],nt) , (10)
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whereft and ht are non-linear and time-varying functions. The state variable xt describes the characteristics of
targetn at timet, and thus it defines thenth atom at framet. To simplify the notation, from now on the atom index
n will be omitted, since anyway the atoms are tracked independently. {vt}t=1,... and{nt}t=1,... are assumed to be
independent and identically distributed stochastic processes. The problem consists in calculating thepdf p(xt|z1:t)
at each time instantt. This pdf can be obtained recursively in two steps, namely predictionand update. The
prediction stepuses the state equation (9) to obtain the priorpdf as

p(xt|z1:t−1) =

∫

p(xt|xt−1)p(xt−1|z1:t−1)dxt−1 , (11)

with p(xt−1|z1:t−1) known from the previous iteration andp(xt|xt−1) determined by (9). When the measurement
zt is available, it is possible to perform theupdate stepusing the Bayes’ rule

p(xt|z1:t) =
p(zt|xt)p(xt|z1:t−1)

∫

p(zt|xt)p(xt|z1:t−1)dxt

. (12)

PF approximates the densitiesp(xt|z1:t) with a sum ofNs Dirac functions centered in
{

xi
t

}

i=1,...,Ns
as

p(xt|z1:t) ≈
Ns
∑

i=1

ωi
tδ
(

xt − xi
t

)

, (13)

whereωi
t are the weights associated to the particles and they are calculated as

ωi
t ∝ ωi

t−1

p(zt|xi
t)p(xi

t|xi
t−1)

q(xi
t|xi

t−1, zt)
. (14)

The functionq(·) is the importance density function which is often chosen to be p(xt|xi
t−1), as it is done here.

This leads toωi
t ∝ ωi

t−1p(zt|xi
t).

A re-sampling algorithm can then be applied to avoid the degeneracy problem [13]. In this case the weights are
set toωi

t−1 = 1/Ns ∀ i, and therefore
ωi

t ∝ p(zt|xi
t) . (15)

The weights are thus proportional to thelikelihood of the measurementzt given the particles. Here the natural
choice for the likelihood function is the projection of the candidate atom over the image, since we want to track
important video structures, i.e. video atoms exhibiting high projection on the image. This is also coherent with
the representational framework formulated in the previoussection. The likelihood of a candidate particle is defined
as the absolute value of the scalar product between the residual frame and the atom represented by the particle.
In order to favor candidates with high likelihood, this quantity is filtered with a Gaussian kernel centered in the
maximum likelihood value and with varianceσL, obtaining :

L(xi
t[n]) = exp

(

−
(LM

t [n] − |〈RnIt, Gx
i
t[n]〉|)2

2 · (σLLM
t [n])2

)

, (16)

with LM
t [n] = max(|〈RnIt, Gx

i
t[n]〉|) , i = 1, . . . , Ns. We want to underline that the atomG

x
i
t[n] is not projected

over the frameIt but over the residual at stepn of the decomposition,RnIt (see (3)). We will use the function
L to compute the weightsωi

t. Figure 3 shows the likelihood function of a candidate atom computed on a region
extracted from one of the analyzed clips. The re-sampling step derives the particles depending on the weights of
the previous step, then all the new particles receive a starting weight equal to1/Ns which will be updated by the
next frame filtered likelihood function.

The best state at the timet, x̂t, is the particlexi
t with biggest weight, pondered by a factor that takes into account

the similarity of the particle with the corresponding best state at timet − 1 :

x̂t = xM
t s.t. ωM

t = max(s(xi
t, x̂t−1) · ωi

t) . (17)

The functions is a Gaussian in the 5D parameters space. The value ofs(x,y) is maximum when the particlesx
andy coincide and it decreases exponentially as the distance betweenx andy in the parameters space increases.
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Fig. 3. Likelihood function of a candidate atom computed on aregion extracted from one of the analyzed clips. The function is clearly
multimodal, exhibiting peaks that have similar amplitude and that are spatially close.

Alternative strategies to compute the best state would be totake the particle with highest weight or to consider
the Monte Carlo approximation of equation (13) consisting in estimating the best state as the weighted sum of the
particles, as in [13]. However, it was observed that unstable, noisy atom trajectories were generated considering
simply the particles with largest weights, due to the multimodality of the posteriorpdfs, as can be seen in Fig. 3.
The Monte Carlo solution would produce more stable atom trajectories. However, in this case there is no guarantee
that the best state corresponds to an atom that matches areal visual structure, since several local maxima can be
present in the likelihood function (Fig. 3). This causes errors due to the fact that when thenth atom is found, it is
subtracted, multiplied by its coefficient, to the residual imageRn−1It to generate the new residualRnIt which is
used to calculate the successive atoms (see (3)). If then-th atom is not matching an image structure, its coefficient
(i.e. its projection over the residual image) will be very small and thus its contribution to the MP decomposition
will not be taken into account, inducing errors in the computation of the successive atoms.

The introduction of the weighting factors(x,y) results in a stabilization of the atoms tracks since the algorithm
tends to prefer states that are as similar as possible to the previous ones, except if relevant modifications of the
structures occur. At the same time, the representation of the scene is kept coherent. An example of PF with
re-sampling is shown in Fig. 4.

III. E XPERIMENTS

In this section we present the results of the atoms tracking algorithm with PF (MP-PF). We test the algorithm on
sequences representing one or two persons speaking and moving in front of a camera. The clips used for the tests
have been taken from the CUAVE database [21]1. The video data was recorded at 29.97 fps and at a resolution
of 480× 720 pixels. The size of the clips has been then reduced to 120× 176 pixels. We use a 5-dimensional
state model for PF composed of the target position,(x, y), the target sizesx and sy and the orientationθ. In all
experiments a zero-order motion model with fixedσtx

= σty
= 2, σsx

= σsy
= 0.03 andσθ = 3.5. Note that the

position change is in pixels while the scale is in percentageand the orientation in degrees. The Gaussian function
filtering the likelihood function hasσL = 0.05. PF tracker uses 150 samples.

A. Tracking of Video Atoms

In the first experiment, the proposed MP-PF approach is tested on four sequences representing one person
speaking and moving in front of the camera and it is compared with the video MP algorithm [8] (3D-MP). Sample
frames of two clips are shown in Fig. 5.

1Only the luminance component of the video sequences has beenconsidered.
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Fig. 4. Schematic representation of the Particle Filter algorithm.

Both trackers are initialized with the same video atoms using MP as described in Sec. II-A. The edges are then
tracked using a video MP approach in 3D-MP, while our proposed method tracks the video structures using PF
as detailed in Sec. II-B. In Fig. 5 the tracking results usingthe two algorithms are compared. The first and third
rows show the results obtained with the 3D-MP approach and the second and forth rows show the results for the
proposed MP-PF method. In the second part of the sequence (second and third frames) the subjects rapidly move
towards the left. The 3D-MP tracker looses the track of two edges in the first case and of one in the second, while
the MP-PF tracker does not. The same behavior has been observed in the other test sequences. While the 3D-MP
algorithm easily loose the track of fast moving edges, the MP-PF approach results more robust, even if errors
can be observed. In both sequences for example it happens that the yellow atom associated with the upper lip is
temporarily associated with the lower lip or the chin.

In the next section the proposed tracking method is integrated in the audiovisual fusion algorithm presented
in [11] to perform a cross-modal source localization task.

B. Audiovisual Source Localization

The analysis of audiovisual signals has received an increased interest in the last years. Each signal typically brings
some information about the others and their simultaneous processing can uncover relationships that are otherwise
unavailable when considering the sources separately. In their pioneering work, Hershey and Movellan [22] design
a simple algorithm to locate sounds using audio-video synchrony. The correlation between audio and video was
measured using the correlation coefficient between the energy of an audio track and the value of single pixels.
Successive studies in the field [23–27] focused on the statistical modeling of relationships between audio and video
features, proposing audiovisual fusion strategies based on Canonical Correlation Analysis [23, 27], Independent
Subspace Projections [25] and Mutual Information maximization [24, 26].

While research efforts appear to be concentrated in the development of audiovisual fusion strategies, it seems
that the features employed to represent the different signals are often basic and barely connected with the physics
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Fig. 5. Video atoms tracking. The footprints of different atoms are depicted with different colors. Results for the 3D-MP approach are on
the first and third rows and those for the MP-PF method are on the second and forth rows. From the second to the third frame thesubjects
rapidly move towards their left : the 3D-MP tracker looses the track of some edges, while the MP-PF tracker does not.

of the observed phenomena (e.g. video sequences are typically represented using time series of pixel intensities). A
representation of video signals based on visual geometric features tracked through time has been proposed in [11,
12, 28]. In these works, the trajectories of video structures have been successfully used to correlate audio-video
data and localize the sound source in the video exploiting cross-modal correlation.

In the second experiment, MP-PF is integrated in the audiovisual fusion algorithm [11] to perform a source
localization task. The audio-video features that are considered here are the same used in [11, 12]. The audio signal
is represented by a mono-dimensional feature that estimates the average acoustic energy. The video signal instead
is represented usingM = 30 video atoms and each atom has a feature associated describing its displacement.
Peaks are extracted from audio and video features andsynchronization vectorsare built [11]. The video atoms
exhibiting the highest degree of correlation with the audioare detected using a simple relevance criterion and the
sound source location over the image sequence is estimated.A sliding window of 70 frames length is used to
compute the synchronization vectors and to detect the videoatoms that are more correlated with the audio. The
observation window is then shifted by 20 samples and the procedure iterated.

We have tested the algorithm on four sequences of the CUAVE database (g19, g20, g21, g22) involving two
persons taking turn in reading series of digits in English. Figure 6 shows the results of the described approach
detecting the mouth of the speaker in two sequences where twopersons speak in turns in front of the camera. In
white are highlighted the footprints of the video atoms found to be correlated with the soundtrack. The mouth of
the correct speaker is detected.

In order to quantify the accuracy of the proposed method the center of the speaker’s mouth in the test sequences
has been manually labelled. The active speaker’s mouth is considered to be correctly detected if the position of
the most correlated video atom falls within a circle of diameter D centered in the labelled mouth center. If several
atoms are chosen, an atoms’ centroid is estimated whose position on the image plane is given by the average of
the single atoms coordinates. Correlated atoms are detected every 20 frames, thus mouth labels are placed with
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Fig. 6. Frames from clipsg19 [Top] andg21 [Bottom]. The footprints of the most correlated atoms are highlighted. The mouths of the
correct speakers are detected.

Clip Nock[24]∗ Monaci[11] Proposed
g19 41 87 94
g20 93 93 93
g21 79 81 78
g22 79 87 80

TABLE I

RESULTS EXPRESSED IN PERCENTAGE OF CORRECT DETECTIONS. ∗VALUES SHOULD BE CONSIDERED AS INDICATIVE(SEE TEXT).

this same frequency throughout each sequence, and performances are evaluated at test points distant 20 samples
one from the other. The value of the diameterD is set to 50 pixels. This value has been chosen so that we can
compare the results with those presented in [24] and [11].

Nock and colleagues [24] propose a method to detect the mouthof the speaker founding the image zone over
which the mutual information between audio and video features is maximized. As in our algorithm, in [24] mutual
information values are estimated using a sliding time window of 60 frames that is shifted in time with steps of
30 frames. The goodness of the detection is assessed using the criterion that we use here, with the only difference
that in [24] the speaker’s mouth is considered to be correctly located if it is placed within asquareof 200× 200
pixels centered on the manually labelled mouth center. Thus, taking into account a downsampling factor of 4 that
we have applied to the video sequences, the areas of correct mouth detection are comparable. However, we must
note that the test clips used in [24] could not exactly coincide with those used in this paper, since the original
sequences have been cropped in both cases. In contrast, the results presented in [11] are obtained using exactly
the same test sequences. The main differences between the algorithm presented here and the one in [11] basically
consist in the video edge tracking approach (here we use MP-PF, while in [11] the 3D-MP approach is used) and
in the different number of atoms considered. We consider 30 atoms here and not 40 as in [11] because, as already
underlined in the previous section, we track the atoms independently : the higher the number of atoms, the stronger
are their interactions, as exemplified by Fig. 2. In [11] interactions between atoms are taken into account and thus
this aspect is not an issue.

Table I summarizes the results obtained for the three methods in term of percentage of test points at which the
speaker’s mouth is correctly detected. Note that there could be no perfect coincidence between the test sequences
used in [24] and those used in [11] and here, thus the results for Nock’s algorithm should be considered only as
indicative. As already shown in [11], the use of geometric video decompositions combined with an audio-video
event detector in general improves the results obtained by Nock and colleagues. The proposed method obtains
detection performances similar to those of Monaci’s algorithm, slightly improving previous results for sequence
g19 but obtaining inferior performances on clipg22.

The MP-PF method improves the tracking performances of the 3D-MP tracking algorithm, as shown by the
results in Fig. 5. This is indeed interesting considering that the 3D-MP algorithm, even without jointly tracking
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groups of structures, takes into account atoms’ interactions, which was demonstrated to increase the accuracy of the
3D-MP approach [20]. We argue that a MP-PF algorithm that takes into account atoms’ dependencies would correct
tracking errors due to atoms’ interactions (Fig. 5) and would allow to improve the audiovisual localization results,
that by now are essentially equivalent to those obtained using 3D-MP (Table I). Concerning the computational
complexity, we have tested the two methods on a video sequence whose 30 principal video atoms were tracked
through time. The MP-PF algorithm clearly outperforms the 3D-MP approach, resulting approximately 7 times
faster.

IV. D ISCUSSION

We presented a new framework and an efficient algorithm to represent and track relevant video structures. The
proposed method improves the 3D-MP video representation algorithm presented in [8], which is designed as a coding
algorithm and poses problems from the tracking point of view. The parameters of the video atoms are in fact coarsely
quantized to achieve better compression performances, introducing tracking errors. Moreover, atoms are tracked
using a search window of reduced size, which limits the robustness and accuracy of the tracker. These limitations
are overcame by defining the video atom tracking problem in the well grounded and understood framework of PF,
which ensures robustness, flexibility and lower computational complexity than the 3D-MP algorithm.

Experiments show that the proposed tracker is more robust and accurate than the 3D-MP one, while being
considerably less time consuming. The audiovisual source localization algorithm, however, does not improve
accordingly. This is mainly due to the fact that while in [11]the 3D-MP algorithm takes into account atoms’
interactions, the current MP-PF method does not. This in certain situations produces less stable atoms trajectories
because of interferences between atoms, as shown in Fig. 5. However these results show that there is room for
further improvements by designing a mechanism that accounts for the interactions between video atoms. The
tracking framework developed in this paper seems to be appropriate to continue the evolution of our system.
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