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Abstract—\We measure and analyze the single-hop packet delay cantly from that of the Poisson traffic model [2], [3]. Follow-up

through operational routers in the Sprint Internet protocol (IP)

backbone network. After presenting our delay measurements
through a single router for OC-3 and OC-12 link speeds, we
propose a methodology to identify the factors contributing to

work shows that the wide-area network traffic is multifractal and
exhibits varying scaling behavior depending on the time scale
[4]. Recent work reveals that the queueing behavior can be ap-

single-hop delay. In addition to packet processing, transmission, Proximated differently depending on the link utilization [5].

and queueing delay at the output link, we observe the presence of

The above analyses, however, have been based on packet

very large delays that cannot be explained within the context of a traces collected from a single link and fed into an output buffer,

first-in first-out output queue model. We isolate and analyze these
outliers.
Results indicate that there is very little queueing taking place

whose size and service rate vary. We are not aware of any
measurement of the queueing delay on operational routers. The

in Sprint's backbone. As link speeds increase, transmission delay difficulty in measuring single-hop delay in a real network is
decreases and the dominant part of single-hop delay is packet pro- threefold.

cessing time. We show that if a packet is received and transmitted
on the same linecard, it experiences less than 205 of delay. If the
packet is transmitted across the switch fabric, its delay doubles in
magnitude. We observe that processing due to IP options results
in single-hop delays in the order of milliseconds. Milliseconds of
delay may also be experienced by packets that do not carry IP op-
tions. We attribute those delays to router idiosyncratic behavior
that affects less than 1% of the packets. Finally, we show that the
queueing delay distribution is long-tailed and can be approximated
with a Weibull distribution with the scale parameter ¢ = 0.5 and
the shape parameterb = 0.6 to 0.82.

Index Terms—Link utilization, queueing delay, single-hop delay
measurement.

. INTRODUCTION

ELAY IS A key metric in data network performance and

a parameter in Internet service providers’ (ISPs) service

» Packet timestamps must be accurate enough to allow the
calculation of the transit time through a router. This re-
quires in particular that the measurement systems: 1) offer
sufficient resolution to distinguish the arrival times of two
consecutive packets and 2) are synchronized to an accu-
rate global clock signal, such as global positioning system
(GPS). These two conditions need to be met so that the
maximum clock skew between any two measurement
cards is limited enough to allow accurate calculation of
the transit time of a packet from one interface to another
interface of the same router.

» The amount of data easily reaches hundreds of gigabytes.
Data from input and output links need to be matched to
compute the time spent in the router.

* Routers have many interfaces; tapping all the input and
output links to have a complete picture of the queueing

level agreements. In the Internet, packets experience delay due behavior of any single output link is unrealistic in an op-

to transmission and propagation through the medium, as well

erational network.

as queueing due to cross traffic at routers. The characteristicsVe have designed a measurement system that addresses
of the traffic have significant impact on the queueing delathe first two of the above difficulties, and deployed it in the
Willinger et al. first reported that network traffic is self-similar Sprint tier-1 Internet protocol (IP) backbone network to collect
rather than Poisson [1], and much research has been done spamket traces with accurate timestamps [6]. We use optical
to explore the consequences of non-Poisson traffic on queuedpijtters to capture and timestamp every packet traversing a link
delay. The fractional Brownian motion (FBM) model has beefsee details in Section II). We obtain the single-hop delay of
proposed to capture the coarse time scale behavior of netwpeckets by computing the difference between the timestamps
traffic, and results in queueing behavior that diverges signifit the input and output monitored links. The third difficulty is
not easy to overcome due to deployment cost and space issues.

Manuscript received August 18, 2002; revised February 25, 2003.
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'he various elements in single-hop delay. We identify the impact
that: 1) transmission across the switch fabric; 2) the presence of
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TABLE |
DETAILS OF TRACES

Set | Link Speed Date Start Time End Time # packets Avg. Util. 7 matches
1 inl 0C-3 Aug. 9,2001  16:56:33 UTC  02:56:07 UTC 793,528,684 70 Mbps 2 781.201
outl OC-3 Aug. 9,2001  16:56:00 UTC  02:56:07 UTC 567,680,718 60 Mbps T
5 in2 0OC-3 Aug. 9, 2001  16:56:03 UTC  17:41:04 UTC 28,213,976 30 Mbps 1. 175.674

out2 0OC-3 Aug. 9, 2001 16:56:04 UTC 17:41:04 UTC 48,886,948 50 Mbps

3 in3 OC-12  Sep. 5, 2001 05:00:3¢ UTC  11:17:11 UTC  1,386,697,577 150 Mbps 17.613.103
out3 OC-12 Sep. 3, 2001 05:00:34 UTC  11:17:11 UTC  1,116,885,094 250 Mbps T

4 ind OC-12  Sep. 5, 2001 05:03:15 UTC 17:32:50 UTC 157,518,386 6 Mbps 70 423,140

out4d OC-12  Sep. 5,2001  05:03:15 UTC  17:32:50 UTC 169,006,605 6 Mbps

IP options; and 3) increased output link speed have on the delay
experienced by packets through a single node. Surprisingly,

in addition to the expected elements, such as transmission,
queueing, and processing delays, we observe very long delays
that cannot be attributed to queueing at the output link. We use

a single output queue model to isolate these delays, and discuss ™~ |
their potential origins. Once the queueing delay componenthas =—] |----3

GPS clock
Signal

been quantified, we analyze its tail behavior in Section IV. We 7o iseﬁ
summarize our findings in Section V. E— |
-] |- Router

Il. DELAY MEASUREMENT

. . L EE—— itored link
We have designed passive monitoring systems that are ca- rontorec i

pable of collecting and timestamping the first 44 bytes of all IP === non-—monitored link

packets at link speeds up to OC-48 (2.5 Gbrs), using the D&%. 1. Configuration of monitoring systems in a PoP.

card [7]. These monitoring systems have been deployed on var-

ious links in four points of presence (PoPs) of the Sprint IP back- onitoring systems are attached to selected links inside a
bone. We have collected day-long packet traces, and analygg(b seven out of the eight selected traces were collected on
them off-line. Details about the measurement infrastructure Cf%ks attached to quad-OC-3 and quad-OC-12 linecards. Quad

be found in_[6]: ) linecards accommodate four equal speed interfaces, as shown
The monitoring systems are GPS synchronized and offefariy 1 packets may transit the router from one linecard to

maximum clock skew of gis. Details on the clock synchroniza-;ther get 1, set2), or from one interface of a linecard to an-
tion and possible errors in the accuracy _of our delay MeasUffner interface of the same linecack¢3).
ments can be fou_nd in [8]. C0n5|sten<_:y in the results_ obtainedi, Taple I, we present the architectural details of each
on more than 30 links, connected to different routers in all oy, 5 set collected. We denote each router participating in the
PoP, across multiple days, gives us confidence in the,accur?r‘f?!asurements with its own indek Data set1 and set2
of the single hop delay measurements presented in this papgfere collected through the same router (Routerl), and they
correspond to the forward and reverse direction of the same

A. Collected Data router path (the incoming link afet1 is the outgoing link of

We tap into the optical fiber and capture packets just beet2, andvice-versa. All data sets capture the behavior of the
fore they enter and right after they leave a router. We dendiath between two quad linecards, with the exceptioseaf4,
the packet arrival time at an input link &5, and the packet that corresponds to the path between a quad-OC12 card and a
departure at an output link, ;. For any given packet, single OC-12 card. Dataet1, set2, andset4 correspond to
the single-hop delay through the router is the difference b@easurements involving two different linecards, whergas

tween its arrival and departure timestam@@:) = T,,:(n) — corresponds to measurements collected on the same linecard.
T:n(n). This single-hop delay value corresponds to the total timie Section 111-B, we show how such architectural differences
a packet spends in a router. affect the delay values experienced by packets through a router.

Packet traces from more than 30 links, both OC-3 and OC-12, .

have been analyzed. In this paper, we use packet traces figmMatching Packets

four OC-3 links, collected on August 9, 2001, and four OC-12 The first step in our methodology is to identify those packets
links, collected on September 5, 2001. Those link pairs hatleat arrive on the input links and depart on the output links
been selected because they exhibit the highest delays obsewednonitor. We use hashing to match packets efficiently. The
among all our measurements. All packet traces were collecteaish function is based on the CRC-32 algorithm [9]. Only 30
on routers of the same manufacturer and of the same architiegtes out of the 44 bytes are hashed (including the source and
ture, running the same operating system version. We labetl@stination IP addresses, the IP header identification number
router’s inbound link asn, and a router’s outbound link @aat, and the whole IP header data part). The other fields are not
and refer to them as @ata setfor the remainder of the paper.used since they may be modified by the router (e.g., TTL) or
Table | provides further details about the eight traces analyzearry almost identical information in all IP packets (e.g., IP ver-
throughout the paper. sion field, TOS byte). Using the 24 least significant bits of the
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TABLE I
ARCHITECTURAL DETAILS FOR THE ROUTERSWHERE THE TRACESWERE COLLECTED
Set | From To Router Name  Same Linecard  Different Linecard
1 quad-OC3 quad-OC3 Router] Vv
2 quad-OC3 quad-OC3 Routerl N
3 quad-OC12  quad-OCl12 Router2 V4
4 | quad-OCI2 OCI12 Router3 v

CRC-32 value, the hash function offers an average load facfel(m)} across each 1 min interval for all four data sets. We ob-
of 5.7% when one million packets are hashed into a single tabderve first that the minimum delay is stable throughout all the
We decided to use hash tables of one million packets, becatrsees, while the average delay exhibits more oscillations and
one million average-sized packets transmitted at OC-3 spee@aisy drop as the link utilization decreases toward the evening.
correspond to time periods larger than one second. We assurhe minimum delay corresponds to the minimum amount of
that one second is the maximum delay a packet can experietinee a packet needs to go through a router. Therefore, given
through a single node. The hash table size is increased to fthat the minimum delay is constant throughout the day, there
million packets for the processing of the OC-12 traces for sirs at least one packet that experiences no queueing in each one
ilar reasons. minute interval.

To match packets, the traces are processed as follows. Th&he maximum delay is more variable than the average delay.
first million packets fronvut are hashed into a table calléf, It shows occasional spikes of a few milliseconds reaching up
and the timestamp of the last packet is recorded A5 ). Then, to 35 ms forset1 and 172 ms foset4. We also note that the
in order of arrival, each packet fromm is hashed and its key maximum delay remains consistently above 1 ms for the OC-3
value is used as an indexHh, . If table H; contains a packet for data sets, and 0.2 ms for the OC-12 data sets, even though the
that specific index, we compagdl 44 bytes of the two packets. average delay decreases. We provide possible explanations in
If they are the same, we have a match and we output a recordseftction 111-D.
all its 44 bytes, along with the timestamps for its arrival on link
in and departure on linkut. This process continues until weB. Step-by-Step Analysis of the Single-Hop Delay
reach a packet fronin that has a timestamp one second or Iess g 3 presents the empirical probability density function of
thane(H,). Then, we hash the next one million packets frorqld(m)}_/ 1 < m < M, along with various statistics on the
out and create a second hash table. BOt.h M, andH, are nnervight corner of each plot. Average delay values are around
used until the timestamp for a packet frdm is greater than 10 s for the OC-3 data sets and decrease by a factor of four
e(Hy). When this happengf; replaces;, and the processing when the link speed increases to OC-12. We see that 99% of

continues. the packets experience less than 1 ms of delay on OC-3 links.

Duplicate packets have been reported previously [10]. & the 0C-12 traces the 99th percentile of the single-hop delay

occasionally observe them in our traces (they account for Iﬁgtribution is below 10Q:s. However, the observed maximum
than 0.001% of our packets), and have paid special attentio ay is data set specific, reaching up to 35 mséni and
matching them. Duplicate packets have all 44 bytes identicg}s 1115 inset4. '

and, therefore, hash to the same value. In most cases, we finghere are three distinct peaks at the beginning of each den-
that only after a packet leftut, its duplicate arrived orin,  gjty fynction. Previous work by Thompsast al. reports that
making the classification unambiguous. We successfully matgh ot in the backbone do not have a uniform size distribution,
most duplicate packets with thg correct arrival and departyig; instead have three unique peaks at 4044, at 552-576, and
timestamps. In other cases, we ignore the matches. at 1500 bytes [11]. The sizes of 40 and 44 bytes correspond to
As a result of the above process, four tracestaitched  minimum_sized transmission control protocol (TCP) acknowl-
packets are produced. The numbers of matched packets @igment packets artdinetpackets of a single key stroke; 552
given in Table I. We use these traces in the next section a4 576 pyte packets correspond to default maximum transmis-
analyze the single-hop delay components. sion unit (MTU) sizes when path MTU discovery is not used by
a sending host; and 1500 byte packets correspond to the Ethernet
lll. DELAY ANALYSIS MTU size. In all data sets, more than 70% of the packets are 40-,
576-, and 1500-bytes long. We, thus, conjecture the three peaks

We start with generql_observatlo_ns on th_e delay_ MeasUi the beginning of the delay distribution to be related to the
ments. We plot the empirical probability density function of theacket size. To verify this conjecture, we group the packets of

measured single-hop delay, and quantify step-by-step its cgn- . L .
tributing factors. The outcome of this step-by-step analysis(‘[)lLOse three sizes, and separately plot the empirical probability

) . o nsity function of the delay experienced by packets of the given
itzeszi:ilgitll(\)/n of the output queueing delay, which is analyz%&ze. Each distribution has a unique peak that matches one of the

three peaks in Fig. 3. We now identify and quantify the factors
that contribute the same amount of delay for packets of the same
size.

We denote thexth matched packet as, and the total number 1) Transmission Delay on the Output Linl first cause
of matched packets for a given set bfy. Fig. 2 plots the min- is the transmission delayon the output link. Transmission
imum, average, and maximum values of the single-hop deldglay is proportional to the packet size and to the speed of

A. General Observations
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Fig. 2. Minimum, average, and maximum delay per minute for the matched packets of all four data setaxiis adjusted to the duration of the data set.
They axis spans between 1 and 100 ms foget1, set2, andset4. Forset3 they axis spans betweends and 10 ms, given that delays are much lower than
in the other three data sets. gt1 (OC-3). (b)set2 (OC-3). (C)set3 (OC-12), (d)set4 (OC-12).

the output link:l,, /Cout, Wherel,, is the length of thenth Fig. 5 indicates that there exists a linear relationship between
matched packet, and,, is the output link capacity.We refer the two metrics. This relationship is made explicit through a
to the difference between the total delay of packetind its linear regression. Given that all data sets feature an order of
transmission time on the output link as tleaiter transit tim¢ magnitude more packets for the size of 40, 576, and 1500 bytes,
denoted byi,, (m): d;,,(m) = d(m) — 1,/ Cout- The empirical those three packet sizes are more likely to provide us with accu-
probability density function ofl,,(m) is plotted in Fig. 4. rate minimum values for the router transit time. For this reason,
There still are three distinct peaks in the distribution, eveme rely on the measurements for these three packet sizes in
though they are less pronounced than in Fig. 3. This may indinear regression, and obtain (1)
cate that there is still a part of the router transit time that depends
on the packet size. 0.0213 - L + 25, for set1/set2
2) Minimum Router Transit TimeWhen a packet arrives at ~ d,in(L) = { 0.0089 - L + 7, for set3 @
a router, its destin.ation address i; looked up in the forwarding 0.0192 - L+ 18, for setd
table, the appropriate output port is determined, and the packet
is then transferred to the output port. Routers in our network doThe linear relationship between minimum router transit time
store-and-forward, as opposed to cut through [12]. This operrd packet size is consistent for the OC-3 data sets, and differs
tion imposes a minimum amount of delay everypacket, pro- for the OC-12 data sets. We notice that fet3 andset4 we
portional to its size, which is likely to explain those remainingeed two different equations to express the relationship between
peaks in Fig. 4. Below we quantify the minimum router transthe minimum router transit time and the packet size. The reason

time experienced by packets in our data sets. for that is that packets that are received and transmitted on the
We plot the minimum value of the router transit time for eackame linecard exhibit a different behavior compared with the
packet sizel, dpin(L), in Fig. 5 packets that need to transit the switch fabric. From (1), we can
identify the effect that such features of the router architecture
dumin(L) = min {d;, (m)|l,, = L}. may have on the packet delay.
lsmsM According to (1), transmission of packets across different

IThroughout this paper, for the OC-3 traces weGgt, = 150.336 Mb/s, :Ine(;:ards for_|OC-3| andfOC;\lZ rlat%e@l, se_t2, E?]ndlget4) |
which is the effective payload of POS OC-3. For the OC-12 trades = 'eads to similar values for the slope capturing the linear rela-
601.344 Mb/s. tionship between packet size and minimum router transit time.
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However, the constant term is different and larger for the OCe®d 20us for the OC-12 data sets correspond to the transmis-
case. This could be attributed to the fact that4 does not in- sion of a maximum sized packet at the respective line rate; thus
volve two quad linecards (Table I1), or that OC-12 linecards utaccounting for the fact that a packet may arrive at the output
lize more recent technology and, thus, may be offering fastgueue and find it occupied by another, possibly maximum-sized,
packet processing than OC-3 linecards. packet. The 99th percentile delays are very small; below.&50
One important result derived from (1) and Fig. 5 is thdbr the OC-3 data sets, and below &8for the OC-12 data sets.
packets which remain in the same OC-12 linecard are serMddvertheless, the maximum delay still reaches 172 msdos
much faster, i.e., in 7-20s. Packets that have to be transmittednd 35 ms fokset1.
across the switch fabric are served in 19+39 Similar anal-
ysis performed on other data sets containing packets recei\&d
and transmitted in the same quad linecard or across different
linecards led to results consistent with this finding. In Fig. 7, we present the cumulative distribution function
Subtractingd i, (1,,) from the router transit timed;,.(m), (CDF) for the queueing delayd,, (m) — dmin(lm))) Observed
we obtain the actual amount of time packets have to wait ifer all four data sets. A key observation is that across all data
side the router. The new empirical probability density functiosets the tail of the delay distribution is very long, accounting for
is presented in Fig. 6. the presence of very large delays. However, an examination of
Packet size related peaks have now disappeared and the déileyoutput link data when the very large delays were observed
distributions look similar for all data sets. The distribution ishows that the link was not fully utilized while those packets
characterized by very low delays: 45% of the packetseinl  were waiting. Therefore, part of the long delays is not due to
and more than 50% of the packets dat2 experience zero queueing at the output link. In the remainder of this section, we
gueueing delay. For the OC-12 data sets, almost 30% of fhek into possible explanations for these large delay values.
packets irset3 and 70% of the packets Bet4 go throughthe  One possible reason could be that the monitoring systems
router without any queueing at the output link. Differences in tHese synchronization. We exclude measurement equipment fault
average delay can be explained by the packet size distributesa cause for large delays for the following reasons. If the two
of the data setset1 andset3 are dominated by packets largemeasurement systems had gone out of time synchronization,
than 500 bytes, whileet2 andset4 contain mostly 40 byte the minimum and average delay in Fig. 2 would exhibit a level
packets. In additionset1 andset3 consist of highly utilized shift over time, which is not visible. There is no way to tell if
links, thus featuring higher queueing delay values thatn2 the system’s software had a bug and produced the very large
andset4. Small peaks around 100s for the OC-3 data setsdelays. However, it is extremely unlikely that a software bug

Possible Causes for Very Large Delay
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affected only a handful of packets, still maintaining the strictlyet4 remains in the order of tens of milliseconds. Other poten-

increasing nature of timestamps and keeping the minimuial reasons behind the very large delay values are: 1) routers

packet delay constant, both of which we checked in our tracesopping forwarding packets for a short period of time when
A second reason, that can be easily verified, is that thesy with some other CPU intensive task, (e.g., routing table

packets experiencing long delays contain IP options. Magpdates, SNMP requests, and garbage collection in memory),

routers are designed to optimize the performance for the effect usually referred to as a “coffee break;” 2) router inter-

majority of packets. IP packets with options require additionéce cards with multiple ports or backplane switch fabrics that

processing in the protocol stack, and travel through a slowewuld allow input or output blocking [13]; and 3) memory locks

software path than packets without options. IP option packetspoor scheduling, etc.

are present imet2, set3, andset4. In Table Ill, we include

the main statistics of the delay distribution derived frond. Filtering Based on a Single Output Queue Model

packets carrying IP options. Results indicate that packets with

IP options spend at least 36s inside the router, and they When packets arrive at a rOL_Jter, they c_ontend for resources
usually account for the maximum delay in our single—hoH’ be forwarded to the destination output interface. The router

delay distributions. The derived statistics should only serve §&0 Us€ various policies to resolve this contention. The first-in
an indication for the magnitude of delay that packets with 1¥St-out (FIFO) output queue model captures the essence of how
options may face while traversing a router, since the obsen/agouter should serve packets contending for the same resource
sample is too small to allow for generalization. Given that deldl) & best-effort fashion [12]. Thus, we model an output port of
measurements for packets carrying IP options are not sol@ijouter as a single output queue. While a single output queue
due to queueing, we do not include them in the remainder igenot an accurate model of all the operations performed in the
our analysis. router, it is sufficient to allow us to determine if the delay of a
Once IP option packets have been removed from our ddxacketis due to output queueing or not, usimfy the measure-
sets, we find that the maximum delay fost2 andset4 drops Mments we have at our disposal.
significantly (Table IV). Due to the fact that there is a very In the routers deployed in our network, packet processing is
small number of IP option packets present in our measuremetgavily pipelined so that a packet experiencing the minimum
none of the other statistics of the distribution have significanthputer transit time should not introduce extra queueing for the
changed. Packets carrying IP options are capable of justifyingxt packet arriving at the input port. That is, the minimum
the maximum delay in our data sets, but even after their mouter transit time simply delays a packet’s arrival time at the
moval the maximum delay experienced by packetseitit and output queue, without affecting other packets. We can, thus,
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TABLE 1l departure time? (m) andToys (m) — Ly, / Cout] is €qualto the
DELAY STATISTICS FOR THEPACKETS THAT CARRY IP OPTIONS number of bytes that would be transmitted if the link continu-
set?2 ously sent packets at line rate. We observe that all data points
_ 9 matches . lie below this top line. Moreover, most of the points that fall off
(ps5) minimum _average  median _maximum this line are bounded by another line below, of the same slope,
di (M) 242 453 307 1,659 which allows for the transmission of one less maximum-sized
21 Sri;fhes packet. _This Iat.ter lineis (_jesgribed py: (Cout -_a:)/S — 1500,
(s) minimum  average median  maximum wherez is the size of the tlme. interval jms, andy is the.numbe.r
d,.(m) 36 225 273 438 of bytes seen at the output link. We allow one maximum-sized
e packet as the error margin in our waiting time calculation, since
39 matches the accuracy of the timestamps, the nonuniform distribution of
(ps) minimum _ average median maximum SONET overhead in the signals, and the uncertainty about op-
i (m) 270 11,219 320 172,074 erations inside the router are likely to affect our computation.

Those packets whose waiting times lie between the two lines are
) interpreted as follows: while a matched packet is waiting to be
assume that thenth packet arrives at the output queue &t ansmitted betweet!’ (m) andZ .. (m)— Ly /Cout, the output
/ = . . 1 K ) . n ) ou ] m outs
riﬂ(m) = Tin(m) + dunin () and_se_t the service rate of th_qu is fully utilized. We consider as thiltered data set those
single output queue to the transmission rate of the output lingg .y ots that lie between the two bounding lines in Fig. 9. For
as illustrated in Fig. 8. _ _ _ set1 the filtered set contains 94% of the total number of packets
We expect a packet to wait at the output quéund only if j, 1o set Other packets are considered to have experienced
'@glay not due to output queuembeyond the error margin and
are filtered out. To evaluate the magnitude of the delay values

number of bytesltransm|tted atthe output liske 1 during the o+ et filtered out by our simple output queue model, we pro-
time interval of[Z5;, (), Tout(m) —lim/Cout] versus the size of o4 as follows.

the interval forset 1.2 The top line corresponds to the case when
the number of bytes transmitted between the packet’s arrival and
3Strictly speaking, transmission and propagation delays are not due to

2Similar behavior is observed for the other three data sets and is omitted dueueing as well. However, we limit the use of nonqueueing delay only to the
to space limitations. delay experienced at the output queue.

of apacketig, .. (m)—lm/Cou—T},(m). INFig. 9, we plot the

in
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TABLE IV
STATISTICS FOR THEOC-3AND OC-12 DATA SETSAFTER THEREMOVAL OF PACKETS WITH IP OPTIONS
original set non IP-options set
2,781,201 matches 2,781,201 matches
inl to outl (us) min. avg. 90% 99% max. | min. avg. 90% 99% max.
d,.(m) 26 112 226 754 35,342 26 112 226 754 35342
d,.(m) — dmin(lm) 0 70 183 710 35,309 0 70 183 710 35,309
original set non [P-options set
1,175,665 matches 1,175,656 matches
in2 to out2 (us) min. avg. 90% 99% max. | min. avg. 90% 99% max.
d,.(m) 26 63 116 352 1,660 26 63 116 352 1,547
d (m) — dmin(lm) 0 33 87 321 1,633 0 33 87 321 1,520
original set non [P-options set
17,613,183 matches 17,613,162 matches
in3 to out3 (1s) min. avg. 90% 99% max. | min. avg. 90% 99% max.
d,.(m) 7 20 35 60 546 7 20 35 60 546
d.(m) — dmin (lm) 0 8 23 48 527 0 8 23 48 527
original set non IP-options set
70,423,140 matches 70,423,101 matches
ind to outd (148) min. avg. 90% 99% max. | min. avg. 90% 99% max.
d;.(m) 19 24 34 63 172,074 19 24 34 63 16,091
d (m) — dmin(lm) 0 2 2 39 172,054 0 2 2 39 16,045
! x 10*
Tin(m) T;,(m) Tou(m) 3 . . .
I 1 |
1 1 |
I 1 |
! ! ; 5 25
I | | =
I 1 | I}
1 ! | o
! dmin(lm) E | T 2r
| — 3
l | SE— ! £
l | ! B 150
1 1 \ =
]
\ \ v 5
g 1
Fig. 8. Single output queue model of a router. @
s
m |-
We compute the amount of delay that each packet should hi
experienced in all four data sets according to the observed out

o
I\Ji!
o
o
g
o
o £
[e2]
o
o

link utilization. We then subtract the computed delay value froi 9, 800 1000 1200 1400 1600
the actual delay value measured. The difference between th Delay (us)
two values corresponds to the amount of additional delay that a
packet experienced inside the router. In Fig. 10(a) and (b), W§: 9- Number of bytes transmitted betweg,(m) and Tou(m) —
L. . . . ;. /Cous ONoutl.

present the empirical probability and cumulative density func*
tion for the difference in delay experienced by the set of packets
that got filtered out. What is interesting is that no such effect is evidentdet3,

Fig. 10(a) shows that the part of our delay measurementbere the maximum delay difference is limited to/1s. Recall
that cannot be explained according to our single output quethatset3 corresponds to delay measurements taken inside the
model may reach up to tens of milliseconds. An importaisame quad-OC-12 linecard. Therefore, such a finding could be
observation is that foset 1 andset?2 the empirical probability an indication that the “coffee break” effect does not take place
density function shows a plateau between9and 1 ms. atthe linecards themselves. Unfortunately, seeking explanation
For set4, the plateau area spans between 10-260This for such a phenomenon requires detailed knowledge of the
behavior is consistent with a “coffee break” effect. When eouter architecture, which constitutes proprietary information.
router goes into a “coffee break,” it stops forwarding packe®herefore, we can only conjecture about possible reasons
for the duration of the break. Therefore, all packets that arribehind this behavior. Justification for the existence of delay
at the router during this period have to wait until the routetiscrepancies larger than 1 ms is even harder to provide.
resumes the forwarding process and, therefore, experied@@geueing taking place at the input link and contention for
delays that may reach the duration of the break. In our case, #ueess to the fabric switch could be possible explanations, but
observed behavior resembles a “coffee break” of 1 ms in ocannot be verified solely based on our measurements. In any
OC-3 measurements, and 208 in our OC-12 measurementscase, as can be seen from Fig. 10(b), such a phenomenon affects
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TABLE V
STATISTICS FOR THEOC-3AND OC-12 DaTA SETS BEFORE AND AFTER FILTERING
original set filtered set
2,781,201 matches 2,596,486 matches
(6.6% filtered out)
inl to outl (us) min. avg. 90% 99% max. | min. avg. 90% 99% max.
d,_(m) 26 112 226 754 35342 26 106 217 603 3,937
d (m) — dmin(ln) 0 70 183 710 35,309 0 65 174 558 3,903
non IP-options set filtered set
1,175,665 matches 1,145,170 matches
(2.5% filtered out)
in2 to out2 (us) min. avg. 90% 99% max. | min. avg. 90% 99% max.
d;.(m) 26 63 116 352 1,547 26 56 112 230 1,547
d,.(m) = diin (bn) 0 33 87 321 1,520 0 27 82 200 1,520
non [P-options set filtered set
17,613,183 matches 17,613,018 matches
(0.0009% filtered out)
in3 to out3 (us) min. avg. 90% 99% max. | min. avg. 90% 99% max.
d;, (m) 7 20 35 60 546 7 20 35 60 546
dy (m) = dmin(Im) 0 8 23 48 527 0 8 23 48 527
non IP-options set filtered set
70,423,140 matches 69,710,887 matches
(1% filtered out)
in4 to outd (us) min. avg. 90% 99% max. | min. avg. 90% 99% max.
d, (m) 19 24 34 63 16,091 19 24 33 49 362
d; (m) — dmin(lm) 0 2 2 39 16,045 0 1 2 16 160

a very small number of packets, namely between 20%—408fthe filtered delays for all four data sets in Fig. 11. We compare
of the filtered out packets. This percentage corresponds to l@gth Fig. 2 and notice that the maximum delay does not stay over
than 1% of the total number of packets in each data set. 1 ms throughout the entire day. Consequently, the single queue
Given that delays experienced by packets beyond our ermodel is effective in filtering the delays which are not due to
margins are not related to queueing at the output link, we caueueing at the output link.
tinue our analysis only with the filtered data sets. We summarize
the statistics for the router transit time and queueing delay for IV. QUEUING DELAY TAIL BEHAVIOR
the original and filtered data sets in Table V. The average, 90th, . . . : .
and 99th percentile values of the delay distribution are all IowerIn t_h's seqtlon, we _ana_lyze the t"?"l of Fhe queueing delay dis-
for the filtered data sets. Moreover, all of the delays larger thrﬁ_lﬁbuuon' T_h's analys_ls will help us identity possible model_s for_
5 ms inset1 andset4 have disappeared, and the maximu 1€ queueing Qelay in the backbone that could be epr0|ted_|n
delay has dropped to 3.9 ms and 16§ respectively. On the S|mu_lat|on enwfonm.enFs. We shoyv thgt our results agree with
other hand, the maximum delay fe¢t2 andset3 remains un- P'€VI0Us ana}lytlcal findings de;crlbgd in [2]. - .
changed, indicating that the output link was fully utilized whe Tail b_ehaV|or can be ca‘Fegorlzed |nt_o thre_e type_s. light tailed,
the maximally delayed packet was being held back from trarrg-ng tal_l_ed, and_heavy t.a'IEd' Aght t"?‘"e‘j distribution has a
mission. We plot the minimum, average, and maximum vaIuBEObap'“ty density f“”Ct'Of? whpsg ta|[ approa_chgs ZEro _at Iegst
as rapidly as an exponential distribution. A distribution is said

4The final percentage of packets that get filtered out s higher than 1% becatsehave aheavy tailif P[X > g;] ~ kzrT®asz — 00,0 <
of small delay discrepancies, below 8.
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Fig. 11. Minimum, average, and maximum single-hop delays per minute for the filtered packets of all four data setsxi$lieadjusted to the duration of the

data set. The axis spans between 13 and 100 ms foget1, set2, andset4. Forset3 they axis spans betweends and 10 ms, given that delays are much
lower than in the other three data sets.feg1 (OC-3). (b)set2 (OC-3). (c)set3 (OC-12). (d)set4 (OC-12).

a < 2 [14]. This means that regardless of the distribution fc 10°
small values of the random variable, if the asymptotic shape '
the distribution is hyperbolic, the distribution is heavy tailec
The simplest heavy tailed distribution is the Pareto distributic 102l
which is hyperbolic over its entire range and has a probabili
mass functionp(z) = ak®z=2"1, a, k > 0,z > k, wherek
represents the smallest value the random variable carltakg.
tailed distributions decay slower than an exponential, withog 1o-*
being heavy tailed. Lognormal and Weibsutlistributions with  ©
the shape parametk 1 belong to long tailed distributions.
The network traffic is known to be long-range dependent, ai .
such traffic can be modeled as FBM [4]. Norros shows thattl 10 |

gueueing delay distribution of the FBM traffic is approximate: . ggg .. H
by a Weibull distribution [2]. == set3 T e
To examine what tail category our delay distributions fall intc Jole set4 ‘ .
we first plot the complementary cumulative distribution func 107" 10° 10" 102 10° 10*
tion (CCDF) of (d,,,(m) — dmin(l.n)) in log—log scale for the Delay (us)

first hour of the filtered sets, where link utilization remains ap-

proximately constant (Fig. 12)' If the tail of the CCDF formgig- 12. Log-log plot of CCDF for the queueing delay measured for all four
. : TR . ata sets (data set 1, 2: OC-3, data set 3, 4: OC-12).

a straight line, then the distribution may be heavy tailed. From

Fig. 12, it is not clear whether this is the case for our data sets.

We use theaest tool to formally check if the queueing delaythat our delay distributions do not have the power-law tail like
distribution is heavy tailed [15]. The obtained results indicathe Pareto distribution, and anet heavy tailed

5The probability density function of a Weibull distribution is given pyr) = We then _IOOk into whether our _queuemg de_lay dls_trll_)utl(_)ns
(bat~1/at)e~ (/0" witha > 0, b > 0; a is called the scale parameter,3r€ long-tailed. As already mentioned, a Weibull distribution
while b is called the shape parameter. with a shape parametgiess than one belongs to the long-tailed
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(c) set3 (OC-12) withb = 0.82.

distributions. We fit a Weibull distribution to our queueing V. CONCLUSION
delay distributions, and present our results in Fig. 13 for the
first three data setSet4 is omitted because it is characterized To the best of our knowledge, this work is the first to provide
by input and output link utilization of less than 10 Mb/s outlata about actual delays incurred through a single router in
of the 622 Mb/s of the link’s capacity. As a consequence, tiiee backbone. We measure single-hop delay as experienced
respective queueing delay distribution is characterized bybs packets in the Sprint IP backbone network. We develop
99th percentile equal to 1&s. This means that the number ot methodology to identify the contributing factors to the
samples we have in the tail of this particular distribution is versingle-hop delay that is simple and applicablanysingle-hop
limited. Moreover, given their magnitude, the sample values allelay measurements. We demonstrate its applicability on OC-3
sensitive to our clock accuracy and ourd granularity. Fig. 13 and OC-12 packet traces. In addition to packet processing,
shows that the queueing delay distribution fer:1 andset2 transmission, and queueing delays, we identify the presence of
fits to a Weibull distribution with a shape parametezqual to very large delays that cannot be explained within the context
0.6 and 0.7, respectively. The OC-12 distribution for queueirtg a work-conserving FIFO output queue. We provide a simple
delay inside the same linecarde:3) can be approximated technique to remove these outliers from our measurements, and
with a Weibull distribution with a shape parameterqual offer possible explanations regarding the events that may have
to 0.82. Therefore, the distribution of queueing delayoisg led to such extreme delays through a single node.
tailed, confirming the finding in [2]. According to our results, 99% of the packets in the back-
We further sort the three data sets in order of increasing outfnane experience less than 1 ms of delay going through a single
link utilization, i.e.,set2, setl andset3 (Table ). We no- router when transmitted at OC-3 speeds. At OC-12 line rates,
tice that data sets characterized by higher output link utilizeiie single-hop delay drops to less than 180 After the ex-
tion are also characterized by greater valudsfof their output traction of the queueing delay component in our measurements,
queueing delay distribution. Thus, it appears that the outpuée show that the largest part of single-hop delay experienced
queueing delay distribution gets closer to an exponential distby a packet isiotdue to queueing, but rather to the processing
bution for higher output link utilizations. A similar finding wasand transmission of the packet across the switch fabric. In addi-
also reported in [16]. Nevertheless, further analysis is neededitmn, we observe a small number of packets (less than 1% in our
confirm such a statement. measurements) that may experience significantly larger delays,
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either because they carry IP options or because they are affectgd] D. Cox, “Long-range dependence: A review,” Btatistics: An Ap-

by idiosyncratic router behavior.
The analysis of the queueing delay distribution reveals thqtls]
it can be approximated by a Weibull distribution with a scale
parameter = 0.5, and a shape parametere= 0.6 ~ 0.7 for
transmission of packets across two different OC-3 Iinecardé.le]
When packets are forwarded within the same linecard, i.e.,
they do not transit the switch fabric, and at OC-12 link speeds,
the queueing delay distribution can be approximated with a
Weibull distribution with a higher shape parametier= 0.82.
Thus, the output queueing delay distribution lng-tailed
confirming previous analytical findings by Norros [2]. We
believe that identification and modeling of the several con
ponents comprising single-hop delay allow for more realist
backbone router models, that could easily be used in simulati
environments. ;
In summary, packets in the Sprint IP backbone network exf,
rience edge-to-edge delays that are dominated by the propg
tion delay and face minimal jitter. This result, though, should b€
evaluated within the context of Sprint’s backbone design prin-
ciples that dictate moderate link utilization across the network;
in our measurements all links were utilized less than 70% even
at a 10—ms time scale.

B. Yu, Eds.
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