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Abstract— We consider the problem of distributed packet selection ad
scheduling for multiple video streams sharing a communicabn channel.
An optimization framework is proposed to enable the multipe senders
to coordinate their packet transmission schedules, such #i the overall
quality over the video clients is maximized. The framework elies on
rate-distortion information that is used to characterize a video packet
and that consists of two quantities: the size of the packet imits, and its
importance for the reconstruction quality of the correspording stream.
Using the framework, each of the senders allocates to its owmideo
packets a share of the bandwidth available on the communicain channel,
that is proportional to the relative importance of these pa&ets. Thereby,
a decentralized streaming strategy is provided that allowdor trading-off
rate and distortion, not only within a single video stream, lut also across
different streams. Simulation results demonstrate that, ér the difficult
case of scheduling non-scalably encoded video streams, ofuamework
substantially outperforms a conventional streaming systa that does
not consider the relative importance of the video packets. fie gains
in performance reach up to 8 dB in both streaming scenarios uder
examination, namely adaptation to random packet loss and siultaneous
adaptation to packet loss and available bandwidth.

|. INTRODUCTION

according to the importance of its packets such that the end-to-end
performance in terms of video quality, over all streams is maximized,
under given network constraints. The optimization relies on rate-
distortion information that is used to characterize a video packet
and that comprises the size of the packet in bits and the importance
of the packet in terms of reconstruction distortion for the video
stream. In essence, the framework enables the senders to trade-off
a coordinated but still distributed fashion rate and distortion not only
over their respective video packets, but also across packets thagbelo
to different video streams. In conjunction with the framework, we
propose a strategy for dynamic bandwidth adaptation at each sender.
There is a substantial body of prior work on video streaming
over wireless LANs, and over wireless networks in general [3].
However, to the best of our knowledge, rate-distortion optimized
distributed streaming of multiple video sources as studied in the
present paper has not been investigated before. The most closely
related contemporaneous works are the following. [4] proposes a
cross-layer ARQ algorithm for video streaming in 802.11 wireless
networks which gives priority to perceptually more important packets

The demand for multimedia traffic sent over the Internet exhibitg (re)transmission. Only a single video stream is considered. In [5],
an ever growing trend today [1]. Therefore, scenarios where mulgi-transmission strategy is examined that provides adaptive quality-of-
ple media streams have to share common resources are becorsifigice (QoS) to layered video for streaming over 802.11 WLANS.
increasingly frequent. Transmission of concurrent media streamsAgain, only a single video stream is considered and no rate-distortion
a wireless LAN environment is one such example. In that contexiptimization is performed. Similarly, in [6,7] hybrid transmission
it becomes important to consider the performance of the whalechniques that combine Automatic Repeat reQuest (ARQ) and
streaming system, in order to maximize the overall quality of servi¢grward Error Correction (FEC) are proposed for improved reag-tim

to all users.

video transport over WLANS.

Performing proper video packet selection and scheduling in such

a setting can be an involved task. When a sender is allocated

Il. PRELIMINARIES

an insufficient transmission bandwidth, it will need to reduce it8. Rate-Distortion Characterization

transmission rate in order to account for it. This in turn is achieved by | et k be the index of a packet from a video stream. Then, the
omitting packets prior to transmission due to their timing constraingte-distortion (R-D) information associated with packetonsists
imposed by the underlying streaming application. Scalable codiggthe size of packek in bits R(k) and the importance of packét
techniques [2] have been developed to solve these problems, whgfghe reconstruction distortion of the video stream denoteB @s).

the scalable encoding provides an inherent prioritization among t8gecifically, D(k) is the total increase in MSE distortion that will
compressed data which in turn provides a natural method for selectifgect the video stream if packétis not delivered to the receiver on
which portions of the compressed data to deliver, while meetingne (¢, ), and is computed a® (k) = >.~ | Ad¥, whereL is the

the transmission rate constraints. However, scalable streams haveni@hber of packets in the stream andi® is the increase in MSE
gained a wide acceptance due to a few shortcomings, e.g., their codiijortion associated with packegiven that packet: is missing at
inefficiency. On the other hand, non-scalable or non-prioritized videRe receiver. In additiont,; ; is the delivery deadline by which packet
content, is predominantly used in streaming today, but it unfortunatelymust arrive at the receiver in order to be usefully decoded. Note

does not suggest a natural method of placing delivery priorities @fat Ad¥ = 0 for i < k. Here, we assume that the decoder employs
compressed video packets. Packet selection and scheduling for n&ifor concealment to account for missing packets.

scalably encoded video streams is the focus of this paper.

We propose a generic framework for rate-distortion optimizeld: Packet Loss and Delay Probabilities

distributed streaming over a shared communication channel. ThougiWe model each direction of the network path between a sender/user
our framework can be applied to any such setting, the paper maioly the shared channel and its respective receiver as a time-invariant
focuses on the specific example of scheduling multiple video paclgcket erasure channel with random delays. For the forward (Qplink
streams in a wireless LAN scenario. Using the framework, each difection to the receiver via the access point, this means that if a
the senders individually allocates a portion of the available bandwidiender transmits a data packet at titnéhen the packet is lost with
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some probability, sayr, independently of. However, if the packet whereP; is the probability that a packet does not arrive at the receiver
is not lost, then it arrives at the receiver at some later tifpevhere by its delivery deadline due to previous transmissions, if any,2nd
the forward trip timeFTT = t' — t is randomly drawn according is the probability that a packet does not arrive at the receiver due to
to a probability density . The backward (downlink) direction from the present transmission. Using the channel models from Section II-
the receiver via the access point to the user is similarly characterizzdhese probabilities can be computed as follows. {&et ..., ¢}

by the probability of packet lossg and delay densitys. Then, be the set of previous transmission instances of paglaetd lett,
these induce the probabilitys. = 1 — (1 — er)(1 — ep) of losing denote the present time. Then, we write

a packet in either the forward or backward direction, and the round M
trip time distribution P{RTT > 7} = er + (1 — €r) [ pr(t)dt, Po(j) = [] PAFTT > taj — tw|RTT > t, — tu},
wherepr = pr * pp is the convolution ofpr and ps. Note that el
P{RTT > 7} is the probability that the user does not receive an Pi(j) = P{FTT >tq; —tp}. (3)
acknowledgement packet by timer + for a data packet sent to the )
receiver at time. Finally, ROWV; \ k™) = 3~ ), \ ) R(j) represents the corre-
sponding average transmission rate of usever the window\V,.
C. Multiple Access We denote the available bandwidth of the shared channét*as
We assume that a Time Division Multiple Access (TDMA) [8]The total transmission rate of all users should not exceed this quantity,
scheme is employed in order to allow for the multiple users to share., R(k) = S, ROV; \ k) < R*. We are interested in

the wireless channel. In TDMA, each of the users is dynamicallyinimizing the overall distortion over all streams, givenfagc) =
assigned a time slot based on the user's need for throughput. Is" | (i) D(k"), such that the constraint on the total transmission
only during this time slot that the user can transmit its data. The timate is satisfied, where(:) is the weighting factor for streamthat
slot assignment is done by the access point that supports the WLA&bends on the user’'s policy. (For exampi€;) > 1 may signify
environment. We assume that each of the users reports its true nged streami is more important and that therefore should be given
for throughput as computed by the optimization algorithm. a priority.) In other words, we would like to solve for the optimal

vector of dropping patterns
I1l. OPTIMIZATION FRAMEWORK FORDISTRIBUTED STREAMING pping p

Consider that there ar&/ users sending video packets over the k* = argmin D(k), 4)
shared medium simultaneously. We are interested in finding the best k: R(k) < R
transmission schedules for the video packets of each stream fojlgere &k = (k(l), . .7k(N)). We solve for the individual optimal
given available bandwidth on the shared channel. The problem GHdp patterns]c(”‘>* by casting (4) as a non-constrained optimization
be formalized as follows. Assume that userfor i = 1,..., N, problem using a Lagrange multipliei ¢ 0):
has at time instant a window W; of packets that are considered (i) o~ )
for (re)transmission. Note that; may include in particular packets k= Sﬁg;géle(k) +AR(k), i=1,...,N. ®)

from earlier transmissions that have not been acknowledged yet by

the corresponding receiver and whose delivery deadlines octarr af It can be shown that the solution to (5) reduces to dropping

t. The user needs to decide then on omitting/dropping a sub&¥ery packetj € W; for a sender; such that; < A, where

of packetsk® = {ki, ko,... kp} (if any) from W; prior to A = (0 FPo(4)D(j)/R(5) is defined as the distortion per unit rate

transmission such that its assigned transmission bandwidth is Hétity for packet;. The rest of the packets froiV; are transmitted.

exceeded. For example, if the allocated bandwidth is sufficient f#ence, we have a distributed strategy where each user decides on

transmit all packets fromw;, thenk® will be an empty set. which of his own packets should be transmitted such that the end-to-
Now, the total increase in expected MSE distortion that will affe@nd distortion over all streams is minimized, while at the same time

strean if k(l) is dropped prior to transmission can be Computed ag'!e constraint on the overall transmission rate is satisfied.
The appropriate value of the Lagrange multiplierthat corre-

D)= " EDGI+ Y. EDG), (1) sponds toR* and that should be common among the senders can be
jek® FJEWi\k®) computed by each one of them independently using methods such as

where " denotes the operator “set difference”. Note that the aboyBe bisection search or gradient descent. However, these techniques
model assumes additivity of the distortions associated with ti9é€ iterative and would require recursive running of the optimization
individual dropped packets, ignoring any interdependencies betwedgorithm until an appropriate value faris found. This in turn would
their effects on the distortion, which does not necessarily hold triur excess computation on the side of each sender. Therefore, as a
when the dropped packets are not spaced sufficiently far apart wiliernative we propose for this scenario to track the valug oter
respect to the intra-refresh period. Furthermore, note that in (1) W&e as follows. Let,, for k = 0,1,..., be the current transmission
had to deal with expectations rather than with the actual distortif#stance at which the users have just ran the optimization algorithm
values because of the random channel effects. In particular, @padd letRi(tx) be the corresponding transmission rate computed by
sent over the channel may not necessarily arrive at its destinatié3r:- Then, the value oA that is used in (5) at the next transmission
on time because of random packet loss or delay experienced durfRportunity ¢x+1) is computed as
transmission. Therefore, the distortion contribution associated with N +
that packet may not necessarily be zero (despite its transmission) Aol = ()\k 40 (Z Ri(tx) — R*)) , (6)
and hence can only be accounted for as an expected value. i=1

The expected distortion term associated with a video paghet

(1) can be computed as whered is a small constant and the functi¢a)™ is equal tox, for

_ x > 0, and to zero, otherwise. Note that (6) increases the valudfof
E[D()] = D(HP(j) : je€ E® @) the current transmission rate of all users is abBVe and vice-versa.
= DGYPGYPG) 5 e Wi\ kD, When X is increased, the number of packets that are omitted at each



sender is also appropriately increased, thereby causing a reduc#lonAdapting to Packet Loss

in the transmission rate. Wheh is decreased, the opposite effect | this scenario, the uplink (forward) channel to the access point
is achieved. Hence, in this way starting from an initial conservativgnipits random packet loss caused by dropping corrupted packets
choice for X each user is provided with a simple control strategy tg; the access point, which in turn is due to the presence of a non-
accordingly adjust its value over time. zero bit error rate on the uplink channel. Therefore, the users need
to decide whether they would retransmit previous lost packets or
instead transmit new packets which have not been transmitted yet. In
In this section, we examine via simulation experiments the pesther words, in addition to the packets from the current transmission
formance of the proposed framework for rate-distortion optimizedindows, the senders also consider for the present transmission past
distributed streaming denoted hencefoRDOpt We measure per- packets from previous transmission windows that have been lost
formance in terms of the average luminance (Y) PSNR in dB afuring transmission. These experiments assume an ideal feedback
the decoded video frames both individually at each receiver and atswannel, i.e., a sender is immediately notified of each lost packet,
jointly over all receivers as a function of different channel paramsete that the forward channel exhibits no packet delay, and that sueeessi
namely, available data rate and packet loss rate. In particular, tpacket losses are independent and identically distributed.
cases are studied in this context. In the first one, there is sufficient

IV. SIMULATION RESULTS

data rate available on the shared channel to transmit every packet Packet loss adaptation for 4 QCIF sequences

of each video stream once, however the network is lossy and some

of the transmitted packets are lost. Hence, the senders needs to sar 1
—— pt

decide at each transmission opportunity whether (1) to retransmit
a previous lost packet, or (2) to transmit a new packet which has not
been transmitted before. In the second case, we examine streaming
performance when simultaneously the available data rate on the
channel can be variable and the channel exhibits random packet loss

Average Y-PSNR (dB)

and delay. Finally, at the end we examine the performance of the i

algorithm for tracking the Lagrange multiplier at each user proposed

in Section Il 1 2 3 4 5 6 7 8 9 10
The video sequences used in the experiments are coded using PR

JM 2.1 of the JVT/H.264 video compression standard [9]. Four Fig. 1. Y-PSNR (dB) vs. Packet loss rate (%).

standard test sequences in QCIF format are used: Foreman o@earph

Mother & Daughter, and Salesman. In other words, the number ofFigure 1 shows the overall performancesRIDOptand Baseline
users/streams sharing the wireless channél is- 4. Each sequence over all four sequences as a function of the packet loss rate (PLR)
is encoded at a frame rate of 30 fps and an average Y-PSNR of abmatasured in percent. It can be seen RBOptprovides substantial

36 dB. The specific rate-distortion encoding characteristics for tigains overBaselineover the whole range of values considered for
four sequences are shown in Table I. The first frame of each sequethe PLR (except of course for PLR = 0%). For example, at packet
is intra-coded, followed by all P-frames. Every 4 frames a slice is inttass rate of 5%, the performance improvement due to the optimized
updated to improve error-resilience by reducing error propagat®n aansmission decisions is 5.5 dB, which is quite impressive. The
recommended in JM 2.1), corresponding to an intra-frame updateproved performance is due to the fact tHRIDOpt exploits the
period of M = 4 x 9 = 36 frames. An identical importance weightknowledge about the effect of loss of individual video packets on the

v =1 is applied across all streams. reconstructed video quality. Therefore, unéDOptthe users pref-
erentially (re)transmit packets from their transmission windows that
Sequence Rate (Kbps)| Y-PSNR (dB) are most important for the reconstruction quality of the corresponding
Foreman 157.45 35.69 video streams.
Carphone 171.30 36.60 . ) .
Mother & Daughter 63.79 3601 B. Adapting to Packet Loss and Available Bandwidth
Salesman 64.31 35.01 This section investigates the end-to-end performance for the sce-
TABLE | nario where the available data rate can be varied and the channel
ENCODING CHARACTERISTICS OF THE FOUR SEQUENCES exhibits random packet loss and delay on both forward and backward

directions. Now, each sender considers packets for transmission in

We also study the performance of a conventional system far sliding window of size 10 packets. For every arriving packet
distributed streaming denoted Baseling which does not consider on the forward channel the receiver returns immediately to the
the distortion importance of different packets. In particular, whesender an acknowledgement packet on the backward channekht ea
making transmission decisiorBaselinedoes not distinguish betweentransmission opportunitBaselineconsiders for retransmission only
two packets related to two different P-frames, except for the sideose packets from the transmission window whose last transmission
of the packets. Therefor&aselinerandomly chooses between twohas not been acknowledged withinz + 30z seconds from the
P-frame packets of the same size, for example, when it needsctorent transmission opportunity, whegig; andor are respectively,
reduce the number of transmitted packets in order to adapt to the mean and the standard deviation of the round-trip time. The play-
allocated portion of the available bandwidth. Similarly, transmissiormst delay for each of the videos is 500 ms, and the time interval
of new packets and retransmissions of old lost packets are abmiween transmission opportunities is 33 ms.
performed in a random order by this system. In both syst&Bpt The forward and backward channels are modeled as follows.
and Baseline each user considers packets for transmission in noRackets transmitted on these channels are dropped at random, with a
overlapping windows of size 25. drop rateer = eg = € = 3 %. Those packets that are not dropped



experience a random delay, where the forward and backward delay 200 Tracking data rate at every user
densitiepr andpp are modeled as shifted Gamma distributions with 180

parametergn, o) and right shiftx. These parameters are estimated T AN AR AR bt dabeielobelo b bbbkl 1
from actual traces of packet losses and packet delays collected in Lo ' [ Foreman

- = Carphone
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Fig. 3. Tracking date rates when a fourth user joins in at 50 sec.

shown in Figure 3. In particular, the system simply re-allocates to

—+— Baseline
—e- RDOpt_| |

w0 w0 Mo i &‘sbgs) w0 a0 4@ the new user (Salesman) some of the data rate assigned previously to
the user Mother & Daughter. This behaviour was seen throughout the
Fig. 2. Y-PSNR (dB) vs. Available data rate (Kbps). experimental results reported in this paper and in essence it is due to

the different importance of the video packets for the reconstruction
Figure 2 shows the overall Y-PSNR (dB) performance®bfopt quality of each stream, as explained earlier.
and Baselineover all four sequences as a function of the available
ta rate (K n the shar hannel. It can n that also in thi . . - L .
data rate (Kbps) on the shared ¢ el. It can be seen that also ,& framework for rate-distortion optimized distributed streaming

caseRDOptoutperformsBaselinewith quite a significant margin over . ; L

. . f multiple video sources over a shared communication channel has
the whole range of values considered for the available data rate. E(e)gen resented. The pronosed framework enables the user orf
example, at data rates of 450 Kbps, the performance improvement P ' prop SCoTP

V. CONCLUSIONS

u
to the optimized scheduling decisions is around 8 dB. The improvgﬁ

rforman fRD i loiting the knowl f th . . - .
performance ofRDOptis due to exploiting the knowledge of t eshared channel. The framework relies on rate-distortion hint track

importance of the video packets, as discussed earlier. : - . . .
P P . information that describes a video packet. We have examined the
Unfortunately, due to lack of space we are not able to include here ) L
S . erformance of our framework for two canonical problems in video
the performances for the individuals sequences (receivers) in e . . ) .
. . Streaming: packet loss adaptation and simultaneous bandwidth and
of the two scenarios that we considered. In essence, these resuatg,ket loss adaptation. Significant gains in performance randing u
show thatRDOpt performs (re)transmission prioritization not onIyp P - =19 g P ging up

amona packets of a video stream. but also across packets of differtgns dB are registered in both of these scenarios over a conventional
gp ' P tem for distributed streaming which does not take into account the

streams. This is due to the fact that each stream provides a differd Lo . . . . : )
. . . Istortion information associated with the video packets. Finally, in
rate-distortion trade-off, whiclRRDOpttakes advantage of. ) . . .
conjunction with the framework we have proposed and examined the

C. Tracking the right\ and rate control performance of a simple tracking scheme for adaptively controlling

) . ) . the data rate at which individual users can transmit on the channel.
In this section, we examine the performance of the technique

proposed in (6) to track the value of the Lagrange multipheat REFERENCES
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