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Abstract—This paper addresses the problem of choosing the NP-complete, and no method can solve it in polynomial time
best streaming policy for distortion optimal multipath video [2]. We however propose fast solutions, that perform very close

delivery, under delay constraints. The streaming policy consists in 4 gntimal and yield to efficient real time streaming solutions.
a joint selection of the video packets to be transmitted, as well as

their sending time, and the transmission path. A simple streaming Assumina a simple streaming model. that factors in the
model is introduced, which takes into account the video packet 9 P 9 ’

importance, and the dependencies among packets, and allows tounequal importancg of video packetls,.and their d'eper.1dencies,
compute the quality perceived by the receiver, as a function of W€ propose a detailed analysis of timing constraints imposed
the streaming policy. We derive an optimization problem based by delay sensitive streaming applications. This analysis allows
on the video abstraction model, under the assumption that the ys to identify sets of valid transmission policies, that compete
server knows, or can predict the state of the network. A detailed ¢4 the distortion optimized multipath streaming solution. The

analysis of the timing constraints in multipath video streaming . S =
provides helpful insights that lead to an efficient algorithm to optimal solution is computed based on a modified branch and

solve the NP-hard streaming policy optimization problem. We bound algorithm [3], that applies search and pruning methods
eventually propose a fast heuristic-based algorithm, that still specific to the multipath streaming problem. We then propose

provides close to optimal performance. Thanks to its limited a heuristic-based approach to the optimization problem, that
complexity, this novel algorithm is finally demonstrated in live leads to a polynomial time algorithm, based on load-balancing

streaming scenarios, where it only induces a negligible distortion . . . -
penalty compared to an optimal strategy. Simulation results techniques. The scheduling algorithm is finally adapted to the

finally show that the proposed scheduling solutions perform case of real time streaming, with the help of sliding window
better than common scheduling algorithms, and represent very mechanisms. Simulation results demonstrate close to optimal

efficient multipath streaming strategies for both stored and live performances of the fast scheduling solution, for a large variety
video services. of network scenarios. Interestingly enough, the performance of
the real time scheduling algorithm stays quite consistent, even

I. INTRODUCTION for small video prefetch windows. This shows the validity of

Despite the development of novel network infrastructureQUr @lgorithm in multipath live streaming systems, even with
and constantly increasing bandwidth, Internet media streamitig'P!e bandwidth prediction methods.

applications still suffer from limited and highly varying band-  the main contributions of this paper are threefold. First, we

width, and often from packet loss. Multipath Video Streamingyqyide a new framework for studying video packet scheduling
has recently been proposed as a solution to overcome pagkef, tipath streaming, taking into account possible buffer
network limitations. It allows to increase the streaming bandqnsiraints in intermediate network nodes, on each path. Sec-
width by balancing the_load over multlple_(dISJOInt) net\Nor_lf)nd, we derive a distortion optimization problem which takes
paths between the media server and the clients. It also provigas account the non-stationary nature of video sequences, the
means to limit packet loss effects when combined with errgg e dependencies introduced by the encoding algorithm and
resilient streaming strategies [1]. The efficiency of multipathe network status. Last, we propose a novel, fast algorithm,
video streaming is however tied to the packet transmissiQich solves the optimization problem, and is eventually

strategies, that aim at offering an optimal quality of service ifyanted to real time streaming scenarios without significant
delay-constrained video applications. loss in performance.

This work addresses the problem of video packet streaming

in multipath network scenario, under delay and buffer con- This paper is organized as follows: Section Il presents
straints. It aims at efficiently distributing the video informatiorthe multipath streaming model and introduces the notations,
on the available network paths, while judiciously trading ofthat lead to a distortion optimization problem. The packet
playback delay and distortion at the receiver. This papscheduling is analyzed in Section Ill. Based on this timing
considers the selection of inter-dependent video packets toaralysis, we propose optimal and heuristic algorithms to solve
transmitted (or equivalently the adaptive coding of the videabe distortion optimization problem in Section 1V. Simulation
sequence), and the scheduling on the different network pattesults are presented in Section V. A description of the related
in order to minimize the distortion experienced by the endvork in multipath streaming is proposed in Section VI and
user. The complex distortion optimization problem is a prioSection VII concludes the paper.



[I. MULTIPATH VIDEO STREAMING not changed between two successive nodes. The intermediate
A. General Framework nodes{a, b} have buffers of capacityp, and respectivelyB,,
that are available to the streaming session. The client has a
playback buffer of capacitys..

The video sequence is encoded into a bitstream using a scal-
able (layered) video encoder. The bitstream is then fragmented
into network packets under the general rule stating (i) that each
network packet contains data relative to at most one video
frame, and (ii) that an encoded video frame can be fragmented
into several network packets. L& = {p;,po,...,pn} be the
chronologically ordered sequence 8fnetwork packets, after
Fig. 1. Multipath Streaming Scenario. The client accesses the streamﬁ]ggmentation of the encoded bitstream. Each network packet
server simultaneously through two different paths, each one composed of two™ . . . . . .
segments with intermediate buffers. prn IS Ccharacterized by its size, in bytes, and its decoding

timestamptd. From the client viewpoint, all the video packets

We consider the simple multipath network topology repré'€ not _equiv_alently yaluable, due to the non-stationary nature
sented in Figure 1. The clie@ requests a media stream fronf the video information. Therefore, each network packet can
a streaming serves, that transmits the requested bitstream vige characterized by a weight,, that represents the reduction
two disjoint paths. Each network path consists in two segmetfisthe distortion perceived by the client, in the case where
connected through an intermediate node that simply forward&cketp, is successfully decodéd
after a possible buffering delay, incoming packets from the
first segment, towards the client on the second segment. The I
intermediate nodes, simply called nodes in the remaining
of the paper, represent network streaming proxies, or edge

servers for example. The streaming server is connected to the

channels through buffer interfaces, that can be modelled as

FIFO queues. Thus, the channels drain the packets from the P

buffers, in the same order in which the server places them into

the buffers. The network channels between the server and the o, P, \ B

client can be represented as variable bandwidth, lossless links. p ®

The variable nature of the bandwidth implies that the rate at 3 3

which the channels drain data placed in the server's buffers, P
Py

changes as a function of time. At the other end, the client

B

1

waits for an initial playback delay\ after its request for a W,
stream. It then starts decoding the media stream, and plays it \
continuously. Ps | g

During the streaming session, the server selects a subset
of the pre-encoded media packets to communicate to tﬂs 2. Directed acyclic dependency graph representation for a typical MPEG
client, taking into account the available bandwidth on thencoded video sequence (one network packet per frame, with IPBPB format).
different network paths, and buffer fullness in the nodes, or at
the receiver. The work presented in this paper addresses thadditionally, in most video encoding schemes, packets have
selection of the packets that should be communicated to tenerally dependencies between them. In other words, the
client, as well as the network path they need to follow. It has tuccessful decoding of one packst is contingent on the
be noted that the topology could present several disjoint patBaccessful decoding of some other packets, cadlecestors
and several nodes on each path. Without loss of generalityp,. The successful decoding of one packet may depend
however, we consider in this paper only the two-path scenatia the correct decoding of several ancestors, and we denote
presented in Figure 1, for the sake of clarity. by A,,, the set of ancestors of packet. Such dependencies

can be represented by a directed acyclic dependency graph

B. Streaming Model and Notations [4], as shown in Figure 2. The nodes in the graph represent

Inth ltipath st ing tonol ted in Fi a;l: network packets and are characterized by their individual
n the muftipath regmmg opology represented in Figure ights, and directed edges represent dependencies between
each network segmeritis characterized by an instantaneou

. Backets and their ancestors.
rate r;(¢t) and an instantaneous latendy(t). The rater,-(_t) " We denote byr — (m, s, ..., mx) the transmission policy

) . . : zﬂjopted by the streaming server. The poligyused for packet
on segment at time instantt. Equivalently, we denote thepn consists in a couple a variablés,, ¢] that respectively

cumulative rate on segmeftup to time instant, by R;(t) = : L
L i represent the path chosen for packgt and its sending time.
fot r;(u)du. Additionally, we assume that no packet is lost on P P P . 9

the network segments, except those induced by late arriv_alswe refer to a successfully decoded packet as a network packet that is
or buffer overflows, and that the order of the packets isceived and correctly decoded by the client before it's decoding time.




It completely characterizes the server behavior with respectdequence, the maximum playback delAyimposed by the
packetp,, under the general policy vectar. In the multipath client, and the network statdind the optimal transmission
network scenario presented hereabove, the server can depidé&cy 7 < II that maximizes the overall quality measuee
to send packet,, on pathsa or b, or simply to drop the packet The optimization problem translates into finding € II s.t.:
without sending it. Therefore, the action imposed on packet Z

Q(7*) = max

pn Can be written as: well -

. . Vi, (m)=1
a if packetp, is sent on patfa

g, = & b if packetp, is sent on pattb
0 if packetp,, is dropped.

The optimization problem can be easily reduced to the
more general case of optimal scheduling problems. This family
of problems proves to be NP-complete [2] and an optimal

LetII be the set of all the feasible policiesin the network g|gorithm that solves them in polynomial time does not exist.
scenario under consideration in this paper. Remember tiathe remainder of this paper, we present an optimal algorithm
packets are sent sequentially on a path, and that the streamig efficiently finds the distortion minimal streaming strategy
Strategy aims at aVOiding buffer overflows that result in packﬂr |0ng Video Sequences and we propose a new heuristic
loss. algorithm that provides a close to optimal solution in poly-

Finally, in our streaming model, a packet is decoded Qyomial time. Later we adapt our solution to support real-time

the receiver only if its arrival time;,, is smaller than its streaming and we implement our solutions along with prefetch
decoding deadline, i.e., it < t& + A wheret? represents \window mechanisms.

the decoding timestamp of packet. We assume here, without
loss of generality, that the c_Iient.request has been _sent at time . PACKET SCHEDULING ANALYSIS
t = 0, and that the decoding timestamp of the first packet .
p1 is set t00. The decoding time at the receiver is furthef Unlimited Buffer Nodes
neglected. Under these assumptions, and taking into accounthis section proposes an analysis of the scheduling of
packet dependencies, the successful decoding of a pagketoackets in the streaming model described above, and computes
under the streaming strategy € II, can be represented bythe parameters necessary to solve the distortion optimization
the binary variablep,, (7), where p,,(7) = 1 if the packet problem. We consider first the case where buffering space
arrives on time at the decoder, and if all its ancestors haWethe network nodes and the client is not constrained, i.e.,
been successfully decoded. In other words, we can write: B, = By = B. = co. The server has the knowledge df
video packets, wher&/ can be the total number of network

. I # Od packets of the video stream (in the case of stored video),

1 if te <ttt + A . . .
n—n or simply the number of packets contained in the prefetch
pm(m) =1,9pm € An window in real-time streaming. The server is able to transmit

network packets simultaneously on the two network paths.

The overall benefi2? of the streaming strategy € II, Under the assumption of unlimited buffer space, the server
that is equivalent to the quality perceived by the receiver, cgan send packets on each of the paths at the maximum rates
now simply be expressed as the sum of the weightof all  of the first segments{(¢) for patha or r3(t) for pathb, see
successfully decoded packets. We assume that packets wikigare 1).
on(m) # 1 are simply discarded at the client, hence the overall Under a given policyr, the sending time? of each packet
benefit can be written as : pn, €an thus be easily computed. Suppose fhais sent on

patha (i.e., ¢, = 1). Let :
Q)= > wn
Vn:py, (m)=1 Sz(’ﬂ') = Z Sm

gm=1lm<n

@n(ﬂ') =
0 otherwise

C. Distortion Optimization Problem where S%(w) represents the cumulative size of all the
Given the network assumptions and the abstraction of thackets that need to be sent on patbeforep,, under the

encoded video bitstream, the distortion optimization problepolicy .

consists in an efficient selection of the subset of video packetsnder the assumption that the available bandwidth is fully

to be transmitted, jointly with their streaming policy. Weutilized by the streaming applicatiots, is the shortest time

assume a server-driven scenario in which the server is awatevhich R, (¢) is larger thanS® :

of, or can predict using a simple mechanism, the network

conditions ¢;(¢) and d;(t)), at each time instant. Given the t5 () = arg min|Ry(t) — S%(7)|. (1)

deterministic packet transmission process over the network, t

the server will only schedule for transmission packets that canin other words, packefp, can only be sent when all

arrive at the client before their decoding deadline. Note thalhe previous packets scheduled on the same path have been

in this scenario, the server needs at most one transmissi@nsmitted.

attempt per packet. Packetp,, will then arrive at the client after a certain
The distortion optimization problem can be stated as fodlelay, caused by the transmission delaysgnd¢2) on the 2

lows: Given P, the packetized bitstream of an encoded videsegments that compose paththe latencies introduced by the



| under the given policy vector is a hon-decreasing function
! of n.

| T

| "’Hﬂ;ﬂ—*ﬂyﬂ'* | [ Proof: [Sketch] Observe thab,, () can be expressed as
— ] ) — > | a recursive function of::

Intermediate

| | |
4 Segmentl tfy Buffer o= = lpktnjie

\j

-

t

R e e e I Dy (m) = max(Dy_i (), 85, — 1) )

: t1+d,(t,9 : b, : t2+d,(tf) : A+t
Hence,D, (7) > D;(w),Vn < N, Vi < n, with: Do(7) =0
Fig. 3. Time diagram for packet, sent on pathu. and D(m) = Dy (). [ |

Let finally define the cumulative qualit,, (), resulting
from the streaming policyr. Starting from the quality of a
two links (d:(t) andd;(t)) and the queuing time at the nodeperfect transmission whei is entirely transmitted(2,, (r) is
bn. Therefore, the time instant at which packgt enters the decremented each time a packet is dropped. The cumulative

node buffer can be expressed as : quality, used later in the development of our optimal streaming
) algorithm, can be written as :
s 1 s
ty, =ty +t, + di(t;,). Qs () it on(r) = 1
Then, the arrival time of packet, at the client, can be () = { Qp_1(7r) —w, otherwise ®)
written as :
with: Qo(7) = 32N w, andQ(r) = QO (7).
8 =t0 4 by + 12 + da(tP). Lemma 2:Q,, is a non-increasing function with packet
numbern.
The timing representation of the transmission of pagket Proof: [Sketch] Observe thab,, is by definition a non
is provided in Figure 3. negative value. Hencé),, < Q;, Vn < N, Vi < n. ]

The transmission delay§ andt;, represent the time needed \while Eq. (3) does not explicit the influence of other packets
to send packep,, at the available bandwidth. They have tqhat have packep, as their ancestor, the statys,(r) of
verify the following relation : packetp,,, directly affects the status of all packets dependent

on p,,.

Ry(t3 +t1) = Ry (t5) = Ro(tP +2 4b,) — Ro(t? +b,,) = s,

and can be computed similarly to Eq. (1). The queuing tin% Constrained Buffer Nodes
b, corresponds to the time needed to transmit B{e’) bits A similar timing analysis can be performed in the case
present in the buffer, at time® when packetp, enters the where the buffering space in the intermediate nodes on each
buffer. The buffer fullness can be computed recursively as path is limited to B, and B, respectively. Without loss of
generality, assume that the buffering space is larger than any
o 5 3 5 video packet inP. B, and B; represent the buffer sizes
B(ty) = max[B(t, ) + sn—1 — Ra(ty,) + Ra(t,_y), 0] allocated by the intermediate nodes to the streaming process
Therefore, the queuing time can be computed such tha@fid they are known by the server. There is no further feedback
satisfies ° on buffer occupancy from the network nodes during the
streaming process. In this case, the server tries to avoid buffer
R, (tﬁ +b,) — Ro (tﬁ) _ B(tﬁ), overflows, and needs to adapt the sending time of each packets,
to the buffer fullness. It may no longer use the full available
Note that, even if the previous development only consideandwidth, without risking to loose packets.
the patha, the extension of the analysis to the packets The streaming policy has to take into account these new
transmitted over patb is straightforward. constraints. In particular, if packet, has to be transmitted on
The arrival time of packep,,, t;, is thus fully determined. patha under policyr, its sending time? is such that there is
The playback delay) () induced by the transmission policyenough buffer space available when it reaches the intermediate
7 can finally be expressed as: node. Additionally, the packet, can only be sent when all
¢ .d the previous packets on the same path have been transmitted.
D(m) = 1252(1\/(1)"(70) - 12%XN(’5" —t) Using the same notation as defined hereabeo§ebecomes

where D, () is the playback delay imposed by the strearr%he smallest value that simultaneously verifies the following

ing process up to packet, by the transmission policyr. conditions :

An interesting property can be observed in the behavior of R (t5 a

D, (), that will be advantageously used in the scheduling s s (4)
P . tn+tn+d1(tn) > Tn

optimization problem.
Lemma 1:Given that the streaming server sends tNe where 7, represents the earliest time at which there is

network packets in parallel on two paths, and that on each patiough space in the intermediate buffer to receive pggket

the packets are sent sequentially, the playback délayr) Equivalently,r,, can be computed recursively since it verifies :



Do()=0, xfm) possibilities of theV packets on the 2 paths. At each stage

the tree we can comput®,, (), the minimum playback delay
andQ,, (), the cumulative video quality measure, for a partial
scheduling up to packet,, according to the recursive Eq. (2)
and Eq. (3) presented in Section Ill. This computation can be
done for each one of the valid scheduling policies, for the first
n packets. As mentioned in Section IlI-&),,(7) and {2, ()

are non-decreasing, and respectively non-increasing functions
in n. These two functions are used to establish a fast search on

|
|
|
|
I
]
. |
D .(m)=0, Q (= .. . .. .
: @0 0@ : the decision tree for the optimal transmission policy veatar
I
|
|
|
r
|
|

Packet D(m=max(D,.,@. t7t,"), A depth-first search is performed on the decision tree, starting
Q (m)=Q, ,(m)-®, if pktn = dropped . Lo . . e .
with an initial policy vectorr that satisfies the delay constraint
1 2 0 3" possibilities

D(m) < A, whereA is the playback delay imposed by the
client. The policyr becomes our initial optimal policy™ with

Q" = Q(7*). It is computed using a simple Earliest Deadline
First algorithm with a complexity 0O (), similar to [6], and
adapted for media streaming applicatioddgprithm 1 ).

The EDF algorithm schedules frames in FIFO order. Packets
belonging to a given frame are scheduled according to their
importancew,,, on the path that guarantees the earliest arrival
Bo — (B(th_y) + sn-1 — Ra(ma) + Ra(th 1)) > sn. time at the client. If a packet cannot be successfully scheduled,
I%bﬁi\s dropped without transmission, along with all his children
packets, to avoid waste of network resources.

|
D(@)=D,(m), Ym)=C, (x)

Fig. 4. Depth First Branch & Bound Algorithm

We can also define the maximum buffer occupancy duri
the whole streaming process as:

Algorithm 1 EDF Algorithm for computing the initiatr™

TI<i<N i/ = e Input: N, sp,1<n <N, ri(t),d;(t),1 <i<4,
L. . . . Output: greedy scheduling policy, Q()
The timing analysis on patb follows immediately. The 1. Initialization: ¢ = 0

strategyr is thus completely defined, and we can computg: for » =11to N do .

D(x) andQ(r) similarly to the case of unlimited buffers. 3 ﬁogcpgggfﬁ(geihgjr;gtgrggizh(r?;th 3 < 1< (path b) then
In the multipath streaming scenario, the buffer capacities o =1 " " -t

the two disjoint paths may significantly influence the optimap: else

packet scheduling, contrarily to the single path case. Note that " ?(p:atzh B < A+t then

a similar reasoning can be applied in order to prevent buffes else

overflow at the client, in case the client also has a IimiteTldl)f qn =0;

storage space.

12: endif
13: end for

IV. DISTORTION OPTIMIZED STREAMING 14: construct the scheduling policy vecter= {71, m2,...7n };
) 15: computeQ ().
A. Optimal Solution: Depth-First Branch & Bound (B&B)

We first present an efficient algorithm that finds the optimal Once we have the initial optimal policy and the initial
transmission policy vectorr* for a given encoded video benefit Q*, we start searching the decision tree for better
sequence, network topology and playback delay. Since tih@nsmission policies. We start with the leftmost transmission
sending and arrival times for each packgtcan be computed policy represented on the tree (equivalent to sending all
for a given transmission policy (see Section Ill), we can now packets on path) and move through the decision tree towards
search for the optimal packet scheduling that maximizes right.
the client video quality given an imposed playback delay. The For each considered policy’, we computeD,, (') and
optimization problem belongs to the larger set of schedulir@, (7’) successively forn = 1...N. At any packetp,, for
problems that have a combinatorial complexity, hence, is N®hich D, (') > A or Q,(x') < Q*, the computation of
complete. An optimal polynomial time algorithm that carD, (7’) is stopped, and the decision tree is pruned for all
solve this problem is not known. However, efficient methodsolicies that have the same scheduling up to pagkefi.e.,
to solve our optimization problem exist. Our optimal solutio§=} s.t. m; = «, Vi, 1 < i < n). If Dy(7') < A and
is based on depth-first branch and bound (B&B) techniquégn’) > Q*, the policy #’ becomes the new optimal policy
[5]. 7 and Q* = Q(x’). The operation is repeated until the set

The scheduling ofN packets on two available paths carof all feasible policiedI represented on the decision tree has
be organized as a decision tree of depth(Figure 4). At been covered. When the search is complete, the optimal policy
each stage: in the tree, packep,, can be sent on path, on 7* maximizes the video quality at the receiver and fulfills the
pathb, or can be dropped. Hence, at depihthe decision tree playback delay constraints.
will contain 3V leaves, according to the number of scheduling The B&B method provides an efficient way of computing




the optimal transmission policy vectar. The speed of the Algorithm 2 Load Balancing Algorithm (LBA) for findingr

method depends on the pruning efficiency, which in turn, délPtUtitPéwéu o 1I% n< N i .
. Pl . utput: uboptimal transmission policy vectat,
pends on the quality of the initial policy. However, the methogi: Initialization : CreateP’: arrange packets in order of importanog;

is not scalable withV, since it cannot compute the optimal 1 .= 1;
solution in polynomial time. The worst case complexity of the2: while n < N do

method remaing)(3Y). Also in the more general case & 5 E%giztpgcﬁgaﬁ@zcﬁfgfn
independent network paths between the streaming server afd end if
the client, the complexity grows tO((K + 1)V). ?3 z 1:h7|1+ L

. ena wnile

8: Procedure: SchedulePacketf)

B. Heuristic Solution: Load Balancing Algorithm (LBA)) 9: for all packetsp), in A, s.t. ¢, = oo do
. . . . 10: invoke SchedulgPacketk);
Since the B&B algorithm may be too complex in practiceys: end for

this subsection presents a heuristic approach to find a closéoinvoke daSchedulef);
optimal solution, in polynomial time. The algorithm is inspirecﬁf Procedure: do.Schedulet)
. . . . 14:if 3 packetp), € Ap sit.q;, =0 then
from load balancing techniques, which offer close to optimak. /" — o
results in polynomial time for the problem of task schedulings: return;
. . ; : else
in multiprocessor .SyStemS [7]. In short, the algorithm perfor . attempt the insertion of packef, on patha and on pattb, ordered ac-
a greedy scheduling of the most Valu?ble packets first. Le_ss cording to the decoding deadlines, without compromising the decoding
valuable packets are scheduled only if the network capacity of any other scheduled packet;

; ; . if tS(patha), & (pathb) < t¢ + A then
permits, and only if they do not lead to the loss of a mog: choose the path with shortes :

valuable packet already scheduled (due to subsequent [ setq/, accordingly;
arrivals at the client). 22:  else
First, the N network packets are arranged in descendirig’ if ti}(p_atoh_“)' t;.(pathd) > ¢ + A then
order of their value. Hence, we obtain a new representatigg egg B
of the encoded bitstrean®’ = {p/,p},...,ply}, such that: 26: schedule packet;, on the path with;, < ¢ + A;
wi(p}) > wa(ph) > ... > wn(py). Then, a greedy algorithm 57 enfjeitfq;l accordingly;

(seeAlgorithm 2 ), similar to the EDF algorithm, scheduleSyg:  eng it
the N ordered packets on the two network paths, taking care3s end if
the packet interdependencies. On each of the two paths, a new
packet is scheduled, and the packets are reordered according to

their decoding deadlines, only if all other packetsalready on that path. Otherwise packef, cannot be scheduled on

scheduled on the paths can still meet their deadlines at g}rf\y of the two paths, without interfering with the already
client. In the case where the value of each network packetds,oquled packets a,nd the algorithm will drop packet

directly proportional to the size of the packet, the algorithiihoyt transmitting it. Hence, the algorithm prevents that
offers a real load balancing solution for the two network path§,o transmission of one packet forces the loss of a more

Algorithm 2 presents th? sketch of the completg all5,30rith”i‘r’nportant packet previously scheduled because it arrives past
where, for the sake of clarity, we redefine the action imposed decoding time at the client.

on packety,, ¢,, as:

n

Algorithm 2 performs an initial ordering of theV
packets in the new seP’. Any common sorting algorithm

a if paCketpgl is sent onpath a that works with complexityO(NN log N) can be employed.
g = b ifpacketp is sent onpath b _ Afterwards, for each packef, that must be scheduled, the al-
" 0 if packetp, is dropped without sending gorithm requires a search among the packets already scheduled
oo if packetp;, is not scheduled yet on each of the paths, in order to insert the new packet accord-

To decide which action to take on each packét the ing to its decoding deadline. The operation requisV)
algorithm first attempts to schedule all ancestors that hag@mputations and is repeated times, for each packet if”.
not been scheduled yet. If one of them cannot be scheduldfie complexity of the proposed algorithm is thG¥ N?).
then the algorithm automatically drops pachgt This ensures For the more general case &f disjoint paths between the
that our algorithm does not waste network resources 8Arver and the client, the algorithm requires the computation
transmitting network packets that cannot be correctly decodetarrival times on all the paths, for all scheduled packets. The
at the receiver. insertion of one packet therefore requi@sK V) operations,

All packets marked to be scheduled on a given patBnd is performed for allV packets. The total complexity of
are reordered according to their decoding deadlines befé¥gorithm 2 grows linearly with the number of network
transmission. When a new packet is inserted, it triggers a n@@ths, being oD(KN?).
packet ordering. If a packet!, can be scheduled on both In conclusion, the proposed heuristic algorithm for finding a
network paths without interfering with the packets alreadsiose to optimal transmission policy vectohas a complexity
scheduled, the algorithm will chose the path that offers thiat grows linearly with the number of network patths,
shortest arrival time for packet,. If packetp!, can only be and quadratic with the number of video packéfs Its low
scheduled on one path, the algorithm will insert the packedmplexity makedAlgorithm 2  a suitable solution for fast



multipath packet scheduling, especially beneficial in real-tings well as in the case of realtime streaming. Video sequences

video streaming. are compressed with an MPEG4-FGS [8] encoder, at 30 fps.
. . o _ The chosen encoding format imposes | frames every 5 frames,
C. Real-time streaming: Sliding Window Approach and alternates P and B frames between successive | frames.

We now present the adaptation of the hereabove algorithifise large frequency of | frames compared to usual encoding
in the case of live streaming. In this case, the server ddesmats is mainly due to the complexity limitations of the
not anymore have the knowledge of the complete vidé®&B algorithm, that we use to find the optimal streaming
sequence. Instead it receives the network packets direciyiution. We use two different CIF video sequencise-
from an encoder. The server may buffer live streamsfforman and news whose base layers are encoded respectively
seconds, in order to increase the scheduling efficiency. It hats300kbps and 450kbps, and enhancement FGS layers are
therefore a limited horizon, that we call the prefetch tilhe encoded ath50kbps. Each encoded frame is split into two
In other words, the prefetch time refers to the look-aheambtwork packets, one containing the data referring to the base
window employed by the server. At any given timethe layer, and one for the FGS layer information.
server is therefore aware only of the network packetashose We set the weights,, of the video packets, as a function
decoding deadlinet <t + 4. of their important relatively to the encoded bitstream. For

We assume thaV (¢) is the number of packets that are availexample, the base layer packets generally represent the most
able at the server at timg and thatP(t) = {p1,p2,..pnr)} important part of the information. In a first approximation, we
now represents the set of these packets ordered accordihgose the following packets weights: 5 for | frame base layer
to their decoding deadlinesv(t) is equal to the number of packet, 4 for the base layer of the first P frame, 3 for the base
packets containing data from the video sequence up to titager of the second P frame, 2 for the base layer of B frames,
t + 6, minus the packets that were already transmitted to thaed 1 for enhancement layer packets. In general, the optimal
client in the time interval0, t]. N(¢) represents the size of thetransmission policyr* is thus the strategy that successfully
sliding window available at the server at time schedules the whole base layer of the video sequence, and the

The previously defined B&B and LBA methods are novargest part of the enhancement layer.
applied on the sef(t) in order to compute a transmission Finally, the network latencies are neglected in the simula-
policy vector for the N(t) packets under consideration ations (i.e.,d;(t) = 0, Vi, Vt), and the available bandwidth on
time ¢. Neglecting the computation time, even for the B&Bhe network segments are kept constant for the duration of the
method, we can start transmitting the packets on the two pathisole sequence (i.er;(t) = r;). Also we concentrate on the
according to the policyr, at timet. LetT” be the time interval most likely scenarios where buffering is not constrained for
between two successive video frames, and without loss the streaming applications.
generality, lett ando be multiples ofT. Hence,t + § = kT.

At time t, the server can send packets that contain data frcgn Stored video scenarios
the encoded video sequence up to framét time ¢+ T, the
packets containing data from framke+ 1 will be available at -

the server. At this time, the server will stop the transmission ‘ ‘ m ‘
5000 | -&  B&B scheduling

process of all packets from the previous sliding window that

[opp— ]
¢ -0 -,

&

have not been sent yet, and add them to the new sliding R S S S S
window, along with the new packets from framket 1. B&B

and the LBA methods are then applied on the new sliding

10000

— encoded frame size
5000 —* LBA scheduling

scheduled bytes (current frame)

window. e
The implementation of our algorithms on top of a sliding i —

window mechanism adapts the scheduling to new packets, T *‘

as soon as they are available at the server. We compare e

the performance of this solution with the performance of g - " encoded frame sine ‘ ‘

the previous long horizon mechanisms for different video swof | [2¢Round Robin scheduling j

sequences in Section V. NS S SRS U SR S
It is worth mentioning, that in the case of real-time video frame number

streamlngAIgonthm 2 IS equwalent to asequentlal greed*ig. 5. Packet scheduling obtained by the B&B, LBA, EDF, and simple
nd ro

packet scheduling algorithm that considers first the mog bin algorithms for an IBPBPBIB frame sequengereman_cif
important packets in the sliding window, while for a slidingequence).

window of just one frame, our LBA method reduces to the

EDF algorithm. This observation emphasizes the low com-The proposed algorithms are first compared in the case of
plexity of our proposal. stored video scenarios, where the whole sequence is available
at the streaming server before running the scheduling algo-
rithms. Figure 5 presents the video rate trace at the decoder,
A. Simulation Setup when the server schedules the network packets according to the

This section now presents and discusses the performancemimal B&B method, the LBA algorithm, the EDF algorithm

the proposed scheduling algorithms, in stored video scenarif, and a basic round robin strategy proportional to the

V. SIMULATION RESULTS



bandwidth on the two network paths. The segment bandwidtre packets within the prefetch window. The prefetch window
are set tor; = 300kbps, r2 = 500kbps, rs = 400kbps and is set to 3 frames, and the maximal playback delay\is=
rq = 100kbps and the maximum playback delay imposed by00ms. Figure 6 compares the realtime adapted B&B and the
the client is set tAA = 150ms. LBA methods, where the original algorithms are applied on
It can be observed that, while the proposed LBA algorithiiop of a sliding window mechanism. The performance of the
manages to successfully schedule almost the same numiygimal B&B method applied to the whole sequence is also
of packets as the optimal B&B solution, the simple EDIprovided for the sake of completeness. It can be seen that
algorithm and the round robin method have clearly worsghe B&B method is no longer optimal when combined with
performance. This is due to the fact that the proposed LB#\sliding window, as expected. The proposed LBA algorithm
algorithm first schedules the most important packets (tlean provide better performance.
packets from the base layer starting with thérames, then  The algorithms are also compared in terms of the proportion
P and B frames), and only later adds the enhancement lay&fr transmitted information, for different network conditions,
packets. On the contrary, the EDF or round robin algorithniis Table Il. Interestingly enough, the realtime LBA algorithm
schedule as much as possible from any frame, without takihgs a similar performance to the case of stored video scenario.
into account future frames. In this way, entire GOPs could Bée sliding window, even with low prefetch time, does not sig-
lost, because packets of tHeframe cannot be successfullynificantly influence the behavior of the scheduling algorithm.
scheduled. This property, along with the low complexity of the algorithm,
proves that LBA represents a valid solution to multi-path

TABLE | . . . .
HEURISTIC ALGORITHMS PERFORMANCE COMPARISON packet scheduling in the case of real-time streaming.
[r1 [ r2 [ r3 [ ra [ B&B [ LBA [ EDF | TABLE I
ggg ;88 188 388 géggzﬁ’ gz-giﬁ) 43124714712;0 ALGORITHM COMPARISON WITHSLIDING WINDOW
. (1] B 0 . (]
250 | 700 | 200 | 400 | 66.66% | 60.65% | 48.29% [r [ ra [ rs [ ra | B& [ LBA [ B&B SW | LBA SW |
250 | 700 | 250 | 400 | 68.26% | 60.65% | 48.29% 200 | 700 | 400 | 700 | 75.85% | 65.55% | 70.48% 65.55%
300 | 700 | 300 | 400 | 88.03% | 82.24% | 82.24% 300 | 700 | 100 | 700 | 50.68% | 47.03% | 44.98% 47.03%

300 | 700 | 200 | 700 | 64.05% | 60.87% | 60.65% 60.87%
_ o ) ) 250 | 700 | 200 | 700 | 57.69% | 51.46% | 56.14% 51.52%
A different representation is provided in Table I. It presenfS300 | 700 | 250 | 700 | 71.01% | 60.87% | 69.73% 60.87%

the performance of the LBA and EDF algorithms compared

to the optimal solution for theforeman_cif sequence. The The algorithms are also compared in terms of the MSE
performance here is measured in terms of the percentagepefceived at the receiver. Figure 7 presents the distortion due
successfully scheduled data bytes out of the total encodedthe network constraints, computed between the original
stream. We observe that for a large variety of rates, tle®coded video sequence and the sequence available to the
proposed LBA algorithm performs much closer to the optimalient. The MSE values obtained by the realtime B&B and
than the simple EDF approach. The largest loss in performand®A scheduling algorithms on two paths are compared to the
generally happen when the segments bandwidth are eitbees obtained by using a single network path with equivalent

similar, or very different. aggregated bandwidth. Both schemes perform quite similarly
when the aggregate bandwidth becomes large. We observe
C. Real-time video streaming that there is virtually no loss in video quality when using

two parallel network paths, instead of a single high bandwidth

10000

ST m——— channel. This proves the efficiency of the proposed algorithms,
| —_BAA optimal scheduling | relatively to the distortion lower-bound provided by the single
R S channel scenario. Note that the EDF algorithm is voluntarily
R S R G vl BN — omitted here due to the high MSE values reached when it fails
pep— S to schedule entire GOPs.
3 Finally, Figure 8 and Figure 9 illustrate the temporal behav-
g 1 ior of the scheduling methods, when the minimal bandwidth
I T e T s S on each path is set #00kbps and200kbps respectively. The
B oo T instantaneous rate traces of the original encoded bitstream are
8 presented, along with the traces of packets scheduled on both
8 network paths, and rate of the reconstructed bitstream at the
R e T I e receiver. Both the B&B and LBA algorithms perform quite
T L similarly in general, the rate variations on the paths are slightly

smoother in the LBA method. Finally, it is not rare that frames

Fig. 6. Packet scheduling obtained by the B&B and LBA methods witre entirely sent on one path only.
sliding window, compared to the optimal scheduling for an IBPBPBIB frame
sequence floreman_cif sequence).

D. Sliding Window Effect on Stream Scheduling

The proposed solution are now compared in the case of realWe now asses the influence of the size on the Sliding
time video streaming, where the server knowledge is limited Window on the packet scheduling process. As seen before, in



10

20 : ; ; 12 : : ;
g —— LBA with sliding window 1 —— LBA with sliding window
—o— B&B with sliding window —o— B&B with sliding window
\\, | —¢— LBAwith sliding window: one patt 107 —o— LBA with sliding window: one patHh|
15¢ —+— B&B with sliding window: one path| —+— B&B with sliding window: one path
8 L 4
L L
0 10 1 0 6 b
= =
4 L 4
5 L 4
2 L 4
0 ! | | 8 ! ! |
500 600 700 800 900 00 700 800 900 1000
available aggregated bandwidth (kbps) available aggregated bandwidth (kbps)
(a) foremancif (b) newscif

Fig. 7. MSE values between the original encoded sequence and the scheduled one (100 frames)

N M N NN A
A A

x10°

frame rate (bps)
e oo

frame rate (bps)

o b N w

,A
&

-

5

Path A

=

@ 5

T

Path A
@

Path B
Path B
@

100 11‘)5 1‘10 1‘15 12‘0' 1‘25 o 1‘30 13‘5 11‘80 11‘85 150 900 1(‘)5 110 115 1£O( 1%5 . 11‘%0 1(‘45 14‘10 1;5 150
Fig. 8. Rate Diagram for B&B with sliding window for an aggregated Fig. 9. Rate Diagram for LBA with sliding window for an aggregated
bandwidth of600kbps, foreman_cif sequence bandwidth of600kbps, foreman_cif sequence

the case of constant link rates, the packet scheduling process is 2 ‘ ‘ ‘ ‘ ‘ ‘ ‘
barely influenced by the size of the sliding window. However, %5°°’—L,_\_,—ﬁ 1
it is not the case if we allow the link rates to vary in time. 0 ‘ ‘ ‘ ‘ ‘ ‘ ‘

We test the performance of the LBA algorithm given various Dol ‘ o o o]
sizes for the slinding window. We use thforeman_cif %2004,—‘—'—|_,—\_,—\—‘ 1
sequence (the first 100 frames) and the variable network rates ° ‘ ‘ ‘ ‘ ‘ ‘ ‘
as presented in Figure 10. We omit the results of the B&B -
algorithm due to the intractability of the computations for ] M—‘ 1
larger window sizes, and those of the EDF scheduling, since =~ o ‘ : : : : : :
it is a simple FIFO scheduling that does not take into account ‘ ‘ ‘ ‘ ‘ ‘ ‘
the sliding window size. é:;‘z:J—\_,—L,_,i ]

The results of the LBA scheduling are presented in Figure ! e
11. We can observe that for small sliding windows, the fime (ms)

LBA glgorithm performance is close the the one of t_he EDEg. 10, Variation of network link rates in time
algorithm, loosing entire GOPs. Results are improving once
the sliding window increases, and the LBA algorithm has
more flexibility in scheduling the video packets. Finally, given
a reasonable sized window (half a second of prefetch), the
results of the LBA are comparable to the performance in the
case of whole sequence scheduling.
Table Il presents the size of the scheduled bitstream (@et, the size of the scheduled bitstream does not vary with the

percentage of the original bitstream) for various network rateéndow size, in terms of MSE, the differences are noticeable
sets and for various window sizes. While for the same raBigure 12).
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LBA packet scheduling as a function of Sliding Window size

TABLE Il

BITSTREAM SCHEDULED SIZE FOR DIFFERENT NETWORK RATE SET®S A

FUNCTION OF SLIDING WINDOW SIZE

Window Size | SET1 | SET2 | SET 3 | SET 4
3 57.33% | 55.29% | 64.54% | 71.35%

5 57.14% | 54.91% | 64.63% | 70.97%

7 57.03% | 54.66% | 64.53% | 70.77%

9 56.21% | 55.01% | 64.53% | 70.94%

11 57.62% | 54.83% | 64.48% | 70.85%

13 57.38% | 55.59% | 64.61% | 70.85%

15 57.41% | 54.88% | 64.26% | 70.39%

20 57.80% | 55.43% | 64.46% | 70.32%

100 57.29% | 54.62% | 63.97% | 70.48%

Fig. 12. MSE values for different network rate sets as a function of Sliding o \ ‘ ‘ ‘ ‘ ‘
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E. Constrained Buffer Nodes

We further investigate the effect on scheduling of the size

of intermediate buffers. Goof e :
For the same network rate set as in Figure 10, we vary ul . ]

the size of intermediate nodes buffer8,(and By). Figure

13 presents the LBA scheduling for different buffer sizes. We sor . 1

observe that, for the same network rates, bigger intermediate ol . |

buffers allow the scheduling of more video packets, smoothing s

better the rate variations.

Table IV presents similar results, in term of scheduled
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Fig. 13. LBA scheduling as a function of intermediate buffer size

TABLE IV
BITSTREAM SCHEDULED SIZE FOR DIFFERENT NETWORK RATE SET®S A
FUNCTION OF INTERMEDIATE BUFFER SIZE(IN KB)

Buffer Size | SET 1 SET2 | SET3 | SET4
10 kB 57.29% | 55.10% | 63.97% | 73.26%
15 kB 60.17% | 59.52% | 67.55% | 76.65%
20 kB 61.50% | 60.00% | 68.34% | 78.78%
25 kB 63.13% | 61.71% | 69.61% | 80.57%
30 kB 63.13% | 62.71% | 70.97% | 81.74%
35 kB 63.13% | 64.09% | 70.98% | 83.58%

same rate set. The difference is also noticeable in terms of
MSE (Figure 14).

Figure 15 shows the content of the two intermediate buffers
during the streaming process, in case the two buffers are
limited to 10kB. We observe how the two buffers act as
smoothers for the network rate variations on the two paths.

Finally, we study the effect of the intermediate buffer size
on the packet load balancing on the two network paths.
Figure 16 presents the load balancing of the video stream
on the two network paths when there are no intermediate
buffer constraints, while Figure 17 presents the same streaming
scenario in case the intermediate buffer on the first network
path is limited to8kB. We observe major differences in the
packet scheduling on the two paths between the two scenarios.

: : T
—— network rates SET 1
—— network rates SET 2
—&— network rates SET 3 |1
—=— network rates SET 4

52 L L L L L L L L

25 3 35 4 45 55 6
Intermediate Buffer Size (Bytes)

stream size, for multlplg network rate sets. We Opserve dHl'g. 14. MSE values for different network rate sets as a function of
ferences of up to 10% in the scheduled streams sizes for thermediate Buffer size
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o TABLE V
PARAMETER VALUES FOR NETWORK PREDICTION

a 0.8
b 0.2
o2 50

i a 0.8
A WA WY , Ts 400ms

1000 1500 2000 2500 3000 3500 l[/ . u2 320kbp5
x10' w3, pa | 250kbps

buffer content (bits)

LBA scheduling: Known Link Rates
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LBA scheduling: Predicted Link Rates
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A smaller buffer size on the first network path will render

it unusable for a considerable period of time. While the
shortage is partially compensated by sending more packets
on the second link during the specific period, the effects
on the received bitstream are noticeable. The scheduling of
the bitstream in the case of unlimited intermediate buffers f&. 18. LBA scheduling: real rates vs. predicted rates
smoother.
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For the scheduling based on predicted rates we use a delay of
F. Rate Prediction Dy = 150ms, in order to cope with big shifts in link rates.
Next we test our proposed scheduling algorithm in the casge results are presented in Figure 18.
of network rate prediction. The server is no longer aware of We observe that the performance degradation compared
the available rates of the links composing the two path. W¥ith the optimal case, when all rates are known, is negligible.
knows Qn|y the expected average rate of all the links. Whl'e, in the optimal case, the algorithm Correctly schedules
We model each of the intermediate network links as #1 packets, out of 200, representing 66.96% of the total
discrete-time system, with a sampling intervalTaf seconds. Stream, in the case of prediction, it manages the correct
Therefore' each link can communicate a maximurnrmg schedule of 158 paCketS, representing 65.57%. We observe that
bits of data in the time intervaliT,, (i + 17%)], wherer; is o frame is lost due to frame dropping or late packet arrivals at
the available bandwidth of the given link in tlg, time step. the client. This gives a similar performance in terms of client
We model the process; as a Gaussian autoregressivdideo quality.
process of the formr; = p+ (1 — ) 372, ain;_j, j € Z,
n, = 0,Vk < 0, where eactr; is an independent zero meanG. Complexity Issues
Gaussian random variable with varianeé, p denotes the

; i X i We investigate the complexity of the proposed algorithms
average available bandwidth, andis a modelling parameter

and we try to derive an optimal functioning point for our LBA
[9l. L ) method in terms of complexity vs. performance.

For the rate prediction at the server, we use a simple autogjgre 19 presents the complexity of the proposed optimal
regressive prediction model, in which, the available bandwidg 5 algorithm, our LBA algorithm, and the simple EDF

of a given link in the next time interval-1is given by:ri+1 = gigorithm as a function of the size of the sliding window used.
a% + br;, wherea andb are the prediction coefficients We observe that, as expected, the EDF algorithm has the
satisfyinga + b = 1. lowest complexity, which does not depend of the size of the
In the following simulations we set all required parametersliding window. Its complexity is linear with the number of
to the values presented in Table V. frames scheduled, but in the same time, its performance is very
These values insure a rate variation for al the links of up tow compared with the other algorithms. The B&B algorithm
15% of the average value. We schedule the first 100 franf@®ves to have a prohibitive complexity. | is exponential in
of foreman.if encoded into a base layer 850kbps and the number of frames schedules. For comparison reasons, we
an enhancement layer &D0kbps. We compare the resultsonly present its complexity for a few scheduled frames.
obtained by our algorithm in the case the server knows theFinally, the LBA algorithm presents a complexity that
rates in advance with the case when it predicts the rates badegends on the number of frames scheduled and the size of
on the average value and past instantaneous values. Wetlsetsliding window used. Its complexity’{j varies according
the maximum playback imposed by the clientzat= 200ms. to the formula:C' = 2(Wnd_Size)*(N — Wnd_Size).
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LBA performance vs. complexity

towards solving problems associated with multipath streaming
scenarios, as presented in [12].

Figure 20 presents the performance of the LBA algorithm An experimental approach on path-diversity is provided in
for different sizes of the sliding window. We superimpose thid3]. The authors select the optimal pair of servers contain-
complexity curve in order to find the optimum operation poirihg complementary video descriptions for each client while
of the algorithm as a function of performance and complexitgaccounting for path lengths, jointness and disjointness. A
We observe that for quite low values for the sliding windoweceiver driven rate-distortion optimization framework with
the performance of the LBA algorithm matches the one of oserver diversity is presented in [14] and [15]. The authors
demand scheduling when all frames are known in advanselve a R-D problem in a Markov Decision Process (MDP)
For low values of the sliding window, the complexity of thdramework, for the case of multiple servers containing data
LBA algorithm is also low. from the same requested video stream. The problem of finding

Its low complexity and good performance, even for smalhe optimal set of network paths between the server and
sliding window sizes, make the LBA a suitable candidate fdhe client, that ensures a minimum startup delay is solved
real time packet scheduling in multimedia streaming. in [16]. The authors of [17] present a path-diversity system
with FEC for packet switched networks, while the authors
of [18] compare multi-path streaming solutions implemented

at the transport and application layer. Multi-path streaming
Multi-path video streaming has recently drawn the attentigolutions for wireless networks are proposed in [19], [20].

of the scientific community. The benefits of multi-path routing Our approach to multipath streaming is different than the
in multi-path media streaming are presented in [10] and [1Xrevious work. We search for optimal transmission policies
Among the main benefits of using multiple paths betweenfar sets of sequential video packets given the network scenario
media server and a client we enumerate: (i) the reductionand the encoded bitstreams. By extensive simulations in which
correlation between packet losses, (ii) increased throughpwe consider variable network parameters, we emphasize the
and (iii) ability to adjust to variations of congestion patternsonceptual issues concerning the optimization problem, and
on different parts of the network. Ongoing research is directage highlight the major differences between the proposed

VI. RELATED WORK
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solutions. The new framework proposed in this paper, permétgorithms perform in the case of predicted network rates,

the analysis of scheduling stored sequences as well as lwvieen the server uses a simple auto-regressive prediction mech-

streams. anism. By using more conservative scheduling parameters, our
Perhaps the closest existing work to our approach is tBeheduling methods cope with large variations in instantaneous

one presented in [6]. The authors present a heuristic algoritmatwork rates, with a negligible increase in the client perceived
for packet scheduling on multiple heterogenous networks. Testortion. Furthermore, link loss can be effectively addressed
algorithm performance is similar to the one of schedulingy implementing FEC schemes on top of our scheduling mech-
packets on a single network path with the same aggregatedsms. In our future work we will extend our analysis and
bandwidth and outperforms other algorithms that derive froexperiments for the case of more complex network scenarios,
round robin schemes. The presented Earliest Deadline Fasid release the assumption of lossless packet transmission.

algorithm is adapted for media streaming scenarios in our
work, and is used as basis of comparison along Round Robin
schemes in our simulations. However, unlike the heuristic
approach in [6], we derive an optimal approach to packet
scheduling, and our heuristic approach outperforms the E ]
algorithm in the case of stored video and live stream schedul-
ing. 2]
A single path optimal packet scheduling mechanism for
multiple description coded video sequences is presented [
[21]. In [22], the authors solve an optimization scheduling
problem specific to wireless networks, using a partially obsen/!
able MDP, while the authors of [23] propose an opportunistic
traffic scheduling algorithm for multiple network paths. An|[5]
analysis of optimal layered video streaming is also provided
in [24]. 6
Finally, unlike the work done in network striping [25] and
traffic dispersion [26], our work implements packet scheduling’]
algorithms on multiple network paths, towards the final goal
of achieving an optimal video quality at the receiver. We dqg]
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