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Modeling Digital Substrate Noise Injection
In Mixed-Signal IC’s
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Abstract—Techniques are presented to compactly represent nal frequencies for which the circuits were designed. These are
substrate noise currents injected by digital networks. Using the main reasons why substrate modeling has recently received
device-level simulation, every gate in a given library is modeled o o\yed attention from designers attempting to integrate radio-

by means of the signal waveform it injects into the substrate, f | db band digital circui inal
depending on its input transition scheme. For a given sequence of requency analog and baseband digital circuitry on a single

input vectors, the switching activity of every node in the Boolean chip.
network is computed. Assuming that technology mapping has A signal transition occurring in a typical logic gate causes
been performed, each node corresponds to a gate in the library, 54 spike of current to be absorbed from the supply and to

hence, to a specific injection waveform. The noise contribution charge a load. A similar spike traveling toward ground is
of each node is computed by convolving its switching activity

with the associated injection waveforms. The total injected 9enerated when the load is discharged. A significant portion
noise for the digital block is then obtained by summing all the of transitional current is discharged to ground through direct
noise contributions in the circuit. The resulting injected noise feedthrough. Spurious currents can also be injected directly
can be viewed as a random process, whose power Spectium i§ptg the substrate through various mechanisms [1]. The cu-

computed using standard signal processing techniques. A study . - . .
was performed on a number of standard benchmark circuits mulative effect of spurious microcurrents absorbed/discharged

to verify the validity of the assumptions and to measure the DY switching gates, is referred to awitching noise Switch-
accuracy of the obtained power spectra. ing noise can quickly travel through interconnect coupling,

Index Terms— Floorplanning, high-performance, mismatch, power/g_round busses and _Sl_"bStrate’ _to be picked up by sensi-
noise, parasitics, placement. tive devices through capacitive coupling and body effect.

Any given circuit injects a unique current waveform into
the substrate as a direct consequence of switching noise. Such
waveform, known asubstrate noise signatuyrés dependent
on the circuit implementation, technology and input vector
I N the design of today’s very large scale integration (VLSRet, Evaluating accurate substrate noise signatures is useful to

integrated circuits (IC’s) noise immunity is becoming a Maspeed up the estimation of the impact of physical design on
jor concern at all production levels. Increased chip complexifyarformance. Such estimates are often critical during architec-
and speed in general tend to make the circuit more sensitiyge gefinition, floorplan and placement phases, where they are
to both internal and external noise. . . used to drive a number of design optimizers. Unfortunately,

Feature miniaturization has been mainly responsible fgfe |evel of complexity reached by today’s digital circuits
dramatically reducing the distance between high-frequenfys made exact waveform characterizations impractical. To
noise sources and sensitive devices, the substrate being, arcome the complexity problem, substrate noise signatures
major carrier of this type of spurious signals. The proble@re often approximated by a single Gaussian white or pink
is_ particularly acute in mixed-sjgnal circuits, where.signals (H(oise source. The underlying assumption is that the global
different nature anq strength mterfere, thus affecting 0Ve"%Uvitching activity of the circuit is uniformly distributed over a
performance. Heavily over-designed structures are generquge section of the spectrum. Substrate noise signatures have

used to alleviate the problem, thus limiting the positive impagi. J peen modeled in the literature 21, [3] as a capacitively

of ad\_/anced technologies. Furthermore, Wij[h the emergencea%/or resistively coupled current or voltage generator whose
submicron technologies, the problem of high-speed substr,

o : eﬁ}gveform is derived from the circuit's global clock. The
noise interference may compromise performance at the norgé'curacy of these models is often the main limiting factor
in the circuit performance. Simple approximations for injected
Manuscript received January 30, 1998; revised June 8, 1998. This pap@ise often capture only a relatively small portion of the entire
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=3 When space is not available, specific guard rings can be de-
Event-drlven Gircult signed to block those frequencies in the spectrum which could

logic simulation information

| pat ! interfere with the operation of surrounding circuits. The design
i of guard rings and other blockage devices can be tuned to work
optimally for problematic noise spectra. Rapid characterization
of injected noise can be used to test whether redesigned logic
Substrate . . .. . . . .
nolse o blocks are compatible with existing circuitry or if special mea-
I sures—including further redesign—must be taken. Similarly,
spectral characterization of substrate noise could be provided
cotimation™ as part of intellectual property interface description, along with
i SubWave the block basic functionality, to reduce the risk of system
failure due to unexpected second-order effects.

The efficient generation of substrate noise signature models
can be used to drive logic synthesis in circuits which have a
ripple noise. The methodology exploits the fact that any givdimitation in the amount of noise they can produce. A model
logic gate injects a particular signal into the substrate throughthe performance degradation due to the effects of noise at
capacitive coupling and impact ionization. Such signal, knovspecific frequencies can be embedded in the synthesis tool
as substrate injection patterris a unique fingerprint of gate, or used to assist a designer. Electromagnetic compatibility
input transition and technology. It can be accurately calculategtjuirements for block and systems can be tested at or before
using standard device modeling and circuit simulation. Thaetual integration, oa posteriorito verify existing problems
substrate noise signature of the entire circuit is then evaluatd causes. Finally, substrate noise signatures can be used as
using the substrate injection patterns and a precise analysidinderprints for fault analysis and diagnosis.
the switching activity in the circuit's internal nodes. Switch- The paper is organized as follows. In Section Il techniques
ing activities are computed from user-specified input vectare described for characterizing substrate injection patterns
sequences. No restriction has been imposed on the selectissociated with the gates used in the circuit. Section IlI
of input vectors. Hence, the user can simulate a realistic loadtlines the evaluation of the switching activity generated by
or perform a worst-/best-case analysis, exploring alternatitiee digital circuit. In Section IV the substrate noise signature is
scenarios of operation. evaluated in time-domain and its power spectrum is estimated

The methodology, called@WAVE [4], consists of the fol- using autoregressive process modeling. Finally, in Section V a
lowing phases. First, the substrate injection patterns associatethber of experiments on industrial benchmarks is presented
with all the gates in the library are accurately simulated usirsnd discussed.
detailed extraction. Second, using event-driven simulation
techniques the switching activity of the entire Boolean network || ggsTRATE INJECTION PATTERN EVALUATION
is computed, thus producing a transition trace for each node = = = i ) )
of the network. Third, assuming that technology mapping Noise injection is caused at the device level by either impact

T

gy
Gate Internal netlist patterns

Substrate }

Fig. 1. Flow diagram of S8WAVE.

has been performed, every node corresponds to the out _Lw'zation or_drair_w/source-substrf_zltejunctions_or both. Reverse-
of a gate, hence, the convolution of the nodal trace wi asedn/p junctions form nonlinear capacitances through

the substrate injection pattern of the gate yields its substré{‘f@'c.h noIse can ea§|ly propagate to substrate. ".“pa"t loniza-
noise contribution. The substrate noise signature is compu IS a h|ghly localized phenqmenon. Acurrent is generateq
as the sum of the contributions of all the nodes in the networ _the drain-channel-substrate interface due to the high electric
Fourth, the energy spectrum of the substrate noise signatur %ds present in that region. In submicron technologies, short

estimated using high-order autoregressive process modeliﬁ%ﬂnnels and reduced oxide thicknesses cause electric fields to
Fig. 1 shows the flow of S3WAVE exceed the electric field’s critical value, thus resulting in large

The advantages of this procedure are threefold. First, tﬁlgctron-hole pair generation.

0 . -
model of substrate noise is compact and can be translated ié)t(?ver Cgla C/;)SOf at” ?purlqtgs sutéstrate I(furretn}s a;e |nJe;:ted
a single voltage source for any given digital circuit, henc urnng gate transitions. ->enerally, at feast one type

it can be reused in future redesign cycles. Second, glit(% MOSFlllth;:]an be |_sdqlated efcfiectlveily uglngt_ mdngduzl tort
energy is completely captured by the power spectrum arggOuP WIS, thus providing an adequate recuction of substrate

hence, even high-frequency power spikes can be accurat%?#plmg' As a consequence, for a particular technology,

evaluated for performance degradation analysis. Third, {REY one t){ps .Oft MESFETb 'f' rtesplgn3|?rl1§ for most .Of thhet
model computation is inherently fast due to the efficiency (?fmse injected nto the substrate. For this reaso,n, n wha

. ) ; ollows, only models associated withitype MOSFET's were
event-driven simulation.

The obtained models are useful in several design aﬁé?/iggred' Similar considerations can be extendegltipe

optimization processes. During floorplanning, specific wel

isolated areas can be allocated to noisy circuits. Minimum o

distance requirements can be computed based on the ovefallMPact lonization

spectral energy produced by such circuits and the maximumElectron-hole pairs are generated in the pinch-off region,
levels of spurious energy tolerated by sensitive circuits [Skhen the electric field exceeds a given threshold. The excess
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Fig. 3. Typical substrate doping profiles: (a) high resistivity; (b) low resis-
tivity.
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oo E Fig. 4. Current flow lines (low-resistivity substrate): (a) with a distant
substrate contact; (b) with a near substrate contact.
T ESPSORRRIN U VP A0 AT R
e e N T L] Equation (2) is used by most MOSFET models to represent
T s T impact ionization currents [7]. Simulations of industrial device
0. . e s . .
5 ! o i " 50 structures were performed using the 2-D drift-diffusion device
.M simulator RSces[8]. Using Hspiceand standard curve-fitting
b techniques, it was possible to fit (2) to the measured data
© by adjusting parameter§’; and C,. Fig. 2(a) depicts the
Fig. 2. (a) Impact ionization current density versug;@Vy, = 5 V .y ]u. I.g p ! N '9. Its f P!
simulated using Bces (b) family of curves obtained from $icesimulations w_npact _'Omzat'on current densﬂy _as It results rom_ lades
while fitting parameteiCs. simulation. Fig. 2(b) shows a family of curves obtained from

HsPiCE simulations by varying fitting parametér,.

holes are collected in the region of substrate under the dev
and from there they are transported throughout the chip. T

total current produced by impact ionization is evaluated as There exist two main substrate types: one referred to as
high-resistivityand the other al®w-resistivitysubstrate. Fig. 3

Timpact = /Em I, AeB/E@) g 1) shows examples of such types. In general, the first substrate
E, type is composed of a uniformly doped layer with a resistivity
L coefficient of 20-532 cm. The second type consists of a thick,
yvhere s, E’.’“ E(x)’ andl, are source electric f|.eld, rnaX'high-resistivity epitaxial layerd ~ 10 4 m, p ~ 10-15Q cm)
imum e_Iectrlc field, local electric field ar_ud drain current, 14 4 low-resistivity bulk £ ~ 1 m € cm). Low-resistivity
r_egpectlvely. Constant&l_ and 5 are material related coef- L[lbstrates have been widely adopted for desirable latch-up
f|C|ent_s.. Formulae rellatln_g these parameters to_ measgraéﬁ)pression properties [6]. In general, it has been found that
guantities and the derivation of (1) can be found in [6]. Smcgt low and medium frequencies, typically less than 5 GHz,

ﬁ: Noise Source Analysis

Em > E,, integral (1) can be approximated to substrates show a resistive behavior. At higher frequencies, the
A _BJE,, transport patterns are too complex to be accurately modeled

Timpact > B 1Emlqe using resistive or resistive-capacitive meshes [1].
=C1 (Vo — Viggay ) ge™ €2/ Vas=Vasat) ) In high-resistivity substrates, distance and guard rings are

effective attenuation techniques to reduce signal interaction.
wherel, Vs, and V., are effective channel length, drain-In low-resistivity substrates, the current tends to flow through
source voltage and saturation voltage, respectiv€ly.and low-impedance paths located deep in the chip’s lower layers,
C, are material related coefficients [6]. as shown in Fig. 4(a). As a result, guard rings are generally
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Fig. 5. Sice simulations of low-to-high and high-to-low transitions in an inverter for different rising and falling times of the input signal for 0.6
um and 0.8 um technologies.

ineffective in blocking substrate currents. Fig. 4(b) on the

contrary shows a substrate section with a more even current
distribution across the top layers. In low-resistivity substrates

the use of a very low impedance backplate contact is often
preferred. In particular, the inductance of the backplate con-
ductive glue and of the bond wires must be controlled very

accurately.

To analyze the amount of substrate current generated by
switching gates, consider a simple inverter. Impact ionization
induced currents are always positive since they are generated
by hole injection. As a result, during both transitions (high-to-
low and low-to-high) a positive pulse of current is generated
in the substrate (see Fig. 5). The power spectrum associated
with this type of signals accounts for low-frequency and DC small sensitive analog part
components. Injection due to capacitive coupling provides pos-
itive and negative contributions, thus resulting in a reciprocaig. 6. Distribution of analog and digital sections throughout a mixed-signal
cancellation, on average, when the two transitions are equaqw’-
probable. The injection waveform due to impact ionization
has the following features: (see different time scales). Capacitive coupling due to drain-

« time ¢, corresponding to its maximum depends on th&ubstrate and source-substrate reverse-biased junctions begins

rising and falling time of the input signal; to dominate in rising/falling times of less than 10 ns.

e duration in timeA¢ of the pulse depends on the rising

and falling time of the input signal; C. Noise Source Partitioning

* the maximum shown from DC simulations (see Fig. 2), The gate count of realistic digital circuits is typically in
which corresponds to the value obtained by (2), is aRe millions. A complete extraction and detailed simulation
upper bound for the maximum during a transient. of each individual substrate noise injector is impractical. If

These characteristics are shown in Fig. 5 where different risitige substrate underlying the circuit can be approximated to be
and falling times for the input signal have been chosen. Tleguipotential, then simultaneous substrate currents injected in
positive pulse due to impact ionization has approximately thifferent locations contribute in a cumulative fashion to the
same shape in all cases and only its duration is differespurious potential sensed remotely.
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Fig. 7. Substrate injection patterns of the nand gate for all possible input transitions.

Definition 1: Let ¢ be a set of all the gates producing an In most synchronous circuits, a large portion of signals
identical substrate injection pattern for a given input transitiswitch at or near clock edges. The remaining signals, switching
scheme. Calle injection classand letw,. be the substrate at later times in combinatorial blocks, are spread throughout
injection pattern ofc. Moreover, letC be the collection of the clock cycle. In this way the injection activity of the chip
all such classes. can be represented by a few hundred equivalent noise sources

Not only do some of the injection patterns depend on thehich can be easily simulated withPGE
input transition scheme but also on the load configuration.As an illustration, assume that a circuit consistsVef types
This problem can be overcome by parametrizing each injectiohgates. If each gate producdg substrate injection patterns,
pattern with respect to the load value. depending on its input, then, under Assumption 2, the total

Definition 2: Let p, be the physical location of the criticalnumber of classes for that circuit will b€| = Ng x Nj.
analog block where the substrate noise signature of the digi#alppose now that all the gates associated with a given class are
block is sensed. clustered in a specific chip location (bubble in Fig. 6). Then,

In [1] it was observed that, in the case of low-resistivitgpnly |C| equivalent noise sources need be used to properly
substrates, the relative location of different sections of theodel the circuit's substrate injection signature.
circuit is not critical within certain spatial limits. Hence, the To clarify how substrate injection patterns are derived, let us
following assumption seems reasonable. consider the nand gate shown in Fig. 7. The substrate terminals

Assumption 1:Let p, be far enough from the logic block. of the nand’s NMOS transistors are connected to ground as
Then, the propagation time of substrate injection patterabown in Fig. 7. The total substrate currdg, is measured
between each source and the sensing point can be assumiedhat net. The resulting waveform is shown in the figure
to be approximately the same. for raising, falling and mixed inputs. In this case, only two

As a direct consequence of Assumption 1, a logic circuilasses are necessary to capture the behavior of each gate with
can be thought as being a collection of clusters of nodes respect to substrate injection, as only two types of pulses are
the Boolean network sharing the same injection characteristitjgcted for several input transitions. In fact, it can be shown
namely identical injection class and simultaneous injectidhat injections only depend on output transitions (rise and fall).
event. Due to this fact, a partitioning based on time rather than
space is conceivable. If complete spatial independence cannot
be assumed (as in high-resistivity substrates), a partitioning IIl. COMPUTING SWITCHING ACTIVITIES
based on both space and time is needed. In this case, injecSeveral tools have been proposed for fast evaluation of
tion classes will encompass exclusively those simultaneouslyitching activity (see [9] for a review). Event-driven simu-
switching gates which are placed within well-defined boundation was chosen for its efficiency and its ability of detecting
aries. The size and location of such boundaries are the reswlitching signals originated from logic glitches. The core
of tradeoffs between computation time and accuracy. In thaégorithm of the simulator is described in Fig. 8, the notation
remainder of this paper, we will suppose that Assumptionid similar to that used in [10].
is satisfied. Let us assume that the Boolean network associated with

Assumption 2:Let us model a cluster of simultaneouslythe logic circuit is mapped onto a specific technology, call
switching gates associated with injection clasas a single Mapped_Network the resulting network. Let us define se-
equivalent noise sourcapplied through a single contact ofquencelnput _Vectors , as the input to the simulator. The
appropriate dimensions. simulator produces tabl@ate _Table which associates each
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SIMULATE( Mapped Network, Input Vectors )
foreach vector k € Input Vectors
foreach node p € PT
SetNode(p, t}, input_value(p))
foreach node n € FO(p)
Mark(n, (t& + wire_delay(p, n)))
foreach instant t € T*
foreach node n € (DFQ — PI)
if IsMarked(n, t)
SimulateNode(n, t)
if (Event(n,t) = Rise or Event(n,t) = Fall)
gn + gatcof(n)
UpdateGateTable(g,, Event(n,t),t)
foreach fanout n’ € FO(n)
Mark(n', ¢t + wire_delay(n,n’))
else
SetNode(n, t,value at time(t — 1))
else
SetNode(n,t,value.at_time(t — 1))
return Gate Table

Fig. 8. Event-driven logic simulator.

At time ¢. the evente is processed forcing a logic evaluation
of g.. If g. changes, new events are generated and inserted in
the queue. All the scheduled events are processed in sequence
until the queue becomes empty, then a new input vector is
read. The time, associated with an event is determined by the
delay model which is adopted. The pure bounded wire delay
model implies that there is exactly one delay element per gate
input. Hence, since a gate has generally more than one input,
we may have more than one evaluation per gate during a clock
cycle: in general, the gate output may oscillate between the two
logic values before settling to the correct value for the current
cycle. This model allows us to consider implicitly and with
good accuracy every possible spurious transitiglitoh) in

the circuit. The level of accuracy is bounded by the precision
of the characterization of the cell library and, for example, can
be improved by accounting for interconnect delay.

injection class with the corresponding switching activity. Let For each vector in the input sequersiRULATE determines

N be the set of nodes of the Boolean netwofk,the logic the output vector together with the traces of values associated
function associated with node, and ¥, the logic variable to the output of each gate,. Such data are obtained by
associated with the output of. Let PZ denote the primary evaluating the Boolean equatiof), for each noden after
input set,7O(n) the set of fan-out nodes of, and7.FZ(n) considering the delay elements associated with the particular
the set of transitive fan-in of, i.e., 7FZ(n) = {n’ € A|3 instance ofg,. Two injection classes are associated to a
directed path from’ to n}. Finally, let the ordered sepF¢© particular gate and the transition activities of all the nodes
contain the elements of” ordered in such a way that everybeing mapped with each gate are cumulated to produce the
node appears somewhere after all of its transitive fan-in nodégce for the corresponding injection class. This operation is
(Depth-First Order from the outputs automatically performed bgIMULATE and results in the loss

For simplicity, but without loss of generality, assume thaaf the relative location of the transition occurrence. This fact
the Mapped_Network consists only of one- or two-inputis of no concern under the assumptions of Section II.
logic gates. Furthermore, assume that for each gateonly SIMULATE introduces a discretization of time based on the
two injection classes, one for the rise and one for the falelay information available from the gate library and the
transition are necessary to fully describe the injection pattermetwork topology. Letto = 0 be the instant at which the
SIMULATE performs internally an event-driven gate level simusimulation begins,t.n.x the delay of the longest path in
lation based on aure bounded wire delay modgl1]. All the the network, andK the number of input vectors. Then, the
input vectors are processed sequentially as if they were resghulation interval iS7” = [to, tend], With fend = K X tmax.
from an external register file controlled by a clock havindyloreover, while processing thith vector, only subinterval
a clock period longer than the longest delay in the circu” = [t§,t* ], wheret§ = (k—1)Xtmax andt® | = kXt pax,
(critical path). has to be considered.

Suppose node: changes its output & each fan-out of Fig. 9 illustrates the trace computation with an example
m is marked byMark (n, '), with ¢ = wire_delaym,n)), so consisting of two injection classes. The corresponding Boolean
that whensiMULATE processes the instatit IsMarked (n,#') network has four nodes: three are instances of the AND-gate
returns a true value and functiorf, is evaluated by and one of the OR-gate. For simplicity, we assume a unit
SimulateNod€n, ¢'). SimulateNoddn,#) computes the wire delay model and we observe the following transition at
output for noden at instant#, detecting if an event, i.e., the primary inputs:{z1,z2, z3, 24,25} = {0,1,1,1,0} —

a logic transition, has occurred, whiEvent(n,#) returns {1,1,0,0,1}.

its type. When an event is detected for a nodeat the It can be proven that, as the example shows, the delay of the
instant ¢, SIMULATE calls UpdateGateTable to update the critical path of the circuit is 4 time units, therefore all the nodes
data associated t@, within the Table Gate _Table . At atthe output of the gates settle at timeThe trace$r.,q and
the end of the simulatiorGate _Table contains an entry ¢, are evaluated by cumulating the transition activity at the
for each injection class with a complete trace of its rate output of nodesy, y2,v4, for the AND gate, andys, for the
occurrence. FurthermorsiIMULATE allows the user to scale OR gate. Notice that at tim& in tracetr,,q a double falling

its time granularity by a parameter, such thatK’ = o - K, transition occurs. This is due to the fact that the waveforms of
where K is the default minimum time step of the simulatorboth ¢, andy, have a falling edge. On the contrary, at time
This feature is necessary to synchronize the output to the tifjea single raising transition occurs, singe and y, have a
steps of a BICE simulation. raising edge whiley; has a falling edge.

In an event-driven simulation each change in the output of aGate _Table contains a complete trace of the switching
gateg in the circuit produces as many events asfiiutof activity of each injection clasg within the digital circuit,

g. Each event refers to a fanout gate. and it is stored in the for the overall simulation time intervall. This trace is
Event Queuéogether with the time,. at which it is scheduled. denominated asr.(¢). Each injection class is also associated
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with ¢ is computed as

th

x1

tond

io(t) = Y tro(t — Tywe(T)

x2

r=t,
x3 * A — y3 . . . . ..
- X)—1 wheretr.(t) is the trace of the cumulative switching activity
x4 *D_V‘L of all the nodes in the network associated withinjected
=l noise ¢.(t) can be viewed as the response of a linear

shift-invariant system with impulse responsg(t). The trace
can be interpreted as its input. Due to the time-invariance

x5 e

L o
A of the circuit, note that the statement
yt | l. ! | e | ! ) ,
" Ef ]——i 1 ! JI ! i.(t): ergodic random processvc
v3 | ‘ l ! ! E ! is necessarily true. Summing &ll(¢) over setC one obtains
v !r |—1 i—*l ! [ substrate noise signatuig,,(t) as
| | | | | ) )
SRR TN T ian(®) = Y il
o T
l | | VI | [ [ The frequency domain estimation of the substrate noise signa-
TRor - ;1 ‘1 S ture I,,,(w) can be computed using a variety of techniques.
In order to capture the characteristics of substrate noise,
Fig. 9. Example of trace computation. spectral estimation methods based on direct application of the

discrete Fourier transform (DFT) should be avoided, while non
parametric methods, like periodograms, do not characterize
H1e noise spectrum in a compact form. For these reasons,
we decided to adopt a parametric method. In this case,
a model fori.,,(¢) is given and, based on the observed
sequence, identified. Suppose the input processes are stationary
IV. NOISE SPECTRAL ESTIMATION and zero-mean (the extension to the quasi-stationary case is

To make our observation of the injected noise more realisitraightforward), since the circuit is time invariant we can
at the macroscopic level, we may select one or more sequenapply Wold’s theorem [14]. The substrate noise signature can
derived from either digital simulations or measurements corhe represented as the output of a stable, causal, shift-invariant
ing from a digital analyzer, thus allowing the user to considdéinear filter with a white noise input. For computational
scenarios of interest for a particular application. efficiency, we adopted ad/-pole transfer function for the

Note that in general the digital input bit sequences are nlotear filter, giving anMth-order autoregressive (AR) model
knowna priori, in fact they can be video or audio data streamsf the noise process. The AR model of the filter is

with a unique substrate injection pattern.(¢) stored in
Wave Table . Both signals are used for the computatio
of the substrate noise signature of the logic.

for this reason they are normally modeled as random processes, 1
calledinput processesThe digital input bit sequences, given ARN (z) = e T S—T]
by simulations or measurements, are realizations of the input
processes and are used to compute the digital activity preséherea;,« = 1,---, M are the filter coefficients. Hence, the
at every node of the circuit in a well-defined time window angPectrum of the output zero-mean noise sequence takes the
with a predefined resolution, as outlined in Section 11l.  following form
It is reasonable to assume that input processes be ergodic. It o2
is, however, not required—hence not assumed—that the pro- S(w) = 1= a7 — - — ape—iMa|?

cesses be wide-sense stationary, cyclo-stationary, nor quasi-
stationary [12], [13]. Assuming that the digital circuit be fullywhereo? is the variance of the white noise. The estimation
specified and deterministic, from the statistical characteristipeocess consists of selecting the correct order of the AR model
of the input processes one could analytically compute tliiee., A7) and estimating the filter coefficients and the power
statistics of the substrate noise. However this is obviouslyoé the white noises?.
tedious process, in fact, due to the complexity of the circuit, The AR model condenses the characteristic of the injection
the final expression could be unmanageable. Moreover, gmstternsw.(t) and the statistic of the input procesgs.(t)
simplification should not exploit the statistical properties dbr all injection classes. Since the former is modeled as a
the input process. response of a linear shift-invariant system, if the input process
A valid alternative is the conversion of the substratis well modeled by an AR process (i.e., audio data stream),
noise signature in the frequency domain. Consider injectidimis approach to the noise estimation can be very accurate.
class ¢ € C. Using the manipulations of Section Il one Unlike periodogram based methods, the AR spectral esti-
obtains the substrate injection patter(¢) associated with mation isconsistenti.e., an increase in the number of data
¢. By Assumption 2, the injected noisé.(t) associated samples results in the decrease of the variance of the estimator
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8
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power spectrum ¢
. . . . Substrate Spice
Fig. 10. Noise spectral estimation scheme. noise signature P

at any given frequency. Hence, in our case the accuracy of the l Spectral analysis
noise estimation monotonically grows with the length of the subelat

. . . ubstrate
simulation. Furthermore, the estimator does not suffer from noise signature
resomt_lon I|rr_1|tat|on_s since no signal yvmdowmg IS us_ed’ ar'qg 11. Comparing substrate noise signatures obtained usis\y&€ and
long simulations give very good noise spectral estimatiofull extraction and simulation.

The Yule-Walker method [15] has been used for estimating

the parameters,; in the AR model. This method computes TABLE |

the AR parameters from the autocorrelation matrix using the ResuLTS ON MCN91 BENCHMARKS

Levinson—Durbin recursion [16]. The selection &, i.e., the Mapped Network SUBWAVE | SUBRES | SPICE

order of the model, has been done using subjective judgemen®ircuit [ function | 1/0 [ Gates sec sec

since the standard criteria proposed did not give satisfactorymisex1 g:)a @ 58//176 72 ;51 22; ggg

: : : z4ml a 7

resu]ts, as shpvyn in [16]. Neyertheless, th|§ prqblem is not . ux 21/1 s 75 99 | 9139

crucial, since it is normally driven by the noise information ny adder | 16b add | 33/17 | 242 134 3383 _

that the designer wishes to consider. We view this process aglu2-cl | alu 10//6 506 430 [ 10105 -
; : + 1356 ecc 41/32 1215 202 - -

one based on successive refinements. At first, few parameterg,. .- 16b mlt | 32/32 | 2731 e i

are computed (lowd!) in order to have a rough noise spectral
estimation, then, based on the incremental details of the noise
spectrum, additional coefficients (high') are estimated from Finally, when possiblé the resulting contact resistance matrix
the same simulation data. The method is illustrated in Fig. IRas simulated by SiCE using current injectors obtained from
the models of Section Il. Noise spectral analysis was carried
V. RESULTS out using the PTOLEMY [19] simulation environment. Then,

The methodology proposed in this paper is supported Bgtimated noise power spectra were computed for different
several tools which implement the various functions describ@gders M from SPiCe (when available) and BWAVE data.
in Fig. 1. The tools are implemented in G¥G- running under Values between 16 and 512 have been usedfowith the
the UNIX operating system. Fig. 11 shows the flow adoptéaanghmark circuits, while all the presented results have been
to test the methodology. A Boolean network was mappédTied out with a value fod/ of 32. _
onto the selected technology using the logic synthesis toolSeveral circuits from the MCNC91 benchmark suite were
Sis [17]. SUBWAVE was then run on the mapped networkested using one thousand randomly generated input vectors.
using the substrate injection patterns stored/mve Table to It was assumed that the benchmarks would be implemented
obtain the substrate noise signature as outlined in Sections!fi2 low-resistivity substrate technology of the type depicted
and IV. Wave Table had been previously computed for thé? Fig. 3(b). In Table I the CPU times for the generation
given technology. A single sensing nodewas established Of the models and for the verlflcatlon.step are reported _for
at a reasonable distance from the logic circuit, to ensufeDEC AlphaServer 2100 5/250. Typically, substrate noise
that Assumption 2 hold. The substrate noise signature waignatures were computed two orders of magnitude faster
evaluated in terms of potentidk,, sensed irp;. Equivalent When SBWAVE, rather than full simulation, was used. A

noise sourced;, Vs, - -, Vv, computed using the techniquegdirect comparison of the waveforms obtained with the two
of Section Ill, were connected to the sensing node via @PProaches shows a contained error estimated to be less than

lumped resistive model extracted byuelRes [1], a sub- 10% for all the benchmarks. The largest circuits, such as the

strate extraction tool based on the Boundary Element Methd@-b multiplier, could not be simulated usingiSe due to their
Fig. 12 shows the approach. In our experiments we assunfadreme complexity. Fig. 13 shows the spectrum generated

a backplate contact, although this assumption is not necess@fymisex1 using IIBWAVE and full extraction/8ICE. One
in SUBWAVE. observes that most of the spectrum is centered around 1 GHz.

In order to verify the accuracy of the resulting substratdn identical behavior was observed in other benchmarks, such

noise signature, we proceeded as follows. First, a layout wa®C6288, which had been mapped onto the same library
generated in the &rTooLsenvironment from the mapped net- |~ )

K using T WOLF [18] Then. the entire lavout contact Matrices corresponding to more than 1000 contacts could be extracted by
Wor. using 'MBER : v ! you SuBrEs but the underlying network could not be simulated in a reasonable
resistance matrix was extracted usingTBAR and $BRES time.
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