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Abstract

We introduce quittable consensus, a natural variation of the consensus problem, where processes have
the option to agree on “quit” if failures occur, and we relate this problem to the well-known problem of
non-blocking atomic commit. We then determine the weakest failure detectors for these two problems in all
environments, regardless of the number of faulty processes.

1 Introduction

Non-blocking atomic commit (NBAC) is a well-known problem that arises in distributed transaction process-
ing [8]. Informally, the set of processes that participate in a transaction must agree on whether to commit or
abort that transaction. Initially each process votes Yes (“I am willing to commit”) or No (“we must abort”),
and eventually processes must reach a common decision, Commit or Abort. The decision to Commit can be
reached only if all processes voted Yes. Furthermore, if all processes voted Yes and no failure occurs, then the
decision must be Commit. NBAC is similar to the classical problem of consensus, where each process initially
proposes a value, and eventually processes must reach a common decision on one of the proposed values.

It is well-known that NBAC and consensus are unsolvable in asynchronous systems with process crashes
(even if communication is reliable) [6]. One way to circumvent such impossibility results is through the use
of unreliable failure detectors [2]: In this model, each process has access to a failure detector module that
provides some (possibly incomplete and inaccurate) information about failures, e.g., a list of processes currently
suspected to have crashed. Chandra at al. [1] determined the weakest failure detector to solve consensus in
systems with a majority of correct processes, while Delporte et al. [4]generalized this result to all systems,
regardless of the number of correct processes. Informally, D is the weakest failure detector to solve problem P
if (a) there is an algorithm that uses D to solve P, and (b) any failure detector D’ that can be used to solve P
can be transformed to D.

As with consensus, failure detectors can be used to solve NBAC [9, 7]. It was an open problem, however,
whether there is a weakest failure detector to solve NBAC and, if so, what that failure detector is. In this paper
we resolve this problem. To do so,

(a) we introduce a natural variation of consensus, called quittable consensus (QC) — a problem that is inter-
esting in its own right;

(b) we determine the weakest failure detector to solve QC;

*The results of this paper were first presented at the 23rd Annual ACM SIGACT-SIGOPS Symposium on Principles of Distributed
Computing (PODC 2004) [5].
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(c) we establish a close relationship between QC and NBAC; and

(d) we use (b) and (c) to derive the weakest failure detector to solve NBAC.

Informally, QC is like consensus except that, in case a failure occurs, processes have the option (but not
the obligation) to agree on a special value Q (for “quit”). This weakening of consensus is appropriate for
applications where, when a failure occurs, processes are allowed to agree on that fact (rather than on an input
value) and resort to a default action.

Despite their apparent similarity, QC and NBAC are different in important ways. In NBAC the two possible
input values Yes and No are not symmetric: A single vote of No is enough to force the decision to abort. In
contrast, in QC (as in consensus) no input value has a privileged role. Another way in which the two problems
differ is that the semantics of the decision to abort (in NBAC) and the decision to quit (in QC) are different. In
NBAC the decision to abort is sometimes inevitable (e.g., if a process crashes before voting); in contrast, in QC
the decision to quit is never inevitable, it is only an option. Moreover, in NBAC the decision to abort signifies
that either a failure has occurred or someone voted No; in contrast, in QC the decision to quit is allowed only if
a failure has occurred.

We now describe in more detail our results, which involve the following three failure detectors.

e The leader failure detector €2 outputs the id of a process at each process. There is a time after which it
outputs the id of the same correct process at all correct processes [1].

e The quorum failure detector X outputs a set of processes at each process. Any two sets (output at any
times and by any processes) intersect, and eventually every set consists of only correct processes [4].

e The failure signal failure detector S outputs green or red at each process. As long as there are no
failures, FS outputs green at every process; after a failure occurs, and only if it does, 7S must eventually
output red permanently at every process [3, 9].

We first show that there is a weakest failure detector to solve QC. This failure detector, which we denote W,
is closely related to the weakest failure detector to solve consensus, namely (€2, ) [4],! and to FS. Specifically,
U behaves as follows: For an initial period of time the output of W at each process is L. Eventually, however, ¥
either behaves like the failure detector (€2, X) at all processes or, if a failure occurs, it may instead behave like
the failure detector 7S at all processes. The switch from _L to (€2, 3) or FS need not occur simultaneously at all
processes, but the same choice is made by all processes. This result has an intuitively appealing interpretation:
To solve QC, a failure detector must eventually either truthfully inform all processes that a failure has occurred,
in which case the processes can decide Q, or it must be powerful enough to allow processes to solve consensus
on their proposed values. This matches the bevariour of .

We then prove that NBAC is equivalent to QC modulo the failure detector FS. More precisely we show
that: (a) given FS, any QC algorithm can be transformed into an algorithm for NBAC, and (b) any algorithm
for NBAC can be transformed into an algorithm for QC, and can also be used to implement FS.

Finally, we use this equivalence to prove that (¥, FS) is the weakest failure detector to solve NBAC. This
result applies to any system, regardless of the number of faulty processes.

Related work. Several versions of the consensus problem have been studied before but, to the best of our
knowledge, this is the first paper to propose quittable consensus.

NBAC has been studied extensively in the context of transaction processing [8, 13]. Its relation to consensus
was first explored in [11]. Charron-Bost and Toueg [3] and Guerraoui [9] showed that despite some apparent
similarities, in asynchronous systems NBAC and consensus are in general incomparable — i.e., a solution for
one problem cannot be used to solve the other.? The problem of determining the weakest failure detector to solve

YIf D and D’ are failure detectors, (D, D’) is the failure detector that outputs a vector with two components, the first being the
output of D and the second being the output of D’.

2 An exception is the case where at most one process may fail. In this case, NBAC can be transformed into consensus, but the reverse
does not hold.



NBAC was explored and settled in special settings. Fromentin et al. [7] determine that to solve NBAC between
every pair of processes in the system, one needs a perfect failure detector [2]. Guerraoui and Kouznetsov [10]
determine the weakest failure detector for NBAC in a restricted class of failure detectors; while from results
of [3] and [9] it follows that in the special case where at most one process may crash, FS is the weakest failure
detector to solve NBAC. The general question, however, was open until the present paper.

Roadmap. The rest of the paper is organised as follows: In Section 2 we briefly review the model of com-
putation, and define formally the failure detectors(, ¥ and FS. In Section 3 we give the exact specification
of QC, and in Section 4 we prove that ¥ is the weakest failure detector to solve QC. In Section 5 we give the
specification of NBAC, we prove that NBAC is equivalent to QC modulo FS, and we use this to show that
(U, FS) is the weakest failure detector to solve NBAC.

2 Modd

We consider the asynchronous message-passing model in which processes have access to failure detectors [1, 2].
In this section we summarise the relevant terminology and notation.

The system consists of a set II of n processes. Processes can fail only by crashing, i.e., prematurely halting.
Each process executes steps asynchronously: the delays between steps are finite but unbounded and variable.
Processes are connected via reliable links that transmit messages with finite but unbounded and variable delay.

A failure pattern is a function F : N — 21 where F(¢) denotes the set of processes that have crashed
through time ¢. (We assume a discrete global clock used only for presentational convenience, and not accessible
by the processes.) Crashed processes do not recover and so, for allt € N, F(t) C F(t + 1). faulty(F) =
U.en F(t) denotes the set of processes that crash in £, and correct(F) = II — faulty(F) denotes the set of
processes that are correct in F'.

A failure detector history with range R describes the behaviour of a failure detector during an execution;
formally, it is a function H : IT x N — R, where H (p, t) is the value of the failure detector module of process
p at time ¢. A failure detector D with range R is a function that maps each failure pattern F' to a set of failure
detector histories with range R. Intuitively, D(F) is the set of behaviors that D can exhibit when the failure
pattern is F.

An algorithm A is an automaton that specifies, for each processp, (a) the set of messages that p can send,;
(b) the set of states that p can occupy (a subset of which are identified asp’s possible initial states); and (c) a
transition function which determines the messages that p sends and the new state it occupies when it takes
a step. In one atomic step, p performs the following actions: it receives a message addressed to it (possibly
the empty message ), it queries the failure detector and receives its present value, it sends messages to other
processes and changes its state.> The messages that p sends and the new state it occupies are specified by its
transition function based on its present state, the message it receives and the value it was given by the failure
detector. Formally, a step is a triple (p, m, d), where p is the process taking the step, m is the message p receives
in that step, and d is the failure detector value it sees in that step. A schedule S is a finite or infinite sequence
of steps.

A configuration of algorithm A specifies the global state of the system, i.e., the state of each process
and of the “message buffer” which contains the set of messages that have been sent but have not yet been
received. An initial configuration of A is a configuration in which every process occupies an initial state and
the message buffer is empty. The step e = (p, m, d) is applicable to configurationC' if m is A or m belongs
to the message buffer of C' and its recipient is p; in this case e¢(C') denotes the configuration that results if the
present configuration isC', and process p executes the step in which it receives message m and sees failure
detector value d. A schedule S = ejes. .. is applicable to configurationC' if and only if S is empty or e; is
applicable to C, e is applicable to e; (C') and so on. If S is a finite schedule applicable toC', S(C') denotes the
configuration that results from applyingS to C.

30ur result also applies to models where steps have finer granularity. For simplicity we focus on this one.



A run of algorithm A using a failure detector D describes an execution of .4 where processes have access
to D. Formally, a run (respectively, partial run) of algorithm A using a failure detector D is a tuple R =
(F,H,I,S,T) where F is a failure pattern, H € D(F) is a failure detector history, I is an initial configuration
of A, Sis an infinite (respectively, finite) schedule ofA that is applicable to 7, and 7" is an infinite (respectively,
finite) increasing list of times indicating when each step inS occurred. A number of straightforward conditions
are imposed on the components of runs and partial runs to ensure that the failure detector values that appear in
the steps of the schedule are consistent with the failure detection history H, that processes don’t take steps after
crashing, and that (in runs) correct processes take infinitely many steps and messages are not lost. For details
see [1].

Some algorithms meet their specification only under some assumptions about the “environment” — e.g.,
that a majority of the processes are correct, or that two particular processes do not both crash. Formally, an
environment £ is a set of possible failure patterns. Intuitively, these are the failure patterns in which an algorithm
of interest works correctly.

In Section 1 we informally introduced the failure detectors 2, X, 7S. We now define these formally.

e The range of 2 is II. For every failure pattern F,

HeQ(F) < 3pc€ correct(F)Vq € correct(F)3t € NVt' >t H(q,t') = p.

e The range of ¥ is 2'1. For every failure pattern F,

HeX(F) & (Vp,p ellvt,t' e NH(p,t)NH ') #0) A
(Vp € correct(F)3t € NVt' >t H(p,t') C correct(F)).

e The range of S is {green,red}. For every failure pattern F,

HeFS(F) < VpellVteN (H(p,t)=red — F(t) #0) A
(faulty(F) # 0 — Vp € correct(F) 3t € NVt' > ¢t H(p,t') = red).

3 Quittable consensus (QC)

Informally, quittable consensus is a weaker version of consensus where, if a failure has occurred, processes can
also agree on the special value Q. In the quittable consensus problem (QC), each process invokes the operation
PROPOSE(v), where v € {0, 1}, which returns a decision of 0, 1 or Q (for “quit”). It is required that:

Termination: If every correct process proposes a value, then every correct process eventually returns a deci-
sion.

Uniform Agreement: No two processes (whether correct or faulty) return different values.

Validity: A process may only decide a value v € {0,1,Q}. Moreover,
(@) If v € {0, 1} then some process previously proposed v.
(b) If v = Q then a failure previously occurred.

Here we defined the binary version of QC, where processes can propose values in the set{0, 1}. It is straight-
forward to generalise QC so that processes can propose values from an arbitrary set of at least two values that
does not include the special value Q.



Code for each process p:

Procedure PROPOSE(v): { vis1or0Q }
while ¥, = 1 do nop
if ¥, € {green, red}
then { henceforth U behaves like FS }
return Q
else { henceforth ¥ behaves like (2, %) }
d := CONSPROPOSE(v) { use ¥ to run (£, X)-based consensus algorithm }
return d

~N o o A W N P

Figure 1: Using ¥ to solve QC.

4  The weakest failure detector to solve QC

We defi ne a new failure detector denoted¥ and show that it is the weakest failure detector to solve QC in any
environment. To prove this, we fi rst show thatW can be used to solve QC in any environment. We then prove
that, for every environment £, any failure detector that can be used to solve QC in £ can be transformed into &
iné&.

4.1 Specification of failure detector ¥

Roughly speaking ¥ behaves as follows: For an initial period of time the output of ¥ at each processis L.
Eventually, however, U behaves either like the failure detector (€2, X) at al processes, or, in case a failure
previously occurred, it may instead behave like the failure detector 7S at all processes. The switch from |
to (2, %) or FS need not occur simultaneously at all processes, but the same choice is made by all processes.
Note that the switch from L to 7S isallowable only if afailure previously occurred. Furthermore, if afailure
does occur processes are not required to switch from L to FS; they may still switchto (€2, X).

More precisely, ¥ is defi ned as follows. For each failure patternF',

HeU(F) & (EIH’ € (Q,%)(F)¥p e It € N (W <t H(p,t') = LAVY >t H(p,¥') = H'(p, t’))> v

<E|t* ENF({t)#0 A JH € FS(F)Vp e 13t > t* (V' <tH(p,t') = LAV > tH(p,t') = H'(p, t’))>

4.2 Using V¥ to solve QC

It is easy to use ¥ to solve QC in any environment £ (see Figure 1). Each process p waits until the output of
U becomes different from _L. At that time, either ¥ starts behaving like FS or it starts behaving like (2, X).
If U starts behaving like 7S (¥ can do so only if afailure previously occurred), p returns Q. The remaining
caseisthat W starts behaving like (€2, ). Itisshownin [4] that there is an algorithm that uses (€2, X)) to solve
consensus in any environment. Therefore, in this case, processes propose their initial value to that consensus
algorithm and return the value decided by that algorithm. In Figure 1, CONSPROPOSE() denotes p’s invocation
of the algorithm that solves consensus using (€2, ). Hence the following result:

Theorem 1 For all environments £, ¥ can be used to solve QC in £.



Code for each process p:
on initialization:
1 W-output, := L { W-output, is the output of p’s module of ¥ }

task 1:
2 doforever { This is done exactly as in [1] }
3 cobegin

4 p builds an ever-increasing DAG G,, of failure detectors samples
by repeatedly sampling its failure detector and exchanging samples
with other processes.
I
6 p uses G, andthen + 1 initia confi gurations to construct aforestY,
of ever-increasing simulated runs of agorithm A using D
that could have occurred with the current failure pattern ' and the
current failure detector history H € D(F).
7 coend

task 2:
s wait until p decidesin some run of every tree of the forest T,
9 if p decidesQinsomerun

(&)

10 then

1 p executes A by proposing 0

12 else { every tree of the forest Y, has a run where p decides 0 or 1 }

13 let I and I’ beinitial confi gurations that differ only in the proposal of one process
and S and S’ be schedulesin T, so that p decides0in S(I) and 1in S’(I’)

14 p executes A by proposing (I,1',5,5")

15 wait until p decidesin this execution of A
16 if pdecides0Oor Q
17 then { extract FS }

18 W-output,, := red
19 €ese{ p’s decision is of the form (Iy, I, So, S1); extract (2, %) }
20 {2-output,, := p ; X-output,, := II
21 cobegin

{ extract Q) }
2 do forever Q2-output, := id of the processthat p extracts using T, and the procedure described in [1]
a |

{ extract ¥ }
24 let (1o, I1, S0, S1) bethe decision value of p
2 let C be the set of confi gurations reached by applying all prefi xes ofSy, .S; to I, I1, respectively
26 do forever
2 wait until p adds a new failure detector sample » to its DAG G,
28 repeat
2 let G, (u) be the subgraph induced by the descendants of « in the current DAG of samples G,.
30 for each C' e C construct the set S¢ of all schedules

compatible with some path of G, (v) and applicableto C

& until for each C' € C thereisaschedule S € S such that p decidesin S(C)
2 Y-output,, := (J Set of processes that take steps in the schedule S € Sc such that p decidesin S(C)
a2 |

{ combine 2 and ¥ to ¥ }
N do forever W-output, := (Q2-output,,, 3-output )
3 coend

Figure 2: Extracting ¥ from D and QC algorithm A



4.3 Extracting ¥ from any failure detector that solves QC

Let D be an arbitrary failure detector that can be used to solve QC in some environment &; i.e., there is an
algorithm A that uses D to solve QC in environment £. We must prove that ¥ can be “extracted” from D
in environment &, i.e., processes can run in £ a transformation algorithm that uses D and A to generate the
output of ¥ — a failure detector that initially outputs L and later behaves either like (€2, 3) or like 7S. The
transformation algorithm that does this is shown in Figure 2 and is explained below.

Each process p starts by outputting L (line 1). While doing so, p determines whether in the current run
it is possible to extract (€2, X), or it is legitimate to start behaving like FS and output red because a failure
occurred, as follows.

In task 1, p simulates runs of A that could have occurred in the current failure detector history of D and the
current failure pattern F', exactly as in [1]. It does this by “sampling” its local module of D and exchanging
failure detector samples with the other processes (line 4). Process p organizes these samples into an ever-
increasing DAG G, whose edges are consistent with the order in which the failure detector samples were
actually taken. Using G, p simulates ever-increasing partial runs of algorithm A that are compatible with
paths in G, (line 6).* Each process p organizes these runs into a forest of n + 1 trees, denoted T,. Forany
i, 0 < i < n], the i-th tree of this forest, denoted T;, corresponds to simulated runs of A in which processes
p1,--.,p; propose 1, and p;i1,...,p, propose 0. A path from the root of a tree to a node x in this tree
corresponds to (the schedule of) a partial run of .4, where every edge along the path corresponds to a step of
some process.

In task 2, p waits until it decides in some run of every tree of the forest Y, (line 8). If p decides Q in any of
these runs, then a failure must have occurred (in the current failure pattern), and so p knows that it is legitimate
to output red in this run. Otherwise (p’s decisions in the simulated runs are 0s or 1s), p determines that it is
possible to extract (€2, X) in the current run.

At this point, p executes the given QC algorithm A (using failure detector D) to agree with all the other
processes on whether to output red or to extract (2, X). Specifically, ifp has determined that it is legitimate
to output red then it proposes 0 to A (line 11), otherwise it proposes (I, I’, .S, S’) (line 14) where I and I’ are
initial configurations that differ only in the proposal of one process, andS and .S’ are schedules in T, such that
pdecides 0in S(I)and 1in S’(1").% The following lemma proves that these configurations and schedules exist.

Lemma 2 If any process p reaches line 12 then there are initial configurations I and I', and schedules S and
S"in Y, such that (a) I and I’ differ only in the proposal of one process, and (b) p decides 0 in S(I) and 1 in
S'(1').

PROOF SKETCH. If any process p reaches line 12, then in each tree of Y, p has a run in which it decides 0
or 1. In the tree where every process proposes 0 (respectively, 1), p’s decision must be 0 (respectively, 1). The
result immediately follows. O

If A returns 0 or Q, then p stops outputting | and outputs red from that time on (line 18). If A returns a
value of the form (Zy, I1, Sp, S1), then p stops outputting L and starts extracting 2 (line 22) and X (lines 24-32).
Q is extracted as in [1] (see Section 4.3.1). X is extracted using novel techniques explained in Section 4.3.2.

Note that processes use the given QC algorithm A and failure detector D in two different ways and for
different purposes. First each process simulates many runs of .4 to determine whether it is legitimate to output
red or it is possible to extract (€2,X) in the current run. Then processes actually execute A (this is a real
execution, not a simulated one) to reach a common decision on whether to output red or to extract (€2, 3).
Finally, if processes decide to extract (€2, X2), they resume the simulation of runs of A4 to do this extraction.

“Each failure detector sample in G, includes the name of the process that took this sample. Roughly speaking, we say that a run or
schedule of A is compatible with a path in G,, if the sequence of processes that take steps in this run or schedule and the failure detector
values that they see match the sequence of processes and failure detector values in this path [1].

SWe assume here that A can solve multivalued QC. This causes no loss of generality: by using the technique of [12] one can
transform any binary QC algorithm into a multivalued one.



4.3.1 Extracting Q2

To extract €2, p must continuously output the id of a process such that, after some time, correct processes
output the id of the same correct process. Thisis done using the procedure of [1], with some minor differences
explained below.

Asin[1], because of the way each process p constructs its ever-increasing forest T, of simulated runs, the
forests of correct processestend to the sameinfi nite limit forest, denotedY'. The limit tree of T; is denoted Y.
Each node z of the limit forest T istagged by the set of decisions reached by correct processesin partial runs
that correspond to descendants of z.

In[1] the only possible decisionswere 0 or 1, and so these were the only possible tags. Consequently, each
node was 0-valent, 1-valent or bivalent (with two tags). Here there are three possible decisions (0, 1 or Q) so
each nodeis 0-valent, 1-valent, Q-valent or multivalent (with two or three tags).

In [1] (and here) the extraction of the id of a common correct process relies on the existence of acritical
index i in the limit forest Y. Here we defi nei to be critical if the root of Y is multivalent (in which case it
is called multivalent critical), or if the root of Y¢~! is u-valent and the root of Y? is v-valent, where u,v €
{0,1,Q} and u # v (inwhich caseit is called univalent critical).

In[1] itisshown that acritical index always exists. In this paper, however, thisis not necessarily the case. If
some process crashes (in the current failure pattern), it is possible that in all the simulated runs of QC agorithm
Ain Y al decisions are Q. In this case, the roots of all treesin the limit forest T are tagged only with Q. So
there is no critical index, and we cannot apply the techniques of [1] to extract the id of a correct process! This
iswhy, in our transformation algorithm, processes do not always attempt to extract €2 from D. However, if a
process actually attempts to extract €2 (in line 22) then a critical index does exist in the limit forest Y, and so Q2
can indeed be extracted:

Lemma 3 If any process reaches line 22 then the limit forest Y has a critical index.

PROOF SKETCH. If aprocess reachesline 22, then it previously decided atuple of the form (Zy, I1, Sp, .S1) in
line 15. Thus, by the Validity property of .A, some process g (not necessarily correct) proposed some tuplein
line 14. We fi rst show that the limit forestT has some run where some correct process decides a value other
than Q.

Since ¢ proposed atuplein line 14, it must have decided some value v # Q in some partial run R of A in
T,. Before g proposed itstuplein line 14, it sent to all processes the fi nite path of g's DAG (of failure detector
samples) that gave rise to the partial run R. Thus, after receiving this path and integrating it in its own DAG,
every correct process p also constructs partial run R (which is compatible with this path), and includesit in its
own forest T,,. So the partial run R where ¢ decides v is also embedded in the limit forest Y. Note that T
includes an infi nite runR* that extends R such that all the correct processes take an infi nite number of stepsin
R*. By the Termination and Uniform Agreement properties of .4, all the correct processes decide v (the same
asq) inrun R*. So Y hasarun where all correct processes decidev # Q.

From the above, the root of some tree Y7 of the limit forest T hastag v # Q. Without loss of generality,
assume v = 0. Note that the root of tree Y, where all processes propose 1, must have atag u # 0 (it can be 1
or Q). Therefore, some index i between 5 and n must be critical. O

432 Extracting X

To extract 32, p must continuously output a set of processes (quorum) such that the quorums of all processes
always intersect, and eventually they contain only correct processes. Thisisdonein lines 24-32 as follows.

When process p reaches line 24, it has agreed with other processes on two initial confi gurations/, and I;
and two schedules Sy and S; that are applicableto Iy and I, respectively. Consider the set C of confi gurations
of A aobtained by applying all the prefi xes of Sy and .Sy to Iy and 17 (line 25).



To determine its next quorum, p uses “fresh” failure detector samplesto simulate runsof A that extend each
confi guration inC (lines 29-30). It does so until, for each confi guration inC, it has ssmulated an extension in
which it has decided (line 31). The quorum of p is the set of all processes that take steps in these “deciding”
extensions (line 32).

Note that in line 27, p waits until it gets a new sample » from its failure detector module (which happens
in line 4 of task 1) and then it uses only samples that are more recent than « to extend the confi gurations inC
(lines 29-30). This ensures the freshness of the failure detector samples that p uses to determine its quorums.
Consequently, quorums eventually contain only correct processes (one of the two requirements of X).

4.3.3 Sketch of the proof

Lemma4d Let Ry = (F,H,1,S-51,T-T1) and Ry = (F,H,I,S - Sy, T -Ty) be partial runs of A, such that
the sets of processes that take steps in S1 and in S9 are disjoint and T and T» contain distinct times. Let T be
the merging of T and T5 (in increasing order) and S be the corresponding merging of Sy and S3 (i.e., the steps
of S are the steps of S1 and Ss in the order indicated by T) Then R = (FH,I,S - S T. T) is also a partial
run of A.

Corollary 5 Let Ry = (F,H,1,S-51,T-T1) and Ry = (F,H,1,5-S,T-T5) be partial runs of A, such that
the sets of processes that take steps in Sy and in Sy are disjoint and T} and T5 contain distinct times. If some
process decides x1 in Ry and some process decides xo in Ry then x1 = 2.

Lemma6 For each correct process p, there is a time after which 3-output,, contains only correct processes.

PROOF SKETCH. Let p be acorrect process. Note that: (a) p takes a new failure detector sample « infi nitely
often (inline 27), and (b) X-output,, contains only processes that take steps after the most recent sample « taken
by p. Since faulty processes eventually stop taking steps, thereis atime after which XX-output,, does not contain
any faulty process. O

Lemma7 Letp, q be any processes, Z.-output,, and X-output, always intersect.

PROOF SKETCH. Recall that p and ¢ agreed on a value of the form (I, 1, Sp, S1) in a(real) execution of A
(line 15). I and I; areinitial confi gurations that differ only in the proposal of one process, andS, and S; are
(simulated) schedules of A in which some process decides0 in Sy () and 1in .Sy (f1). Thus, p and ¢ aso agree
on the set of confi gurationsC that is obtained by applying all prefi xes of Sy and S; to I and I, respectively.

More precisely, let So = ejea...epand Sy = fifa... f (Wherethee;sand f;sare steps). Let Cy = I
and C; = 61‘(01',1) forl <1 < ¢ Slmllal'ly, Dy = I; and D]’ = fj(Djfl) for 1 < j < m. Thus,
C={Co,...,C¢,Do,...,Dn}.

Let @, and Q, bethe values of X-output, and X-output,, at any two times. We must provethat Q,NQ, # 0.
Suppose, for contradiction, that thisis not the case.

Consider the iteration of the loop in lines 26-32 at the end of which p set 3-output,, to @Q,,. In that iteration,
foreach C;, 0 < ¢ < ¢, p determined ascheduleo— such that p decides some value, denoted xp ino; P(Cy); and,
for each D;, 0 < j < m, p determined aschedule T] such that p decides some value, denoted yp, in Tj’.’(C’j).
Note that @, is the set of processes that take stepsin the schedules o, 0 < i < ¢, and TJP, 0<j<m.

Consi der now the iteration of the loop in lines 26-32 at the end of which ¢ set Z-output,, to @Q,. We defi ne
of, zl, 71, and y?, in an analogous manner. (See Figure 3.)

Claim 7.1 Foralli,0 <i </, = xj;and forall j,0 < j < m, y] = yj.
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Figure 3: lllustration of proof of Lemma7

PROOF SKETCH. Since @), and Q, are digoint, for eachi, 0 < i < /, the sets of processes that take steps in
o? and o} are digoint. Thus, by Corollary 5 (applied with I = Iy, S = ejez...€;, S1 = of and Sy = o),
; = x]. The proof that y7 = y isanalogous. O
By Claim 7.1, we can now defi nex; = af = of andy; =y = y;.

Claim 7.2 Foralli,0 <i </, z;41 = x;; and forall j,0 < j <m, yj+1 = y;.

PROOF SKETCH. Recall that C;+1 = €;41(C;). Since @, and @), are digjoint, the sets of processes that take
stepsin of and o are disioint. Thus, the process that takes step e;;; does not take a step in at least one of
ol or of. Without loss of generality, assume that it does not take a step in o?. Let o = e;11 - 0. Note
that o is applicable to C;. Moreover, the sets of processes that take stepsin o and o are disjoint. Thus, by
Corollary 5 (applled withl =1y, S =ejes...e€;, 51 = Uf and Sy = J), T = Tig1- The proof that Yji = Yj+1
is analogous. O

Clam73 zo=0 and yg = 1.

PROOF SKETCH. Recall that some process decides 0 in Cy = Sy(p). Therefore, p decides 0 in o7 (Cy), and
s0 xy = 0. By Claim 7.2 and atrivial induction, z; = 0 for al ¢, 0 < i < £. In particular, xo = 0. The proof
that yo = 1 isanaogous. O

Let  be the process such that I and I; differ only in the initia value of r. Since @, and @, are digoint,
the sets of processes that take stepsin of and 7 are digioint. So r does not take a step in at least one of o)
and 7. Without loss of generality, assume that  does not take a step in o). Thus, o} is also applicable to I;.
By Corollary 5 (applied with I = I, S being the empty schedule, S; = o} and Sy = 7)), zo = yo. This
contradicts Claim 7.3, and compl etes the proof of Lemma 7. O

10



Theorem 8 For all environments &, if failure detector D can be used to solve QC in &, then the algorithm in
Figure 2 transforms D into ¥ in environment €.

PROOF SKETCH. Let A be any algorithm that uses D to solve QC in environment £. We show that the algo-
rithm in Figure 2 uses A to transform D into ¥ in environment £. In that algorithm, each process p maintains
avariable ¥-output,. We now prove that the values that these variables take conform to the specifi cation of U.
By inspection of Figure 2, it is clear that W-output,, is either L, or red (in which case we say it is of type FS),
orapair (¢,Q) whereq € IT and @ C II (in which case we say it is of type (12, 30)).

(1) For each process p, V-output, is initially L (line 1). If W-output, ever changes value, it becomes of type
FS forever (line 18) or of type (2, X) forever (lines 20-34).

(2) For all processes p and g, it is impossible for W-output,, to be of type FS and V-output, to be of type
(©,%). Thisis because, by the Uniform Agreement property of .4, p and ¢ cannot decide different values
inline 15.

(3) For each correct process p, eventually W-output, # 1. To see this, let p be any correct process. Process
p simulates aforest T, of ever-increasing partial runs of A asin [1] (seeline 6). In this simulation, every
tree in T, has runs in which all the correct processes take steps infi nitely often. So, by the Termination
property of QC, every treein Y, has arun in which p decides. Therefore, eventually all correct processes
complete the wait statement in line 8, and execute A in line 11 or 14. By the Termination property of QC,
eventually p decidesin that execution of A, and stops waiting in line 15. Thus, p eventually sets ¥-output,,
to avalue other than 1 inline 18 or 34.

(4) For each process p, if W-output,, is red then a process previously crashed in the current run. To seethis, let
p be some process that sets W-output, = red (line 18). Thus, p decides 0 or Q in the execution of A that it
invoked inline 11 or 14. If p decides Q then the fact that some process has previously crashed in the current
run follows immediately from part (b) of the Validity property of QC. If p decides 0 then from part (a) of
the Validity property of QC, some process ¢ proposed 0 in the execution of A that ¢ invoked in line 11.
Thisimpliesthat ¢ decided Q in one of the simulated runs of A that ¢ hasinitsforest T,. Recall that these
are runs that could have occurred with the current failure pattern. By part (b) of the Validity property of
QC, this means that some process has previously crashed in the current run.

(5) If the W-output variable of any process is ever of type (£, Y), then there is a time after which, for every
correct process p, (2-output,, is the id of the same correct process. To see this, suppose some ¥-output
becomes of type (£2,%). Then, by (2) and (3) above, eventualy the W-output variable of every correct
process also become of type (£2,X). So every correct process sets its (2-output variable repeatedly in
line 22 using the extraction procedure described in [1]. Since processes reach line 22, by Lemma 3, a
critical index existsinthelimit forest Y. By following the proof of [1], it can now be shown that eventually
all the correct processes extract the id of the same correct process. The only difference is that whenever
[1] refersto abivalent node, we now refer to a multivalent one, and whenever [1] refers to 0-valent versus
1-valent nodes, we refer here to u-valent and v-valent nodes where u, v € {0,1,Q} and u # v.

(6) If the ¥-output variable of any process is ever of type (£, X) then: (a) for every correct process p, there is a
time after which X-output,, contains only correct processes, and (b) for every processes p and g, X-output,,
and X:-output, always intersect. ThisisshowninLemmas6 and 7.

From the above, it is clear that the values of the variables W-output conform to W: For an initial period of time
they are equal to L. Eventually, however, they behave either like the failure detector (€2, X) at all processes or,
if afailure occurs, they may instead behave like the failure detector 7S at all processes. Moreover, this switch
from L to (2, %) or S isconsistent at all processes. O

From Theorems 1 and 8, we have:
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Code for each process p:

Procedure VOTE(v): { v is Yes or No }

send v to dl

wait until [(for each process ¢ inTI, received ¢'s vote) or 7S = red]
if the votes of al processes are received and are Yesthen

myproposal := 1
else { some vote was No or there was a failure }
myproposal := 0

mydecision := PROPOSE(myproposal )
if mydecision = 1 then
return Commit
else { mydecision=0orQ }
1 return Abort

© 0 N o g A W N P

=
o

Figure 4: Using FS to transform QC into NBAC

Corollary 9 For all environments £, V is the weakest failure detector to solve QC in £.

5 The weakest failure detector to solve NBAC

5.1 Specification of NBAC

In the non-blocking atomic commit problem (NBAC), each process invokes the operation VOTE(v), where
v € {Yes, No}, which returns either Commit or Abort. It is required that:

Termination: If every correct process votes, then every correct process eventualy returns a value.
Uniform Agreement: No two processes (whether correct or faulty) return different values.

Validity: A process may only return Commit or Abort. Moreover,
(a) If v = Commit then all processes previously voted Yes.
(b) If v = Abort then either some process previously voted No or afailure previously occurred.

5.2 Using FS to relate NBAC and QC

We fi rst show that NBAC is equivalent to the combination of QC and failure detector #S. We then use this
result to establish arelationship between the weakest failure detector to solve QC and the one to solve NBAC.

Theorem 10 NBAC is equivalent to QC and FS. That is, in every environment £ :
(a) Given failure detector FS, any solution to QC can be transformed into a solution to NBAC.
(b) Any solution to NBAC can be transformed into a solution to QC, and can be used to implement FS.

PROOF. Let &£ bean arbitrary environment.
(a) The agorithm in Figure 4 uses 7S to transform QC into NBAC in €.

(b) It is known that NBAC can be used to implement FS in any environment [3, 9]. Roughly speaking,
processes use the given NBAC agorithm repeatedly (forever), voting Yes in each instance. At each process,
the output of FS isinitialy green, and becomes permanently red if and when an instance of NBAC returns
Abort. It remains to prove that any solution to NBAC in £ can be transformed into asolution to QC in £. This
transformation is shown in Figure 5. O
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Code for each process p:

Procedure PROPOSE(v): {vis1lor0Q }

1 send v toall

2 d:= VvOTE(Yes) { use of the given NBAC algorithm }
s if d = Abort then
4 return Q
5 ese

6 wait until [(for each process ¢ € II, received ¢’s proposal)]
7 return smallest proposal received

Figure 5: Transforming NBAC into QC

5.3 Theweakest failure detector to solve NBAC

Theorem 11 For every environment £, if D is the weakest failure detector to solve QC in &, then (D, FS) is
the weakest failure detector to solve NBAC in £.

PROOF. Let & be anarbitrary environment, and D be the weakest failure detector to solve QC in £. This means
that: (i) D can be used to solve QC in £ and (ii) any failure detector that solves QC in £ can be transformed
into D in &.

Let D' = (D, FS). We must show that: (a) D’ can be used to solve NBAC in &, and (b) any failure detector
that solves NBAC in £ can be transformed into D’ in £.

(@) Since the output of D’ includes the output of D, by (i), D’ can be used to solve QC in £. Since D’ also
includes FS, by Theorem 10(a), D’ can be used to solve NBAC in &.

(b) Let D” be a failure detector that solves NBAC in £. By Theorem 10(b), (1) D” can be used to solve QC in
&, and (2) D" can be used to implement FS in £. From (1) and (ii), D" can be transformed into D in £. By
(2), D" can be transformed into (D, FS), i.e., into D', in &. O

From Corollary 9 and Theorem 11, we immediately have:

Corollary 12 For all environments £, (¥, FS) is the weakest failure detector to solve NBAC in &.

6 Final remarks

In environments where a majority of processes are correct it is easy to implement the quorum failure detector :
Each process periodically sends “join-quorum” messages, and takes as its present quorum any majority of
processes that respond to that message [4]. Therefore, in such environments ¥ is equivalent to a simpler failure
detector, one which outputs just €2 where ¥ outputs (€2, X2).

Our definitions of QC and NBAC do not allow a process to quit or abort because of a future failure. We could
have defined these problems in a way that allows such behaviour, as in fact is the case in some specifications of
NBAC in the literature. Our results also hold with these definitions, provided we make a corresponding change
to the definitions of the failure detectors 7S and W: they are now allowed to output red in executions with
failures even before a failure has occurred.
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