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Abstract

Automatic character detection in video sequences is a complex task, due to the variety of sizes and colors as well as to

the complexity of the background. In this paper we address this problem by proposing a localization/verification

scheme. Candidate text regions are first localized by using a fast algorithm with a very low rejection rate, which enables

the character size normalization. Contrast independent features are then proposed for training machine learning tools

in order to verify the text regions. Two kinds of machine learning tools, multilayer perceptrons and support vector

machines, are compared based on four different features in the verification task. This scheme provides fast text

detection in images and videos with a low computation cost, comparing with traditional methods.

r 2003 Elsevier B.V. All rights reserved.
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1. Introduction

Content-based multimedia database indexing
and retrieval tasks require automatic extraction
of descriptive features that are relevant to the
subject materials (images, video, etc.). The typical
low level features that are extracted in images or
video include measures of color [25], texture [13],
or shape [14]. Although these features can easily be
extracted, they do not give a clear idea of the
image content. Extracting more descriptive fea-
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tures and higher level entities, for example text [3]
or human faces [24], has attracted more and more
research interest recently. Text embedded in
images and video, especially captions, provide
brief and important content information, such as
the name of players or speakers, the title, location
and date of an event, etc. These text can be
considered as a powerful feature (keyword)
resource as are the information provided by speech
recognizers for example. Besides, text-based search
has been successfully applied in many applications
while the robustness and computation cost of the
feature matching algorithms based on other high
level features are not efficient enough to be applied
to large databases.
d.
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Text detection and recognition in images and
video frames, which aims at integrating advanced
optical character recognition (OCR) and text-
based searching technologies, is now recognized
as a key component in the development of
advanced image and video annotation and retrie-
val systems. Unfortunately, contrary to most of
the OCR problems, text characters contained in
images and videos can be any grayscale value (not
always black characters on a white background),
low resolution, variable size, and embedded in
complex backgrounds. Experiments show that
applying conventional OCR technology directly
on the video frames leads to poor recognition
rates. Therefore, efficient detection and segmenta-
tion of text characters from background is
necessary to fill the gap between image and video
documents and the input of a state-of-the-art OCR
system.

Previously proposed methods show that char-
acters can be detected by exploiting the character-
istics on vertical edge, texture and edge
orientations. One system for localizing text in
covers of Journals or CDs [30] recognized that text
were contained in regions with high horizontal
variance, and satisfied certain spatial properties.
The spatial properties could be exploited in a
connected component analysis process. Smith et al.
[22] localized text by first detecting vertical edges
with a predefined template, then grouping vertical
edges into text regions using a smoothing process.
These two methods are fast but produce many
false alarms because many background regions
may also have strong horizontal contrast.

Wu et al. [29] described a text localization
method based on texture segmentation. Texture
feature was computed at each pixel from the
derivatives of the image at different scales. Using a
K-means algorithm, pixels were classified into
three classes in the feature space. The class with
highest energy in the feature space indicated text
candidates while the two others indicated non-text
and uncertainty. The high complexity of texture
segmentation is the main drawback of this method
and the segmentation quality is quite sensitive to
background noises.

In a more recent work, Garcia et al. [8] proposed
a feature, called variance of edge orientation, for
text localization which exploited the fact that text
string contained edges in other orientations.
Variation of edge orientations was computed in
local area from image gradient, and combined
with the edge features for locating text blocks.
However, the method does not take care of
characteristics coming from parallel character
edges.

Besides the properties of individual characters,
Sobottka et al. [23] suggested that baseline
detection could be used for text string localization.
More precisely, text strings are characterized by
specific top and bottom baselines, which thus
should be detected in order to assess the presence
of a text string in an image block.

Temporal information of a text string in
consecutive video frames can be used for extract-
ing some video text. There are two kinds of text in
video captions, which are graphic text planned
into the scene of video frames, and scene text,
which are originally contained in the scene.
Temporal information is usually helpful for
detecting captions since they are mostly stationary
but not very helpful for the scene text, which may
have various motion and transforms. Sato [18] and
Lienhart [12] computed the maximum or minimum
value at each pixel position over frames. The
values of the background pixels that are assumed
to have more variance through video sequence will
be pushed to black or white while the values of the
text pixels are kept. However, this method can
only be applied on black or white characters. Li
[11] proposed a multiframe enhancement for
unknown grayscale text which computes the
average of pre-located text regions in multiple
frames for further segmentation and recognition.
The average image has a smaller noise variance but
may propagate blurred characters in frames. These
temporal methods are helpful in extracting motion
constrained text, for examples static captions.
More temporal information can be exploited in
combining text segmentation and recognition
results based on a tracking system [4]. However,
these temporal techniques are out of the scope of
this paper and will not be discussed further.

The manually designed heuristic features-based
methods outlined above usually provide fast
detection systems but are not very robust when
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the texture of the text and the background are very
complex. As an alternative, some text detection
systems use trained detectors based on machine
learning methods [11,12]. These systems extract
wavelet [11] or derivative [12] features from fix-size
blocks of pixels and classify the feature vectors
into text or non-text using neural networks.
Because the neural network based classification is
performed in the whole image, the detection
system is not very efficient in terms of computation
cost. Moreover, the training of classifiers becomes
difficult when the ratio of the sizes of the biggest
character and smallest is varying more than 2
times and also when both the grayscale values of
character and background are unknown.

Therefore, there are two problems in obtaining
an efficient and robust text detection system using
machine learning methods. One is how to avoid
performing computational intensive classification
on the whole image, the other is how to reduce the
variances of character size and grayscale in feature
space before training. In this paper, we address
these problems by proposing a localization/verifi-
cation scheme. In this scheme, text blocks are
quickly extracted in images with a low rejection
rate. This localization process allows us to further
extract individual text lines and normalize the size
of the text. We then perform precise verification in
a set of feature spaces that are invariant to text
grayscale changes.
(a) (b)

Fig. 1. (a) 5 � 1 vertical edge dilation operator and (b) 3 � 6

horizontal edge dilation operator
2. Text localization

The direct application of common classifiers,
such as k-nearest neighbors (k-NN), multilayer
perceptrons (MLP) or support vector machine
(SVM) for text detection in complex backgrounds
produces a high false alarm rate and a rejection
rate [12]. The difficulty of the classification mainly
comes from the large variability of the text sizes,
for example the biggest character is 5 times as the
smallest one in video sequences. A solution is to
normalize the text size before performing the
classification task. However, this normalization
requires the prior localization of the text. To avoid
this chicken-and-egg problem, approximate loca-
tions of text can be firstly provided by using the
following localization procedure with a low CPU
cost and, most importantly, a low rejection rate.

2.1. Candidate text regions extraction

Let S denote the set of sites (pixels) in an input
image. The task of extracting text-like regions,
without recognizing individual characters, can be
addressed by estimating at each pixel
ðx; yÞ ððx; yÞASÞ in an image I the probability
PðT jðx; yÞ; IÞ of belonging to a text block and then
grouping the pixels with high probabilities into
regions. In order to have a fast algorithm, we
exploit the fact that text regions contain short
edges in vertical and horizontal orientations, and
that these edges are connected to each other due to
the connections between character strokes.

First, vertical and horizontal edges are detected
individually by finding directional zero crossing
maps Cv and Ch produced by a Canny filter [2].
Let Cvðx; yÞ ¼ 1 and Chðx; yÞ ¼ 1; respectively,
indicate the vertical and horizontal zero crossing
points, and let Cvðx; yÞ ¼ 0 and Chðx; yÞ ¼ 0
indicate all the non-zero crossing points. Then,
according to the type of edge (vertical or
horizontal), different mathematical morphology
operators [20], namely dilation, are used so that
the vertical edges are connected in horizontal
direction while horizontal edges are connected in
vertical direction:

Dvðx; yÞ ¼ Cvðx; yÞ"Rectv and

Dhðx; yÞ ¼ Chðx; yÞ"Recth: ð1Þ

The dilation operators Rectv and Recth are defined
to have the rectangle shapes 5 � 1 and 3 � 6; as
illustrated in Fig. 1. Fig. 2(b and c) displays the
vertical and horizontal edges resulting of this
process for the video frame showed in Fig. 2(a).
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Fig. 2. Candidate text region extraction: (a) original image; (b) vertical edges detected in image (a); (c) horizontal edges detected in

image (a); (d) dilation result of vertical edges using 5 � 1 vertical operator; (e) dilation result of horizontal edges using 3 � 6

horizontakl operator; (f) candidate text regions.
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The vertical and horizontal edge dilation results
are shown in Fig. 2(d and e). We consider only the
regions that are covered by both the vertical and
horizontal edge dilation results as candidate text
regions. Thus, the probability PðT jðx; yÞ; IÞ can be
estimated as

PðT jðx; yÞ; IÞ ¼ Dvðx; yÞDhðx; yÞ: ð2Þ

Fig. 2(f) illustrates the result of this step.
The above text detection procedure is fast and

invariant to text intensity changes. It works for
reliablely detecting text with a height between 8
and 35 pixels, and even more (see character size
distribution Fig. 6) on some images (for images
with a 360 � 288 resolution). This size range is
wide enough to account for the large majority of
text encountered in video frames and other
documents. However, there exist texts with even
larger size, especially in journal covers. An
extension of the proposed localization algorithm
for these large characters consists of applying the
algorithm on scaled image pyramid, as described
in [29].
Also, another important point is that the
threshold of the edge detection step can be set
such that no true text regions will be rejected.

2.2. Text size normalization

In order to normalize text sizes, we need to
extract individual text lines from paragraphs in
candidate text regions. This task can be carried on
by detecting the top and bottom baselines of
horizontally aligned text strings. The baseline
detection has also two additional purposes: on
one hand, to eliminate false alarms, such as slant
stripes, which do not contain any well defined
baselines; and on the other hand, to refine the
location of text strings in candidate regions that
contain text connected with some background
objects.

Baseline detection starts by computing the Y -
axis projection hðyÞ; where hðyÞ denotes the
number of text pixels in line y and the fill-factor
F defined as the density of text pixels inside the
bounding box of the candidate text region. If the



ARTICLE IN PRESS

Fig. 3. Text line localization: (a) candidate text region with located baselines (top and bottom boundaries) and (b) the rectangle

boundaries of candidate text line.
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fill-factor is too low, we iteratively split the
region using horizontal lines until the fill-factor
of all the regions is above a given threshold TF,
in our case TF ¼ 70%: The splitting lines are
located using the three following algorithms,
applied sequentially:
1. Varying length splitting: This algorithm aims at
splitting region containing text strings of
different lengths or text strings connected with
background objects whose length is usually
shorter than that of text strings. We select the
Y -coordinate y0 which has the maximum
absolute derivative of hðyÞ: If this maximum
derivative is above a given threshold tg and
hðy0Þ is below 50% of the length of the longest
line in the region, we split the region at line y0:

2. Equal length splitting: When a region consists of
two text lines of similar lengths, it may be split
using Otsu’s thresholding method [16]. Con-
sidering hðyÞ as a one-dimension histogram,
Otsu’s method finds the threshold (line number
y0) that minimizes the intra-class variance of the
two text lines. Then, if hðy0Þ is less than 50% the
longest line in this region, we split the region at
line y0:

3. Baseline refinement: If a region cannot be split
by the above two algorithms, we assume that it
may contain only one text line, and we refine
the top and bottom boundaries (baselines) of
the region to yield more precise location. To
this end, we search for the greatest region (in
height) whose fill-factor is above the given
threshold TF (see [3] for details).
Fig. 3(a) demonstrates the result of performing the
above text line extraction step in Fig. 2(f). Typical
characteristics of text string are then employed to
select the resulting regions and the final candidate
text line should satisfy the following constraints: it
must contain between 75 and 9000 pixels; the
horizontal–vertical aspect ratio must be more than
1.2; the height of the region must be above 8 pixles.
Fig. 3(b) shows the rectangle boundaries of the
candidate text lines.
3. Text verification

As in many other works, the text localization
procedure described in the previous subsection is
rather empirical and may therefore produce false
alarms (i.e. non-text regions). To remove these
false alarms in the candidate text lines, we use
trained verifiers using machine learning methods
on both positive (text) and negative (false alarms)
examples resulting from the localization step.
There are two kinds of machine learning methods
based on either empirical risk minimization, or
structural risk minimization. The empirical risk
minimization based methods, e.g. MLP [1], mini-
mize the error over the data set. On the contrary,
structural risk minimization based methods, such
as SVM [27], aim at minimizing a bound on the
generalization error of a model in a high dimen-
sional space rather than minimizing error over
data set. The training examples that are far away
from the decision hyperplanes will not change the
support vectors, which may indicate a potentially
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better generalization on unseen backgrounds. In
this section, both MLP and SVM are tested in the
task of text verification.

3.1. Feature extraction

After the text localization step, each candidate
text line is normalized using bilinear interpolation
into an image I having a 16 pixels height (see
Fig. 4 for some examples). A feature image If of
the same size is then computed from I : The fixed
size input feature vectors zi to the MLP or SVM
are directly extracted from If on 16 � 16 windows
W sliding over the image grid S of these normal-
ized images. Since the grayscale values of text and
background are supposed to be unknown, we
tested four different kinds of features invariant to
the absolute grayscale values to produce the
feature image. These four alternatives are now
described.

A1. Spatial derivatives: In order to measure the
contribution of the contrast in the text verification
process, we employ the spatial derivatives of the
image as the first feature. For each pixel in sliding
window, we compute its derivatives in x and y

directions. Therefore, a feature vector of a sliding
window (256 dimensions) has 512 dimensions.

A2. Distance map: Since the grayscale values of
both characters and backgrounds are varying, the
derivatives give out different values. In fact,
contrast of text character is background depen-
dent, which implies that the contrast may not be a
stable feature for text verification. Thus, we
Fig. 4. Normalized text lines.
considered as a second feature image the distance
map DM, which only relies on the position of
strong edges in the image. DM is defined by
Toriwaki and Yokoi [26]

8ðx; yÞAS; DMðx; yÞ

¼ min
ðxi ;yiÞAE

dððx; yÞ; ðxi; yiÞÞ ð3Þ

where EDS is a set of edge points, and d is a
distance function, in our case the Euclidean
distance. Although the distance map is indepen-
dent of the grayscale value of characters, the edge
set E still relies on the contrast between text and
background and the threshold employed in edge
detection.

A3. Constant gradient variance features: To
avoid the need for setting any threshold, we
propose a feature called constant gradient variance
(CGV). The variance normalization technique is
usually used to enhance grayscale images or to
preprocess input data in speech [15,19]. Here, we
apply this technique on gradient image to normal-
ize the contrast at a given point using the local
contrast variance computed in a neighborhood of
this point. More formally, let gðx; yÞ denote the
gradient magnitude at pixel ðx; yÞ; and let LMðx; yÞ
(resp. LVðx; yÞ) denote the local mean (reps. the
local variance) of the gradient defined by

LMðx; yÞ ¼
1

jGx;yj

X
ðxi ;yiÞAGx;y

gðxi; yiÞ ð4Þ

and

LVðx; yÞ ¼
1

jGx;yj

X
ðxi ;yiÞAGx;y

ðgðxi; yiÞ

� LMðx; yÞÞ2; ð5Þ

where Gx;y is a 9 � 9 neighborhood around ðx; yÞ:
Then, the CGV value at pixel x; y is defined as

CGVðx; yÞ ¼ ðgðx; yÞ � LMðx; yÞÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
GV

LVðx; yÞ

s
; ð6Þ

where GV denotes the global gradient variance
computed over the whole image grid S: Assuming
that gðx; yÞBNðLMðx; yÞ;LVðx; yÞÞ; i.e. follows a
normal law with LMðx; yÞ mean and LVðx; yÞ
variance, it is easy to show that

E½CGVðx; yÞ	 ¼ 0 ð7Þ
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and

E½ðCGVðx; yÞÞ2	 ¼ GV; ð8Þ

where E denotes the expectation operator. Statis-
tically, each local region in the CGV image thus
has the same contrast variance. Note, however,
that a site with a high CGV value still corresponds
to an edge with a high local brightness contrast. In
general, this method will also enhance the noise in
regions with a uniform grayscale value. However
such regions will be very rare in our case since the
localization step only provides candidate text
images that contain many vertical and horizontal
edges.

A4. DCT coefficients: The last feature vector we
used is composed of discrete cosine transform
(DCT) coefficients mainly for comparison with the
above features. This feature is widely used in
JPEG and MPEG compression scheme and is a
representative feature in the frequency domain.
The DCT coefficients can be computed using a fast
DCT algorithm presented by Feig [7].
Fig. 5. Examples of three training features. The grayscale

values shown in the images are scaled into the range of 0–255

for display reasons. DCT feature images are not shown in this

figure because of they are not very visually meaningful.
Fig. 5 illustrates some examples of the derivative
features, the distance map feature and the constant
variance feature. DCT feature images are not
shown in this figure because of they are not very
visually meaningful. It can be seen that the
constant gradient variance features provide similar
values around the characters for text of different
grayscale values, such as images ‘‘UWE
PESCHEL’’ and ‘‘RK’’.

3.2. Multilayer perceptrons (MLP)

MLP is a widely used neural network that
consists of multiple layers (an input layer,
hidden layers and an output layer) of neurons.
Each neuron computes a weighted sum of the
output of the neurons in the previous layer,
followed by a activity function. In our experi-
ments, the MLP contains only one hidden layer
and the activity function is selected as a Sigmoid
function:

f ðtÞ ¼
1

1 þ expð�tÞ
: ð9Þ

Therefore, for each input vector z ¼ ðz1; z2;y; zmÞ;
the output Oh

i of the neuron i in the hidden layer is
defined as

Oh
i ¼ f

Xm

j¼1

wh
ij � zj þ bh

i

 !
ð10Þ

and the output Oo
k of a neuron k in the output

layer is defined as

Oo
k ¼

Xnh

i¼1

wo
ki � Oh

i þ bo
k: ð11Þ

The number of hidden neurons nh is decided by
using cross-validation during the training process,
which will be described below.

3.3. Support vector machine (SVM)

SVM is a technique motivated by statistical
learning theory and has been successfully applied
to numerous classification tasks [6,10]. The key
idea of SVM is to implicitly project the input space
into a space of higher dimension (possibly infinite)
where the classes are more linearly separable. This
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projection is implicit because the learning and
decision processes only involve inner dot product
in the feature space that can be computed using a
kernel. An extensive discussion of SVMs can be
found in [27]. In this paper, we will only consider a
binary classification task with nt labeled training
examples: ðz1; y1Þ; ðz2; y2Þ;y; ðznt

; ynt
Þ; where zi

denote an input vector and yi ¼ 71 indicates its
class label.

If the data set is linearly separable, there exists
at least one hyperplane w � zþ b ¼ 0 (decision
surface) that separates all the training examples:

yiðzi � wþ bÞX1 8i; ð12Þ

where w and b are normalized by the following
constraint:

min
i¼1;y;nt

jw � zi þ bj ¼ 1: ð13Þ

The margin of such a hyperplane w � zþ b ¼ 0 is
defined by the sum of the shortest distance from
the hyperplane to the closest positive example and
the shortest distance from the hyperplane to the
closed negative example. This margin is simply
2=jjwjj; where jjwjj is the Euclidean norm of w:
Thus, the maximum margin can be obtained by
minimizing jjwjj2 subject to the constraints
Eq. (12). The optimal w� can be defined by using
a set of weight lj on the training examples as

w� ¼
Xnt

j¼1

ljyjzj : ð14Þ

Then, the classification of an unknown example z

is based on the sign of the function:

GðzÞ ¼
Xnt

j¼1

ljyjz � zj þ b�; ð15Þ

where b� ¼ yj � w� � zj ; lja0:
This method can be generalized to the nonlinear

case through the mapping of the training examples
zi into an alternative high dimensional feature
space fðziÞ implicitly achieved by choosing a
kernel: Kðzi; zjÞ ¼ fðziÞ � fðzjÞ: The decision task
is then simply transformed into:

GðzÞ ¼
Xnt

j¼1

ljyjKðz; zjÞ þ b�: ð16Þ
3.4. Training

The data base we used consists of text and non-
text examples resulting from the localization step.
We divided the database equally into a training set
and a test set. Training and testing were performed
by using a MLP or a SVM classifier.

In the case of MLP, the network consists of an
input layer, a hidden layer and an output
indicating classes of text and non-text. The MLP
is trained by the Back-propagation algorithm. The
number of hidden neurons, which indicate the
capacity of the MLP, is chosen by performing a K-
fold cross validation on the training set. It is
described below.

In the case of SVM, the training is performed by
using a quadratic programming algorithm. As a
choice for the kernel, we use typical Radial basis
function (RBF), defined by

Kðz1; z2Þ ¼ eð�jjz1�z2 jj2Þ=2s2

; ð17Þ

where the kernel bandwidth s is a parameter that
is decided by using K-fold cross-validation. The K-
fold cross-validation using a SVM as an example
can be described like that:

1. Partition the training data set into K parts of
equal size, refer to as ‘‘folds’’. Then, assign each
fold a possible value of s:

2. For i ¼ 1–K ; train the SVM using all the folds
except the ith as the training set and the ith s as
parameter. Evaluate the error of the output
hypothesis using the ith fold as the test set.

3. Take the value of s corresponding to the lowest
error rate computed in (3) as the optimal
parameter and train the SVM using all the
training data to get a good support vector set.

3.5. Text-line verification

In the text verification step, the feature vectors
discussed in Section 3.1 and provided to the
classifier are extracted from the normalized candi-
date text line on 16 � 16 sliding windows with a
slide step of 4 pixels. Thus, for each candidate text
line r; we obtained a set of feature vectors Zr ¼
ðzr

1;y; zr
l Þ: Let Gðzr

i Þ denotes the output of the
MLP or the magnitude of the SVM, which
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Table 1

Error rates of the SVM and MLP classifiers for the text

verification task

Training tools DIS(%) DERI(%) CGV(%) DCT(%)

MLP 5.28 4.88 4.40 4.72

SVM 2.56 3.99 1.07 2.0

DIS denotes the distance map feature. DERI denotes the

grayscale spatial derivative feature. CGV denotes the constant

gradient variance feature. DCT denotes the DCT coefficients.

D. Chen et al. / Signal Processing: Image Communication 19 (2004) 205–217 213
indicates the confidence that the vector zr
i belongs

to a text line. The confidence of the whole
candidate text line r is then defined as

ConfðrÞ ¼
X
zr

i
AZr

Gðzr
i Þ:

1ffiffiffiffiffiffi
2p

p
s0

e�d2
i =2s

2
0 ; ð18Þ

where di is the distance from the geometric center
of the ith sliding window to the geometric center of
the text line r; and s0 is a scale factor depending on
the text line length. Finally, the candidate text line
r is classified as a real text region if ConfðrÞX0:

4. Experiments

In this section, we first report experiments for
evaluating the performance of the raw text
verification algorithm (i.e. based on a single input
vector, not using Eq. (18)) to find out which
classifier/feature combination is the most power-
ful. Then we evaluate the performance of the
whole localization/verification scheme using the
optimal feature and classifier combination.

4.1. Feature and classifier evaluation

The text verification algorithms using a combi-
nation of the proposed features and classifiers were
designed and trained on a database consisting of
still images and videos recorded from TV. The
videos include advertisements, sports, interviews,
news, movies. The still images include covers of
Journals, maps, and flyers. Each video frame or
image has 352 � 288 or 720 � 576 resolution in
JPEG or MPEG-1,2 formats. Only the grayscale
information is used in the experiments.

The feature extraction, training and testing
procedures described in Section 3 were applied
on the database. More precisely, 2400 candidate
text regions containing both true text lines and
false alarms were randomly selected from the
output of the text localization step applied on this
database. From these regions the feature extrac-
tion step produced 76,470 vectors for each of the
four kinds of features. It was ensured that the test
set and the training set contained vectors extracted
from the same windows (i.e. same image and
location) in all the experiments, where one
experiment is characterized by a couple (classifier,
feature).

Table 1 lists the error rate measured on the test
set for each of the four features and for each
classifier. First, the error rate in these results are
very low. The proposed scheme is also about 5
times faster than the typical MLP detection
methods. Second, whatever the considered feature,
the SVM classifier gives better results than the
MLP classifier. This might be explained by the
nature of the SVM classifier, which optimizes a
bound on the generalization error rather than the
empirical risk. Finally, the proposed constant
gradient variance feature provides the best result.
It is likely due to its better invariance to text/
background contrast.

We have done other text verification experi-
ments using the concatenation of the four features
as input vector to the classifier. We gained a 0.3%
error reduction. However, due to the additional
complexity (feature extraction, score computa-
tion), we considered that using the best feature/
classifier combination (i.e. SVM with CVG fea-
tures) was a more sensible choice.

4.2. System evaluation

The evaluation of the text detection perfor-
mance is closely related to the ratio of text strings
and backgrounds in the evaluation data base. In
one extreme case, applying a text detection
algorithm on a data base that contains no text
will only produce false alarms. In the other
extreme case, a data base with images and video
frames all containing text lines will more exhibit
good presicion performance in comparison. Con-
sidering this issue, both the text localization step
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Fig. 6. The histogram of text string heights in the considered News program (height unit is pixel).
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and the verification step (in the next subsection)
are evaluated on a half an hour video containing a
Belgian news program1 in French provided by
Canal+ in the context of the CIMWOS2 Eur-
opean project. This video contains captions and
some scene text (about 7% of all text strings) as
well as many frames that have no text. It is
believed that the video is representative of general
video frames (sports and documentary) and more
other documents. The sizes of text strings in this
video is plotted in Fig. 6 in terms of the height of
text strings in pixels. To make sure that the
proposed detection scheme can be also applied in
images or key frame, we are not using any
temporal filtering.

4.2.1. Evaluation of text localization

The performance of the text localization step is
first measured in terms of pixel recall rate (PRR),
pixel false alarm rate (PFR) and CPU cost. The
recall rate is defined as

PRR ¼
RP

TP
; ð19Þ
1From the Radio-T!el!evision Belge d’expression Fran@aise

(RTBF).
2Combined image and word spotting.
where RP denotes the total number of text pixels
recalled by the algorithm, and TP is defined as the
total number of text pixels in the ground truth.
The false pixel alarm rate is defined as

PFR ¼
PF

PI
; ð20Þ

where PF denotes the number of false alarm pixels
and PI denotes the total number of pixels in the
images. The computational cost is measured by
numbers of addition and multiply operation per
pixel in average.

At the lower (pixel) level, we compare the
performance of the proposed algorithm with two
other algorithms, namely the derivative texture
algorithm [29] and the vertical edge-based algo-
rithm [23] in Table 2, which can provide pixel-level
localization and are often adopted in recent text
detection systems [17,28]. These two algorithms
are implemented by ourselves according to the
referenced papers. It can be observed that the
proposed feature, which is based on short and
connecting vertical and horizontal edges, yields the
highest recall rate. The computation cost of the
proposed method is lower than the derivative
texture algorithm and similar to the vertical edge-
based method.
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Table 2

Performances and running costs of different text detection

techniques

iX-based PRR(%) PFR(%) CPU costs

Derivative texture 90.54 3.48 225ð�Þ; 325ðþÞ
Vertical edge 86.42 16.17 34ð�Þ; 35ðþÞ
Proposed 94.51 1.73 36ð�Þ; 44ðþÞ

RPR denotes the recall pixel rate and FPR denotes the false

pixel alarm rate. The computational cost is measured by

numbers of addition and multiply operation per pixel in

average.

Table 3

Performance of the proposed text localization method alone on

the CIMWOS database

RRR(%) RPR(%)

Ideal result 100 100

Proposed method 100 55.4

RRR denotes the region recall rate and RPR denotes the region

extraction precision rate.

Table 4

Performance of the localization/verification scheme on the

CIMWOS database

RRR(%) RPR(%)

Ideal result 100 100

Proposed method 99.76 97.0

RRR denotes the region recall rate and RPR denotes the region

extraction precision rate.
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At the higher level, the baseline detection leads
to regions (text lines). The further results at this
level show that although the use of the horizontal
edges increases the computation load, it also saves
time by producing less false alarm regions, thus
reducing the cost of the connected component
analysis and baseline detection steps.

For additional evaluation, we counted the text
strings that were correctly located. A set of
criterions is designed based on region level, which
makes more sense for text recognition and
content-based retrieval tasks. Region recall rate
(RRR) is defined as

RRR ¼
RR

RT
; ð21Þ

where RR denotes the total number of correct text
regions located by the algorithm, and RT is
defined as the total number of text regions in the
ground truth.

Region precision rate (RPR) is defined as

RPR ¼
RR

RE
; ð22Þ

where RE denotes the total number of text regions
extracted by the text localization algorithm. A
ground-truth text region is considered to be
correctly located if it has an 80% overlap with
one of the detected string regions. With the
proposed method, we extracted 9369 text lines
and 7537 false alarms in the CIMWOS data base.
There were no rejected regions. The precision of
this localization step on this database is
9369=ð9369 þ 7537Þ ¼ 55:4% as shown in Table 3.
4.2.2. Evaluation of the text verification

The SVM classifier together with the CGV
feature was employed to verify the extracted text
regions of the CIMWOS data base, based on the
confidence value given by Eq. (18). This verifica-
tion scheme removed 7255 regions from the 7537
false alarm regions while only reject 23 true text
lines, which gives a 99.76% RRR and a 97% RPR
as listed in Table 4.

Fig. 7 shows examples of detected text on some
images of our general database. As can be seen, the
algorithm is able to locate different text strings,
with different colors and background, without
reporting false alarms even in the presence of
strong text texture like patterns.

Finally, let us mention that text recognition
experiments have also been performed on the
CIMWOS database, using the multiple hypotheses
based segmentation approach proposed in [5]. A
97% character recognition rate and a 85% word
recognition rate were obtained, showing that the
precision of the detected text line regions is
sufficient enough in order to achieve good
recognition results.

Many results in terms of recall and precision are
also reported in the literature. A 94.7% recall and
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Fig. 7. Detected text regions in images or video frames.
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100% precision are reported for video frames in
[9]. A 97–100% recall and 100% precision are
reported on five video sequences in [21]. A DCT-
based method [31] reported a 99.2% recall and
about 98.2% precision. Lienhart’s MLP method
[12] reported a 94.7% recall and 84% precision for
video frames. Unfortunately, these results are not
comparable because they are based on different
databases.
5. Conclusion

Applying machine learning methods for text
detection encounters difficulties of large range of
character sizes, grayscale and contrast variations,
and heavy computation cost. In this paper, a
localization/verification scheme was proposed to
overcome these problems. In the proposed scheme,
the text detection problem was addressed by
performing two subtasks, namely, text localization
and text verification. In the first task, we extracted
candidate text regions from images using a fast
algorithm, so that the size of characters over a
large range from 8 up to 45 pixels can be
normalized into a unique scale. A vertical/hor-
izontal edge based method was proposed in this
task, and combined with a baseline detection
technique, to perform fast localization with a very
low rejection rate and a proper false alarm rate. In
the verification task, background independent
features are proposed for training MLP and
SVM to remove the false alarms.

Our experiments have shown that the proposed
scheme can improve the text detection greatly as
compared with applying the same machine learn-
ing tools without performing size normalization.
Furthermore, SVM obtains a better performance
than MLP for addressing text texture verification
problem in using any of the four features. Finally,
within the four proposed features in the verifica-
tion, the constant gradient variance feature pro-
vides the best performance in characterizing text
textures of unknown grayscale values.

The presented localization/verification scheme
leads to a 99:76% recall rate and a 97% precision
rate for text detection in images or videos. Further
recognition algorithms [5] able to recognize text of
any grayscale values in complex background
yielded a 97:1% character recognition rate and a
93:8% word recognition rate in the detected text
area.
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