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SYSTEMS

Mathew Magimai.-Doss Todd A. Stephenson Hervé Bourlard

DECEMBER 2002

Résumé. Automatic Speech Recognition (ASR) systems typically use smoothed spectral features
as acoustic observations. In recent studies, it has been shown that complementing these standard
features with auxiliary information could improve the performance of the system. The previously
proposed systems have been studied in the framework of GMMSs. In this paper, we study and com-
pare different ways to include auxiliary information in state-of-the-art hybrid HMM/ANN system.
In the present paper, we have focused on pitch frequency as the auxiliary information. We have
evaluated the proposed system on two different ASR tasks, namely, isolated word recognition and
connected word recognition. Our results complement the previous efforts to incorporate auxiliary
information in ASR system and also show that pitch frequency can indeed be used in ASR systems
to improve the recognition performance.
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1 Introduction

In standard automatic speech recognition systems, at each time frame n, hidden Markov model
(HMM) estimates the likelihood (also called emission probability) of the acoustic observation z,, being
produced, given the hidden state ¢, [RJ93]

P(Tnlgn) (1)

where ¢, € {1,---,k,---,K}. This is typically estimated using Gaussian Mixture Models (GMMs) or
Artificial Neural Network (ANN).

Along with the approach taken to model the emission distribution, the choice of acoustic features
has direct impact on the performance of ASR. Standard ASR systems use Mel Frequency Cepstral
Coefficients (MFCCs) or Perceptual Linear Prediction (PLP) cepstral coefficients as acoustic features.
In recent studies, it has been shown that these standard acoustic features can be supplemented with
additional information called auxiliary information a,,, to improve the performance of the ASR sys-
tem [FNSS01, SEMDBO02]. The auxiliary information is a secondary information which may not be
directly useful for ASR, e.g., gender information. The auxiliary information can be a knowledge such
as gender information, or extra features extracted from the speech signal, such as articulatory features,
pitch frequency, rate-of-speech etc. Modelling the auxiliary information in standard ASR may help to
make the ASR system more robust to speaker variability. In [Sie95] for instance, two acoustic models
corresponding to fast and slow speech were trained to compensate the effects of speaking rate.

The auxiliary information can be incorporated in a standard ASR in different ways that will be
studied here, including;:

(a) Augmenting the standard features with the auxiliary information and estimating the emission
distribution using the augmented features.

P(Tn,0n|qn) (2)

(b) Conditioning the emission distribution with a,,.

P(n|¢n,an) (3)

A typical example of such a system is gender modelling where the a,, is discrete valued, a,, €
{Male, Female} [KMC91].

While implementation of (2) seems easy; implementation of a system based upon (3) is not straight-
forward, particularly when a, is continuous valued. Approaches to realize such systems when the
emission distribution is modelled by GMMs were recently proposed in [FNSS01, SEMDBO02].

In this paper, we study different ways in which the auxiliary information can be introduced in a hy-
brid HMM/ANN based ASR. Hybrid HMM/ANN system naturally address both the time-dependence
and the within feature vector dependence assumption. Typically, the ANN is used as a classifier. There
are known advantages in using an ANN to model emission distribution such as modelling discrimi-
nation, modelling higher-order correlation between the components of the feature vector, access to
posteriors etc [BM94]. In hybrid HMM/ANN systems, the emission probability is estimated from
the state posterior distribution (which is discrete) obtained from the output of the ANN, whereas,
in HMM/GMM systems the emission probability is estimated from the mixture of Gaussian dis-
tributions (which is continuous). Hence, there is no direct extension to the approach suggested in
[FNSS01, SEMDBO02]. Also, in [SEMDBO02, SMDBO02a] it has been shown that observing the auxiliary
information during training and hiding it during recognition may help in improving the performance of
the system. As we will see in the next section, this is not always possible in case of hybrid HMM/ANN
system.

In Section 2, we present the different approaches to model auxiliary information in a hybrid
HMM/ANN based ASR. Section 3 then describes our system and the experimental studies, before
concluding with an analysis of the results obtained.
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2 Introducing Auxiliary Information
Standard HMM based ASR models p(Q,X) [RJ93], the evolution of the observed space X =
{z1, "+, Zn, -, &N} and the hidden state space @ = {q1, " ,qn, - ,gqn} for time n =1,--- N as:

N
EAQTX«V ~ : ﬁAHs_QSV ’ NuAQS_Qsluv TC

In case of hybrid HMM/ANN based ASR p(z,|g,) is replaced by the scaled likelihood pg(xy|gn),
which is estimated as [BM94]:

P(®nlgn) P(gnlTn)

Psi(Znlgn) = = )
For incorporating auxiliary information 4 = {ay,---,an, -+ ,an}, we have to model p(Q,X,A).
The auxiliary information can be discrete valued i.e. a,, € {1,---,l,---,L} or continuous valued. The

simplest and most common practice is to augment feature vector z,, with a,, yielding y,, = (z,,a,) and
modelling evolution of Y = {y1,---,yn, - - yn} over the hidden state space @ similar to (4), resulting
in:

p(@Q.X,4) =p(Q)Y)

N
~ E P(Ynlan) - P(¢nlgn-1) (6)
N
~ Eﬁﬁ.&s_ﬂzugq@v .%Ags_ﬂzv .NuAQS_Qsluv Aﬂv

The implementation of such a system is straight-forward, irrespective of whether the auxiliary infor-
mation is discrete or continuous valued. As it can be observed from (7), this approach also implicitly
models the dependency between the state g, and the auxiliary information a,,, which may be noisy in
some cases. For example, if the auxiliary information is gender then it cannot tell anything about the
state ¢, or what has been spoken. In such a case, it would be better to relax the joint distribution in
(7) by assuming conditional independence between a,, and gy, yielding

N
ﬁAQTX«imC ~ m %AHS_Qzunﬁv wﬁnﬁv ’ NuAQS_Qsluv Amv

n=1

If the auxiliary information is discrete valued then, a system based upon (8) could be realized by
training an ANN corresponding to each discrete value. This is similar to the case of gender modelling,
where acoustic models for male and female speaker are simply trained separately. In case of continuous
valued a,,, it is not evident how to implement a hybrid HMM/ANN system according to (8). For the
case of emission distribution modelled by Gaussian such a system is realized using conditional Gaussian
[LJO1, FNSS01, SEMDBO02], where the first order moment of the distribution is a linear regression upon
the auxiliary information. An alternative would be to relax (7) by assuming conditional independence
between z,, and a,, i.e.

N
p(Q,X,A) = E P(Tnlgn) - P(anlgn) - P(gnlgn-1) 9)

This would mean that z,, and a, are two separate inputs. They are connected to the output layer
through different hidden layers. Such a system is similar to the system in (6); except that the correlation
between z, and a, will not be modelled.
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The auxiliary information sometimes may not be available or the estimation may be noisy. This
is the case, for e.g., with pitch frequency as well as speaking rate estimation, which is not always
perfect. In such a case, it may be good to observe the auxiliary information during training and hide
it i.e. integrate over all possible values during recognition [SEMDBO02]. The auxiliary information then
can be hidden in two ways depending upon how the auxiliary information is treated. The auxiliary
information can be a static information such as gender information. In such a case, the discrete valued
auxiliary information can be hidden in the following way:

L

PQ.X) =) p@QX,A=1) (10)

=1

This would mean running the decoder over all the L different systems and summing their output. If the
auxiliary information is a dynamic variable, the auxiliary information can be hidden by marginalizing
the distribution p(z,,a.|¢,) over a, to obtain the emission distribution p(z,|g,) and performing
decoding according to (4) [SEMDB02, SMDB02a]. Again in hybrid HMM/ANN system it is not clear
how it could be done when the auxiliary information is continuous valued. However, for the case of
discrete valued auxiliary information, the auxiliary information could be hidden to estimate p(zy|qy)
in the following way:

L
P(Tnlgn) = MU@@.:“D: =l|qn) (11)
NMH
MU%AH:_Q?@: =1)-Pla, =1) (12)

=1

X

and performing decoding according to (4). Equation (12) corresponds to (8), when the auxiliary
information is hidden.

3 Experiments

3.1 Systems

We study 4 different hybrid HMM/ANN systems.
System 1: Baseline system based on (4).
System 2: System with z,, and a, based on (6); a, is continuous valued.
System 3: System with a,, conditionally independent of ¢, based on (8); a,, is discrete valued.
System 4: System with z,, conditionally independent of a,, based on (9); a,, is continuous valued.

3.2 Database and Features

The above systems are studied for two different tasks of ASR, isolated word recognition and connec-
ted word recognition. We use PhoneBook speech corpus for speaker-independent task-independent,
small vocabulary (75 words) isolated word recognition [PEW195]. For connected word recognition
task, we use OGI Numbers speech corpus which contains free-format numbers spontaneously spo-
ken by different speakers [CFL94]. The definitions of the training, validation, and evaluation sets are
similar to [DBD*97] and [MM98], for PhoneBook corpus and OGI Numbers corpus, respectively.

There are 42 context-independent phones including silence, each modelled by a single emitting
state in the systems trained on PhoneBook corpus. The acoustic vector z, is the MFCCs extracted
from the speech signal using a window of 25 ms with a shift of 8.3 ms. Cepstral mean subtraction and
energy normalization are performed. Ten MFCCs, the first-order derivatives (delta) of the ten MFCCs
and the ¢y (energy coefficient) is extracted for each time frame, resulting in 21 dimension acoustic
vector.
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In the systems trained on OGI Numbers, there are 27 context-independent phones including silence,
each modelled by a single emitting state. The acoustic observation x,, consists of 12th order PLP plus
the energy cepstral features, their deltas and their delta-deltas extracted from a 25 ms speech signal
with a frame shift of 12.5 ms.

The auxiliary information used in our studies is pitch frequency, which is extracted using simple
inverse filter tracking (SIFT) algorithm [Mar72]. This method retains the advantages of autocorrelation
and cepstral analysis techniques. A 5-point median smoothing is performed on the pitch frequency
contour. The pitch frequencies are normalized by the highest pitch frequency which is 400 Hz in
our case (same for all utterances), before being used in the systems where a, is continuous valued.
The normalization is done in order to avoid saturation of the sigmoids [LBOMOS]. Theoretically, this
normalization should not affect the performance of the system.

3.3 Experimental Studies

In Section 2 when we described the hiding strategies, we observed that the auxiliary information
can be static information or dynamic information. For example, existence or nonexistence of pitch
frequency at the frame level conveys information about voicing; but at the same time the average of
pitch frequency over an utterance can convey gender information. Similarly, rate-of-speech is more of
a suprasegmental information than a segmental information.

We performed two different set of experiments to study the use of pitch frequency as auxiliary
information. In the first set of experiments the pitch frequency is treated as static information and in
the second set of experiments pitch frequency is treated as dynamic information.

3.3.1 Pitch frequency treated as static information

In this first set of experiments, we studied Systems 1 and 3 only. We use the average pitch frequency
computed over an entire utterance as the auxiliary information; such information can be considered to
be independent of the state g,. Furthermore, we investigate the case where the auxiliary information
is hidden according to (10), during recognition.

The PhoneBook database was used for this study. A baseline (System 1) MultiLayer Perceptron
(MLP) was trained with the 21 dimension MFCC feature vector as the input with the left and right
context of four frames each. To implement System 3, the average pitch frequency of each training set
utterance is computed and then, the average pitch frequencies are quantized into two discrete regions.
This approach can be compared to the gender modelling approach; except that both the genders will
be present in the discrete regions as the male and female pitch frequencies overlap at higher and lower
extremes, respectively. For each of these discrete regions, a multilayer perceptron (MLP) is trained
with the same 21 dimension feature vectors used earlier to train the baseline system, with a left and
right context of four frames each. During recognition, we have three options:

1. O: The auxiliary information is observed. This is done by computing the average pitch frequency
of the test utterance and selecting the MLP corresponding to the nearest of the two discrete
regions for decoding and decode the test utterance.

2. H: Auxiliary information is hidden according to (10).

3. M: Decoding is done parallely on the two systems, similar to the hidden case and the maximum
output is picked for decision making (equivalent to replacing the sum operation by maz operation
in (10)). This is the common approach adopted during recognition in gender modelling.

The results of this study are given in Table 1. System 1 performs better than System 3 in all cases. The
results obtained for System 3 show the advantage of hiding the auxiliary information over observing
the auxiliary information, during recognition.
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TAB. 1 - Comparing the performance of different sys-
tems where pitch frequency is used as a static auxi-
liary information. The performance of the systems
are expressed in terms of word error rate (WER).

Auxiliary Information | Performance
System 1 N.A 5.4%
System 3 Q) 12.3%
System 3 H 6.8%
System 3 M 7.1%

3.3.2 Pitch frequency treated as dynamic information

In this second set of experiments, we study all the systems described in Section 3.1. The pitch
frequency estimated at each time frame is used as the auxiliary information in this set of experiments.
The studies were conducted on both PhoneBook database and OGI Numbers database.

The PhoneBook systems were trained with the 21 dimension MFCC features. The OGI Numbers
systems were trained with the 39 dimension PLP features. The baseline systems were trained with
the standard acoustic features.

The System 2 was trained by concatenating the pitch frequency to the standard acoustic feature
vector at every frame i.e. the input layer contains additional input corresponding to the auxiliary
information.

The System 3 was implemented in the following manner.

1. The pitch frequency contour is computed for all the training utterances.

2. The pitch frequencies are then vector quantized into three discrete regions.

3. An MLP corresponding to each of the discrete regions is trained by finding the nearest discrete
region corresponding to the value of the auxiliary information at that frame. The only exception
is that the silence regions are observed by all the three MLPs.

During recognition, we study two strategies as we did in Section 3.3.1, namely, auxiliary information
observed, (O) and auxiliary information hidden, (H). When the auxiliary information is observed,
during decoding the output of the MLP corresponding to discrete region nearest to the auxiliary
information observed at that frame is used for estimating the emission probability. When the auxiliary
information is hidden the decoding is performed according to (12).

System 4 has similar architecture as the one of the baseline system except that the output layer
has an additional input corresponding to the auxiliary information. In our present studies, we have
used the pitch frequency at that frame as the auxiliary information. In future, we would like to model
the time correlation across the auxiliary information by introducing a separate hidden layer for the
auxiliary information.

The results of the studies conducted on PhoneBook database and OGI Numbers database are
given in Table 2 and Table 3, respectively. In both the studies, System 2 performs better than all
other systems.

4 Conclusion

In this paper, we studied how auxiliary information can be incorporated in state-of-the-art hybrid
HMM/ANN system, which allows us to take the benefits of ANN. The results obtained complements
the previous efforts to model auxiliary information within the frame work of HMM/GMM and dynamic
Bayesian networks [FNSS01, SEMDBO02].

Comparison between the performance of System 3 in Table 1 and Table 2 (for observed (O) and
hidden (H) cases) shows that better acoustic models could be obtained, when pitch frequency is treated
as dynamic auxiliary information.
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TAB. 2 — Comparison of the performance of the sys-
tems trained on PhoneBook database with pitch fre-
quency as dynamic auziliary information. The per-
formance is expressed in-terms of WER.

Auxiliary Information | Performance
System 1 N.A 5.4%
System 2 0O 4.2%
System 3 0] 6.9%
System 3 H 5.1%
System 4 0] 4.7%

TAB. 3 — Comparison of the performance of the sys-
tems trained on OGI Numbers database with pitch
frequency as dynamic auziliary information. The
performance is expressed in-terms of WER.

Auxiliary Information | Performance
System 1 N.A 12.1%
System 2 0] 11.3%
System 3 0O 11.5%
System 3 H 12.1%
System 4 0O 13.1%

Comparison of the performance of Systems 2 and 3 against System 4 in Tables 2 and 3 show that
standard acoustic feature and pitch frequency are correlated and modelling this correlation effectively
can improve the performance of the system. The results also suggest that pitch frequency can be used
as a component of feature vector.

In System 3, when auxiliary information is observed or hidden it is done throughout the test
utterance. The results of System 3 in Tables 2 and 3 indicates that it is worth investigating when to
hide the auxiliary information during recognition.

Though, our results show that the simple concatenation approach yields the best result;but, this
may not be true for other auxiliary information [SMDBO02b]. In future, we would like to model other
auxiliary information such as rate-of-speech and short-time energy in the context of modelling speaker
variability in spontaneous speech.
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