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Abstract

We present a new scalable architecture for the realiza-
tion of fully programmable rank order filters (ROF), based
on Capacitive Threshold Logic (CTL) pates. Variants of
ROFs, cspecially median filters, are widely used in digi-
tal signal and image/video processing and image enhance-
ment. The CTL-based realization of the majority gates
used in the ROF architecture allows the filter rank and
the window size to be user-programmable, using a much
smaller silicon area, compared to conventional realizations
of digital median filters. The proposed {ilter architecture
is completely modular and scalable, and the circuit com-
plexity grows only linearly with maximum window size ancl
with word length. Detailed post-layout simulations of the
ROF pictotype circuit indicate that the new architecture
can accommodate sampling clock rates of up to 50 MHz,
corresponding to an effective data processing rate of 860
Mb/s for a filter with window size 63 and word length of
16 bits.

1 Introduction

The rank order filter (ROF) is a non-linear digital filter
which determines the i-th ranking element in a given
window consisting of binary encoded input words (Fig
1). Special cases of rank order filters are median, min-
imum and maximum filters, where the outputs are the
median, the minimum and the maximum values of the
input words, respectively [1]. Variants of ROFs are
widely used in digital signal and image/video process-
ing because of their non-linear characteristics. Espe-
cially, median filters have found many applications in
digital image enhancement, such as reducing the high
frequency and impulsive noise in digital images with-
out the extensive blurring and edge destruction[2][3].
Other successful applications of ROTs include the
smoothing of noisy pitch contours in speech signals,
data compression in block fruncation coding schemes,
speckle noise reduction in coherent imaging systems,
and preprocessing data for machine vision,

Several algorithms have been proposed for rank or-
der filtors that are based on data sorting, Although
these algorithms arc suitable for software implemen-
tation, they result in ineflicient hardware structures,
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since they process the input vectors at the word level.
Implementations based on stack filters have an arca-
time complexity of O(n?), and the hardware complex-
ity increases very rapidly with window size (m).

In recent years, some innovative bit-serial struc-
tures for rank-orcer-filters have been presented, which
are mostly based on majority-decision algorithms [4],
[9]. Yet, the majority function is typically hard to real-
ize using conventional Boolean building blocks, since
it requires a large number of gates and a large logic
depth.

Consequently, such structurcs suffer from speed
and area limitations, especially if the window size be-
comes larger than 10 words. Also, most of the con-
ventional realizations result in a fixed rank and a fixed
window size, which limit the flexibility of its applica-
tion.
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Figure 1: One-dimensional illustration of the rank-
ordering process.

In this paper, we present a new architecture to re-
alize a fully programmable ROYF, based on Capacitive
Threshold Logic {(CTI) gates. The CTL realization
of the majority gates [5] used in the ROF architec-
ture allows the filter rank and the window size to be
uscr-programimable, using a much smaller silicon area,
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The overall filter architecture is also simplified signifi-
cantly, compared to conventional realizations of digital
median filters [7]. The outline of a simple bit-serial al-
gorithm for rank ordering is presented in Section 2.
In Secction 3, the implementation of a programmable
ROF architecture is discussed. The conclusions are
summarized in Section 4.

2 The Rank Ordering Algorithm
2.1 Algorithm Description

A bit-serial algorithm first proposed in [6] was cho-
sen as the basis of the programmable rank-order filter
architecture iinplemented in this work, In this algo-
rithm, the problem of finding a rank-order-selection
for n-bit long words is reduced to finding “n” rank-
order-selections for 1-bit numbers.

The algorithm starts by processing the most sig-
nificant bits (MSB) of the m=(2N +- 1) words in the
current window, through an m-input programmable
majority gate, to yield the MSB of the desired filter
output. This output is then compared with the other
MSBs of the window clements. The vectors whose
MSB is not equal to the filter output have their MSB
propagated down by one position, replacing the less
significant bits of the corresponding words. This pro-
¢ess 18 continued for the following bits, Thus, any bil
that is not equal to the corresponding stage output
is propagated down to the lesser significant positions,
until the least significant bit is processed. This process
ensures that at a later stage, any number which was
greater (or less than) the i-th ranked number can be
identified, and the i-th ranked bit sorted out.
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Figure 2: An illustration of the rank-ordering algo-
rithm, for five 8-bit words.

Figure 2 shows an cxample where, five 8-bit words
(denoted P through T with decimal values of 184, 105,
194, 117 and 75 respectively} are being rank-ordered
using the algorithm described above. The window size
is m=5 and the rank is r=3, indicating that the third
smallest among these five numbers is being found in 8
steps. Note that the main bit-lovel operation at each
step amounts to a majority (rank) decision among n
bits of the same bit-plane. In the example, the final
result after Step 8 corresponds to word S which has
the decimal value of 117.

2.2 Realization of the Algorithm

The bit-serial operation flow of the algorithm de-
scribed above suggests a very simple bit-level pipelined
data path architccture.

The hardware implementation of the ROF algo-
rithm consists of two main hlocks:

1. The Modifier/Selector(propagator) block whose
function is to store and to shift the actual data
and to calculate the selector signal for the next
processing block.

2. The Majority or Rank Decision block which de-
termines the output bit as a function of n bits.

In the Modifier /Selector block, the output of the ma-
jority funetion is compared with the corresponding
data bit, using an XNOR gate., The result of this
XNOR operation is then combined (AND operation)
with the select signal originating from the previous
block. This provides the information if the data bit
taken from the previous block is a propagating one or
not. If the data bit i a propagating one, then the new
sclect signal will be 0, indicating that this data bit will
continue propagating unchanged through the following
stages. Otherwise, the select signal will only depend
on the result of the comparison of the filter-slice output
with the current data bit. Identical 1-bit filter slices
can be used in sequence {cascade configuration) in or-
der to process input vectors of arbitrary bit-length.
Thus, the filter throughput can be increased by bit-
level pipelining. The modular structure of the one-bit
slice described above also allows for scalable realiza-
tion of the ROTs with different window sizes and word
lengths.
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3 Implementation of the Programmable
ROF Architecture
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Figure 3 : Gate-level structure of a ROF cell and the
corresponding layout, allowing modular expansion.

3.1 System Components

There are two main blocks in the architecture, the
ROF-cell and the Majority Decision gate. By using
these two blocks, a programmable rank-order filter of
any window size and word-length can be realized. The
word-length dictates the number of the majority deci-
sion gates, whereas the window size determines the
number of ROF-cells driving one of these majority
gates. The programmable majority decision gates are
realized using the capacitive threshold logic (CTT) cir-
cuit architecture presented earlier [3]. This allows sim-
ple implementation of programmable majority gates
with up to 63 parallel inputs, using a very small sil-
icon area (625pm x 130pm for 63-bit majority gate).
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In comparison, a classical realization of the 63-bit ma-
jority gate would require an equivalent of 63 6-bit full-
adder circuits, arranged in a network of a logic depth
of 64 (synthesized from HDI, description).

Figure 3 shows the ROTF-cell block realization at
gate level, At cach positive clock edge, the correspond-
ing select and data signals are fed to the next blocks.
During a clock period, the majority gate output feeds
all the ROF-cells in its corresponding bit-level. The
signal flow between the ROF cells and the majority
gates are shown in Figure 4. The modular architec-
ture consisting of only two major blocks enables fully
scalable construction of filter structures of arbitrary
sizc.

3.2 Overall System Architecture

The top level block diagram of the programmahle ROF
design is shown in Figure 5. The architocture consists
of three main blocks: input shift registers, ROF pro-
cessing core, and output shift registers. To allow bit-
level pipelined operation, the input bits are ordered
using a staggered shift register array (Fig. 5).

The ROF core has (n-m) ROF cells where
m=(2N+1) is the window size and n is the bit-length
of the input words. The ROF cells processing the bits
of same significance provide the necessary inputs to
the corvesponding Majority Decigion block which de-
termines the filter output bit of that level, This cutput
bit is fed to the output shift registers and back to the
ROF cells, to be used in determining the select and
data signals which will be the inputs of the next stage.
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Figure 4: Detailed signal flow between modular ROF-cells and Majority Gates.
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Figure 5 : The top-level architecture of a (n - m) programmable CT1, hased ROF. Here n denotes the bit-length of
the input vectors, and m denotes the maximum window size.

The top-level layout of a programmable ROF core
with a maximum window size of 63 samples and a
word-length of 16 bits is shown in Fig. 6. The cir-
cuit occupies a silicon area of approximatety (5 mm x
5 mum), and operate with a latency of 16 clock cycles
ab the clock frequency of 50 MHz, which results in an
effective data rate of 800 Mbits/s. This compares very
favorably with any of the existing filter architectures
proposed so far [7], [8].

Figure 6 : Top-level layout of the ROT civeuit with a
window size of 63 and word-length of 16 hits. The silicon
area is approximately (5 mm x 5 mm).

3.3 Advantages of the Proposed Architecture

The realization of fully programmable rank order fil-
ters has traditionally been a very challenging design
problem, mainly duc to the fact that the ranlk sclec-
tion function (programmable majority function) is ex-
tremely hardware-intensive using conventional design
approaches. As a result, most of the design efforts so
far hawve cither heen constrained to median-only filters
without any rank sclection capability, and/or to rela-
tively small window sizes [7], [8].

The CTL-bagsed RO architecture presented here
is superior to other ROY implementations, with its
following capabilities:

1. The CTL realization of the majority gates used
in the ROF architecture allows the filter rank
and the window size to be fully programmable,
using a much smaller silicon arca.

2. The rank-ordering algorithm implemented with
this architecture does not require the clements of
the input window to be pre-ordered, as opposed
to other, stack-based ordering algorithms [7].

3. The proposed ROF has a modular architecture
which enables casy expandability of the window
size and bit-length of the input words without a
dramatic change in performance.

4. The overall circuit complexity increases linearly
with maximum window size (m) and with word
length (n).
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3.4 Simulation Results and Experimental Vali-
dation

A prototype ROF circuit has been designed and fabri-
cated using a 0.8 miecron double-poly CMOS process,
to validate the main operation principles of the archi-
tecture. The prototype blocks consist of four bit-level
pipeline stages, each of which contains a 63-bit pro-
grammable majority gate to handle the rank selection.
To limit overall circuit complexity and to enable casier
testing, each stage is designed to process a maximum
window size of four samples.

The operation of the ROF architecture is demon-
strated with detailed post-layout simulation in Figure
7(a). Here, the window size is 4, and the rank is se-
lected to be 2 - meaning that the second largest in-
put word in the sample window will have to be se-
lected. The input words for this sample window are
“01017, 01107, “0111” and “1000”. The correct output,
“0111" appears after 4 clock cycles. Measured vector
sequences from the prototype circuit {Fig. 7(b)) con-
firm the operation of the circuit, with the same input
pattern as in Fig. 7{a).
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Figure 7(a): Post-layout simulation results of the ROF
prototype.
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Figure 7(b): Mecasured output sequences of the proto-
type circuit.

4 Conclusion

In this paper, wc have presented a new architecture
for realizing a fully programmable ROF, based on
the Kar-Pradhan rank orvdering algorithm and Capac-
itive Threshold Logic (CTL) majority gates. The bit-
gserial realization of the rank ordering algorithm offers
a simple pipelined filter architecture which is highly
modular and casily expandable. The CTL realiza-
tion of the majority gates used in the ROF architec-
ture allows the filter rank and the window size to be
user-programmable, resulting in a tnuch smaller sili-
con area. In addition, the CTL based majority gates
enable a much simpler overall filter architecture com-
pared to conventional digital median filter realizations.
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