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Abstract

In this paper, we investigate the feasibility of a fully digital
HDTYV production, processing, coding and transmission stan-
dard that will be a true alternative to analog television. An
all digital HDTV should become economically feasible towards
the end of the century. Such a television system is defined as a
medium range technological goal, and will have a direct impact
on various technologies, including computers, telecommunica-
tions and high speed VLSI. We describe research directions as
well as current progress, especially with respect to hierarchi-
cal representations and coding methods, nonlinear interpolation
techniques and joint source-channel coding for digital channels.
Multiresolution techniques are central to our approach, because
they are useful for compression, joint source/channel coding and
for compatibility.

1. Introduction

By now, it is widely acknowledged that quality improvement of
television signals is best achieved through digital enhancement
signals. The purpose of this research is to investigate the ulti-
mate case when the whole system is actually digital from end
to end. While such a system is not economically feasible at the
present time, it should so become in the near future. Such an
all digital television system will achieve what the compact disc
has done for the audio world, that is, a quantum step towards
the ideal system.

To achieve the goal of an all digital television system, a num-
ber of key signal processing and communications problem have
to be solved. They include the following issues:

- Ffficient and hierarchical video signal representations: scan-
ning structures in three dimensions and for the various color
components have to be investigated, so as to achieve maxi-
mum perceptual quality at a given initial pixel rate.
Medium compression transparent video coding techniques: a
compression by a factor of about 10 has to be achieved, in
a perceptually lossless fashion. This requires motion based
processing, but in a robust manner.

Novel interpolation methods: in order to recover higher spa-
tial and temporal resolution imagery, new nonlinear interpo-
lation techniques are required, e.g., for deinterlacing, or for
purely spatial or temporal interpolation.

Joint source-channel coding methods: source coding and
transmission have to be well matched, so as to achieve grace-
ful degradation in adverse conditions. It will be necessary to

allocate “high-quality” channels to perceptually important
components of the HDTV signal.

Ffficient digital transmission methods: to remain bandwidth
efficient, several bits per hertz will have to be transmitted us-
ing sophisticated modulation and error correction techniques.
Low complexity algorithms: to be economically feasible, all
algorithms involved have to be of low complexity, especially
in the demodulation and decoding part in the receiver. This
constrains the possible schemes to be considered.

As far as transmission of HDTV is concerned, Figure 1 depicts
the various alternatives. Analog transmission of advanced tele-
vision is currently under study and often includes some digital
component as well (of the order of a few megabits/sec typi-
cally). Transmission of digital HDTV over Broadband ISDN at
140 Mbits/s and 45 Mbits/s is also studied. We will concentrate
on digital transmission over other possible channels, like cable.
In that context, the quality of the channel should allow trans-
mission of the order of several bits/hertz at reasonable cost.
The cable transmission case will thus be taken as an example
medium for all digital transmission of an HDTYV signal coded
at around 45 Mbits/sec but in a perceptually lossless fashion.

In this paper, we will indicate in more detail current progress
on the project, especially as far as signal processing issues are
concerned. First, multiresolution methods will be reviewed,
in light of video applications in particular. New hierarchical
schemes for video representation will be indicated, including’
in particular trees of progressive and interlaced sequences at
various resolutions. This representation is useful both for com-
patibility purposes as well as for coding. A multiresolution
approach to motion estimation and interpolation is presented,
which permits both efficient motion estimation and hierarchi-
cal representation of the video signal. Then, new nonlinear
interpolation techniques for both spatial and temporal resolu-
tion enhancement will be described. These techniques can be
used both to increase the resolution of still frames, as well as
to increase the number of frames, for example for deinterlac-
ing or slow motion rendition purposes. Finally, initial work
on joint source/channel coding for robustness purposes will be
indicated.

2. Multiresolution Techniques: Subband and

Pyramid Coding for HDTV

The representation of a signal in a hierarchy of resolutions or
as successive approximations has been used in several disci-
plines, like speech and image compression, as well as computer
vision. From a mathematical point of view, the unifying theory
of these multiresolution techniques is the the theory of wavelets
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[11). In the digital signal processing literature, the subject has
been investigated with multirate filter banks [10, 15, 13], and in
computer vision, the methods are known, in a slightly different
form, as image pyramids [5].

In a typical subband coding scheme, the input signal is sliced
into frequency bands that can be coded “independently”, at
least in a first approximation. The various subbands have
varying perceptual importance, and this can be used for com-
pression, for joint source/channel coding and for compatibility.
Typically, the lowest band has the highest semantic content,
while higher bands increase the quality or detail over that of
the “rough” approximation given by the “baseband”. Such a
subband scheme can be derived for 2D or 3D signals as well
[14, 8] and one of the main benefits, besides compression [20],
is that various bands can be protected differently. For exam-
ple, in transmission over asynchronous networks, where high
loss rates can occur, a 3D subband coding of video was demon-
strated [9], where the low band would have high priority or
protection, while higher bands would compete for resources and
possibly suffer high loss rates at times. Due to the hierarchi-
cal nature of the decomposition, the overall scheme is quite
robust because delivery of the lowband is guaranteed. Such
joint source/channel coding is also essential in a broadcast en-
vironment, where various receivers have different receiving con-
ditions, and a certain level of quality has to be guaranteed at
all times. Note that transform coding, which can be seen as
a subband coding method with particular filters, has therefore
also a hierarchical decomposition built in. Recursive schemes
like DPCM are not hierarchical, and can only be made hierar-
chical at the price of loss of performance. However, some high
compression DPCM-base coding techniques [3] could be used
to encode the low-resolution version of hierarchical coders.

Pyramid methods, introduced by several authors in various
contexts [5], derive a low resolution version of the original sig-
inal, from which an approximation to the original signal is cal-
culated. The difference between the approximation and the
original is computed and has to be sent together with the low
resolution version. The scheme is depicted for the simplest one
dimensional case in figure 2. When compared to the subband
coding scheme, we see that the difference signal. (which is typ-
ically a high pass version of the original) is not subsampled,
whereas the subband scheme is critically sampled. While this
redundancy of the pyramid might seem to be a drawback at
first sight, there are a number of attractive features. In par-
ticular, any function (including nonlinear ones) can be used to
derive the low resolution version, as well as the interpolation,
and the system can be designed so that there is only a single
source of quantization noise, namely at the quantization of the
difference signal. Because the quantization of the low resolu-
tion signals is included in the prediction of the higher resolu-
tion, only the top level quantization affects the reconstruction.
‘This is unlike transform or subband coding, were there are a
number of “independent” noise sources which can potentially
add up in certain cases. These features of the pyramid coding
scheme make it very flexible (virtually no condition on the dec-
imation and interpolation functions) and robust (good control
over quantization effects). Figure 3 shows such a generalized
pyramid coding scheme, where NLI stands for nonlinear inter-
polation, E for Encode and D for Decode. The function of this
figure will be described in more detail in section 5.

Note that in the linear case and when quantization can be
neglected, it can be shown that the difference signal in the pyra-
mid case can be subsampled as well. This is shown in Appendix
A. Of course, the same is true for the generalized pyramid cod-
ing in the case that the low resolution version of the signal is
subsampled without prefiitering, as sometimes is the case with
interlacing.

In what follows, we will see that the possibility of using non-
linear operators in a pyramid scheme is quite attractive, in par-
ticular for image and video coding, since model based processing
can be included. That is, in still image pyramids, edge model-
ing can be used [7], and in moving image pyramids, motion of
solid objects can be included as part of the prediction in the 3D
pyramid [19, 12]. Note that such models are hard to include in
a subband scheme, where critical sampling makes the system
very sensitive to nonlinearities.

The oversampling of the pyramidal schemes becomes negligi-
ble as the dimensionality D grows, since the oversampling ratio
equals:

1 1

Tover = 1+2—D+(—2_1—)72-+" (1)
1 2D

= {T1ap =31 ©
1-1/20 2D 1

that is, 33% for still images and 14% for moving images (as-
suming that the low resolution version is subsampled by 2 in
each dimension, and that the pyramid is iterated indefinitely).
While subband methods are usually more delicate to design
than pyramids, their simplicity can still be attractive. We will
discuss a scheme that starts with a progressive video sequence’
and derives two interlaced subsequences, one lowpass and the

other highpass, via a two channel perfect reconstruction filter
banks using quincunx subsampling [17]. This is similar to the

helper signal concept [6], but here we guarantee perfect recon-
struction. The system is shown in figure 4. With appropriate
filter bank designs [17], the lowpass version is a clean interlaced
version of the progressive sequence, thus creating compatibility
with existing interlaced standards. When using the low entropy
highpass channel as an augmentation channel, the progressive
HDTYV sequence can be perfectly recovered. The filters can
be designed to have only integer coefficients, an attractive fea-
ture for VLSI implementation. Note that the same scheme can
be used with interlaced input to derive two progressive subse-
quences, a decomposition that can be useful as a first step in a
coding scheme because the progressive lowpass version is well
suited for motion based coding, while the highpass version can
be coded by other means. While we have investigated other
subband based schemes, like 3D subband coding [8], we believe
that motion can be better incorporated into pyramids, and we
will discuss this further.

3. Multiresolution motion estimation and interpo-
lation

It turns out that a multiresolution view is appropriate both for
the motion estimation problem, where hierarchical motion esti-
mation is efficient and robust, and motion interpolation, which
is used to build video pyramids.

For motion estimation, a computationally effective way to to
catch large displacements is to perform the estimation first on
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lowpass subsampled frames, and then to use the resulting mo-
tion field as an initial guess for the next resolution estimation
[4]. Besides the computational advantage (due to the reduced
search space at each resolution), there is a built-in robustness
in the sense that large displacement are usually related to large
moving objects. Of course, we do not claim that there is a
hierarchical optimal solution to the global optimization prob-
lem posed by motion estimation. However, the hierarchical ap-
proach is very likely to be correct, and the few possible failures
(like very small objects having a very large displacement be-
tween two frames) will be caught in the difference signal since
we are in a pyramidal scheme.

While hierarchical motion estimation has been used in a 2D
fashion [4], we actually extend it by subsampling the time di-
mension as well [12]. Indeed, similar displacements are achieved
over larger time periods in subsampled frames. This has how-
ever one catch: the linear motion model, which works well on a
frame by frame basis, is more likely to be violated over several
frames. Thus, care has to be taken not to rely on linear motion
over too many frames. Results obtained with this 3D hierar-
chical motion estimation, including some motion segmentation
in critical areas and provisions for occlusions and uncovered
areas, are quite promising [12]. Furthermore, the hierarchi-
cal motion estimation can be used directly to build 3D video
pyramids, where difference signals are now interpolation errors
between original frames and interpolated frames based on adja-
cent frames and motion vectors. This is done at various levels
in the pyramid, which also includes increase in spatial resolu-
tion with associated difference signals. The initial results show
that actually, interpolation errors are not needed in the final
level (degradations are unnoticeable), unless post-processing is
:intended (like slow motion). This indicates how to build hier-
"archies of signals, where only contribution quality video would
‘use all levels of the hierarchy (including all “error signals”) and
distribution quality would use only certain subsignals.

4. Resolution Enhancement using nonlinear inter-
polation

If the interpolation process is nonlinear, as in figure 3, the fre-
quencies that are higher than the Nyquist frequency of the sub-
sampled signal can be estimated by exploiting knowledge of an
assumed source model, and the energy of the difference (high
frequency) signals becomes lower, resulting in higher compres-
sion ratios. If the sampling rate of a signal is increased using
linear interpolation, the signal will remain blurred, because the
frequencies above the Nyquist limit of the original sampling
rate cannot be estimated, unless there is additional knowledge
about the signal. In that, latter, case, nonlinear interpolation,
based on a source model, can provide a more accurate represen-
tation of the signal at a higher sampling rate, thus “defeating”
the sampling theorem.

Nonlinear interpolation of video signals can be done tem-
porally and spatially, in either a separable fashion, or jointly.
There are various ways of achieving this. A reasonable assump-
tion is that video scenes typically contain a number of moving
objects with well defined edges. This assumption is used to
make a more accurate prediction of the intensity values between
the sampling points. For example, the edges of objects can be
predicted from a low spatial resolution image, and the pictures
at a higher spatial resolution can be shown sharper than they

would if traditional interpolation techniques were used [7]. Sim-
ilarly, temporal resolution is enhanced by motion compensated
temporal interpolation. Further, if the sequence is subsampled
from a noninterlaced to an interlaced format, a progressive se-
quence will also be nonlinearly interpolated based on the same
assumptions [19].

Another way of looking at this process is to observe that the
two signals (the nonlinearly 1nterpolated signal and the differ-
ence from the original signal) become “more independent” of
each other, than they would be in linear subband decomposi-_
tion. It must be noted that even if a signal is decomposed into
two bands that are disjoint in frequency domain, this does not
guarantee that the two bands are independent of each other.
For example, the edges of an object will show as spikes in the
high-frequency band, and as blurred (but still relatively high
slope) edges in the low frequency band. It is suboptimal to in-

_ dependently encode two components that are not independent

of each other. On the other hand, independent lossy “two-
component” compression of two independent processes lead to.
near-optimum coding under quite general conditions [2], thus
justifying this approach.

The nonlinear effects of quantization and other coding distor-
tions in the various channels are also taken into consideration:
for each channel, the encoder has access to the reconstructed
values of the signals, and can use those values before interpo-
lating and subtracting from the signal of the next higer hier-
archical level. Therefore, in the absence of transmission errors,
the encoder will accurately duplicate the reconstruction stages
of the decoder, and the distortion of the finally reconstructed
signal will be due to the coding distortion of the last channel
only.

In figure 3, the “upsampling plus linear filtering” interpola-
tion blocks are substituted by one block performing some form’
of temporal or spatial nonlinear interpolation. Encoding of the;
bands is done inside the loop, so that the reconstructed values!
(after decoding) are added to the result of the nonlinear inter-
polation of the previous level of hierarchy, at the encoder site.
Note that the resulting codec is asymmetric, because the extra
complexity of considering the coding distortion of the previous
levels of hierarchy affects only the encoder and not the decoder.

5. Conclusion and directions

We have described some on-going work on multiresolution video
processing, which fits in an ail digital HDTV scheme that i is
based on a hierarchy of video sequences. This is necessary
for three main reasons: compression (pyramidal and subba.nd
schemes are well suited for high quality compression), jOlIlt
source/channel coding (various signals in the hierarchy will have
different protection) and compatibility (certain subchannels will
be compatible with existing standards, while the current one
might be a subchannel of a future standard).
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Appendix A

We show that the difference signal in a pyramid scheme (see
figure 2) can be subsampled when linear filters are used and
that quantization can be neglected. For this demonstration, we
will assume that lossless filters are used, but the result holds
in a more general case as well [18]. The operation of lowpass
filtering and subsampling by 2 can be written as an operator
Hy equal to:

0 ho(L-1) ... h(®) 0 0 5
0 0 0 ho(L-1) ho(0)

that is, it is like a convolution matrix but with stepping by 2
due to the subsampling. Similarly, the operation of upsampling
and interpolation is given by an operator G (* stands for her-
mitian conjugation) which is actually equal to H§ because the
interpolation filter (Go) is equal to z=N+1 Hy(z~1, that is, it is
the time reversed version of the decimation filter. Therefore,
the difference signal is equal to:

d=(I - HiHo)z (4

where z and d are the input and difference signal, respectively.
But, because we have perfect reconstruction filters, the follow-
ing relation holds [11]:

HJHo-I-Hle =7 (5)

that is, (4) becomes:
d= H{‘Hlx (6)

where H; corresponds to the highpass version in a subband
decomposition having Ho as a lowpass filter (that is, Hy(2) =
2~N+1Hy(—271. Now, because the impulse responses of the
filters Ho(z) and Hy(z) form an orthonormal set [16], we also
have:

HoHy =HH{ =1 (7
where (7) corresponds to the subsampled domain. Thus, (6) is
a projection onto the “half” space spanned by Hy, and one can
subsample (6) by simply reapplying H:

H]dZHlH;HﬁE:HI.’E (8)

The reconstruction from the lowpass version and the subsam-
pled difference signal is done by applying H§ and HY, respec-
tively, and perfect reconstruction follows from (5).
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Figurel 1: Transmission of HDTV.

Figure 3: Generalized pyramid coding using nonlinear interpo-

lation.
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Figure 2: Pyramid coding.

Figure 4: Progressive to interlaced transformation, with per-
fect inversion. (a) progressive and interlaced scanning. (b) 2
channel filter bank with quincunx su_bsampljng.
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