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Low-Complexity Video Coding for
Receiver-Driven Layered Multicast

Steven McCanne, Martin Vetterliellow, IEEE and Van Jacobson

Abstract—In recent years, the “Internet Multicast Backbone,”
or MBone, has risen from a small, research curiosity to a large- @
scale and widely used communications infrastructure. A driving ﬂ
.'
)

force behind this growth was the development of multipoint

-,l"‘
to all of the receivers in the network, a source must either
burden of rate adaptation from the source to the receivers

—E

audio, video, and shared whiteboard conferencing applications.
. . ) Houter
run at the bottleneck rate or overload portions of its multicast

Because these real-time media are transmitted at a uniform rate
distribution tree. We overcome this limitation by moving the 1w=-\ /H e /;uu e / ey

with a scheme we call receiver-driven layered multicast, or
RLM. In RLM, a source distributes a hierarchical signal by

striping the different layers across multiple multicast groups,
and receivers adjust their reception rate by simply joining and Fig. 1. U. C. Berkeley MBone seminar. U. C. Berkeley transmits a multime-

leaving multicast groups. In this paper, we describe a layered dia seminar over their campus network, to users at home via ISDN, and over
video compression algorithm which, when combined with RLM, the Internet. A smg'le rate at the source cannot meet the conflicting bandwidth
provides a comprehensive solution for scalable multicast video "AUirements of this heterogeneous set of users.

transmission in heterogeneous networks. In addition to a layered
representation, our coder has low complexity (admitting an effi- . .
cignt software implementation) and highﬂoss¥e(silience (%dmitting ITH .these Words, the Rolling Stones Igunched into
robust operation in loosely controlled environments like the Inter- the first audio/video broadcast of a major rock band

net). Even with these constraints, our hybrid DCT/wavelet-based over the Internet. Hundreds of Internet-based fans tuned in
coder exhibits good compression performance. It outperforms py rynning software-based audio/video codecs on general-
2&%::;3; ar‘fr‘]'lﬁm‘: gqetffg}ﬁz aﬁ'g:ovﬁgdﬁgiewimﬁ emi':tt:é"'ggr purpose workstations and PC's. At the concert site, a machine
coder in a “real” application—the UCB/LBL videoconferencing  digitized and compressed the analog audio and video feeds
tool vic. Unlike previous work on layered video compression and into a serial bit stream, and in turn, broke the bit stream into
transmissior), we have built a fully operational system that is g sequence of discrete messagespankets for transmission
currently being deployed on a very large scale over the MBone. ¢ the Internet. Rather than send a copy of each packet
Index Terms— Adaptive video, hierarchical conditional to each user individually—as is required by the conventional
replenishment, layered DCT, layered video, lightweight sessions, ypjcast packet delivery model in the Internet—each packet
hMeBtgpo(Z]’er?;Lif[gl,capi&kg]tul\tli((:ji‘i)t, \S?ozorésr;\ljg'rﬁgeg"dgé_ggmgmd was efficientlymulticasttg all receivers simultaneously using
video, Receiver-Driven Layered Multicast, RTP, subband @ Multicast-capable portion of the Internet known as the Mul-
coding, vic. ticast Backbone oMBone[1]. Although bandwidth efficient,
this style of multipoint transmission—where a packet stream
is transmitted to all receivers at a uniform rate—is undesirable
because receivers are usually connected to the Internet at
| want to say a special welcome to everyone that’s climbed into the heterogeneous rates. For example, some users have high-speed
Internet tonight, and has got into the MBone—and | hope it doesn’t access to the backbone, while others connect through ISDN
all collapset or dial-up links. If a source’s transmission rate exceeds any
receiver's access link capacity, network congestion ensues,
packets are discarded, and “reception quality” rapidly deterio-
Manuscript received May 1, 1996; revised December 30, 1996. Thiates. A single, fixed-rate stream cannot satisfy the conflicting
work was supported by the Director, Office of Energy Research, SCie”tgéquirementS of a heterogeneous set of receivers, and as Jagger
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is 128 kbit/s. But at this rate, home users cannot participa
because the transmission exceeds their access bandwit
and campus users must settle for unnecessarily low quali
because the low-rate video stream underutilizes the abund:
local bandwidth. If we run the broadcast at a lower rat . .

. . . lg. 2. Layered video. A layered codec produces a cumulative set of
then users behind ISDN lines would benefit, but the |ntemﬁ§ers where information is combined across layers to produce progressive
users would experience lower quality. Likewise, if we rumefinement. Each decoder moduleis capable of decoding any cumulative
the transmission at a very high rate, then local users WOLﬂa of bit strings. Here, we show an image at multiple resolutions, but the

. . . ! refinement can occur across other dimensions like frame rate or signal-to-noise
receive improved quality, but the MBone and ISDN usergo.
would receive greatly reduced quality due to the resulting
congestion. A uniform transmission rate fails to accommodate
the bandwidth heterogeneity of this diverse set of receivers. et

An often cited approach for coping with receiver hetero- m ﬂ (Eftann|
geneity in real-time multimedia transmissions is the use of PR .
layered media streams [2]-[9]. In this model, rather than VoS K
distribute a single level of quality using a single network E
channel, the source distributes multiple levels of quality si-
. iy [ -_' o
multgneo_usly across multlple_network ghannels. In tum, e_ach \: ﬂ‘ml /’I;ka .)/l' A
receiver individually adapts its reception rate by adjusting ik ' '
the number of layers that it receives. The net effect is that m
the signal is delivered to a heterogeneous set of receivers at —_—
different levels of quality using a heterogeneous set of rateBig. 3. Layered transmission. By combining a layered source coder with a
To fullv realize this architecture. we must solve two Sud@yered transmission system, we solve the heterogeneity problem. The network
y o orward only the number of layers that each physical link can support.
problems: thelayered compressioproblem and thdayered
transmissiorproblem. That is, we must develop a compression
scheme that allows us to generate multiple levels of qualiggality progressively improves with the number of layers that
using multiple layers simultaneously with a network delivergre received and decoded.
model that allows us to selectively deliver subsets of layersThe structure of such a layered video coder is depicted

of California, Berkeley (UCBY. Fig. 1 depicts this scenario: ks

some users patrticipate from their office over the high-spee . 1 E_" .

campus network, while other users interact over the Interne E Ly 'ﬂ ﬂ W ﬁ

and still others join in from home using low-rate dial-up or‘-“ﬂ“ﬂ_ 1

ISDN telephone lines. To maximize the quality delivered tc Ly ﬂ E_' *.— j

the largest audience, Berkeley runs the transmission at a ri E I| | |

suitable for the MBone, which as a current rule of thumb Ly 'ﬂ _'E_" 5
¢

to individual receivers. in Fig. 2. The input video is compressed to produce a set
of logically distinct output strings on channels,, L4, - -,
A. Layered Compression and each decoder modul® is capable of decoding any

L . .. cumulative set of bit strings. Each additional string produces
One approach for delivering multiple levels of quahtyan improvement in reconstruction quality.

across multiple network connections is to encode the videoBy combining this approach of layered source coding with
signal with a set of independent encoders each producing| . .
alayered transmission system, we can solve the multicast

aifgfesrsgég:]tp“unt ra:)er (f? égrﬁethsrzggzr:ol?rfn;lIe_?h?suZntlzrit;%ﬁéterogeneity problem [3], [5], [6], [8]. In this architecture, the
b Ping, pling). PP miulticast source produces a layered stream where each layer

often calledsimuicast has the advantage that we can USI% transmitted on a different network channel, as illustrated in

existing codecs and/or compression algorithms  as systF)rin_ 3 for the case of the UCB seminar. In turn, the network

components. However, because simulcast does not exp grwards only the number of layers that each physical link
statistical correlations across subflows, its compression PE cupport 3|/:0r example usersyat Home receivepoﬁl e base
formance is suboptimal. pport. ple, y

In contrast, dayered codeexploits correlations across sub_layg:sacggzs t::r'; IOSnDé\;::]nesS: lrJesCes ?;ﬂeﬂ:ggmﬁ: rgcig/Shmger
flows to achieve better overall compression. The input sigH&V ’ u pu v - 1hus, u

is compressed into a number of discrete layers, arranged ilF§e1ves the best quality signal that the network can deliver.

hierarchy that provides progressive refinement. For example ifin this scheme, the network must .be able to selectively .drop
only the first layer is received, the decoder produces the Iow@ferS at each' bottleneck link. .Wh|le much. of the previous
quality version of the signal. If, on the other hand, the decodP"k leaves this problem as an implementation detail, a novel

receives two layers, it combines the second layer informatigRd Practical scheme was proposed by Deering [2] and was
with the first layer to produce improved quality. Overall, thfurther described and/or independently cited in [10], [3]-{5],
[8], and [11]. In this approach, the layers that comprise the

1See http://bmrc.berkeley.edu/298/. hierarchical signal are striped across distinct IP Multicast



MCCANNE et al. LOW-COMPLEXITY VIDEO CODING FOR RLM 985

groups, thereby allowing receivers to adjust their reception

rate by controlling the number of groups they receive. In other i hibis _e

words, selective forwarding is implicit in receiver interest—if 1 Ml /,‘-

there are no receivers downstream of a given link in the s @
network, multicast routers “prune back” that portion of the T iy Ty
distribution tree. Although this general mechanism has been "-\,,"'i“ _}"'
discussed in the research community, a system based on this 512 kbfg . 1 Mbfs

framework had not been deployed because the problem was
not studied in detail, and specific adaptation protocols that
employ the architecture had not been developed. In recent @
work, we filled this void with a specific protocol we call

receiver-driven layered multicast or RLM [12]. (@)

A number of research activities have laid the groundwork

both for layered video compression [10], [7], [9] and for 1 Mis e
layered transmission systems [13], [14], [2], [15], [16], [8]. P

However, these research efforts are each polarized: they either 1|'l'|Nf ,‘,r'
o=m_ O
g,

128 kiwa |

solve the networking half of the problem (i.e., the transmission

system) or they solve the compression half of the problem. ks, .-""d
Consequently, none of these proposed systems has resulted 513 klig . | Mbrs
in fully operational prototypes because, in each instance,

only half of the problem is solved. Our work bridges this 120 nhr:.l

gap. We have developed, analyzed, simulated, and refined a

comprehensive framework for layered video compression and a

transmission that explicitly addresses the constraints imposed b
by real, operational networks. We account for each component ()

in the overall system—from the network adaptation protocEig- 4. End-to-end adaptation._Receivers join and leave multicast groups at
will. The network forwards traffic only along paths that have downstream

and Iayered compression algo”thm_ to the gppllcatl_on des'gﬂeivers. In this way, receivers define multicast distribution trees implicitly
and deployment strategy—resulting in a design and implemehrough their locally advertised interest. A three-layer signal is illustrated

tation of a comprehensive system for scalable multicast vid@the solid, dashed, and dotted arrows, traversing high-speed (1 Mbit/s),
medium-speed (512 kbit/s), and low-speed (128 kbit/s) links. In (a), we assume

distribution in heterogeneous networks. that the 512 kbit/s is oversubscribed and congested. RecBivefetects the
In this paper, we give a high-level description of our layeregngestion and reacts by dropping the dotted layer. Likewise, recélyer

transmission system based on RLM to motivate the detail@¢gntually joins just the solid layer. These events lead to the configuration
discussion of our layered coder. In the next section, we sketeh™”:
the RLM architecture. Subsequently, we describe our layered
video compression algorithm based on hybrid DCT/waveldtoreover, the process by which receivers join and leave these
transform coding and hierarchical conditional replenishmemhulticast groups is efficient and timely (on the order of a few
Next, we describe the packetization protocol and receivenilliseconds).
recovery strategies. Finally, we report on implementation Fig. 4 illustrates how the group membership protocol can
status and deployment, and conclude. be used to dynamically induce selective forwarding of layers.
In this example, sourcé transmits three layers of video to
receiversR;, Ry, and R;. Because theS/R; path has high
Il. RECEIVER-DRIVEN LAYERED MULTICAST capacity,R; can successfully subscribe to all three layers and

In this section, we give a high-level sketch of our receivefeceive the highest quality signal. However, if eithigs or
driven layered multicast scheme to establish design constraifits tries to subscribe to the third layer, the 512 kbit/s link
on and motivation for a new layered codec. Details of RLN#ecomes congested and packets are dropped. Both receivers
are presented in [12] and [17]. react to this congestion by dropping layer 3, prompting the

RLM operates within the traditional Internet Protocol archinetwork to prune the unwanted layer from the 512 kbit/s link.
tecture, and relies upon the delivery efficiency of IP Multicadtinally, because of the limited capacity of the 128 kbit/s link,
[18]. It does not require real-time traffic guarantees, ands; drops down to just a single layer. In effect, the distribution
assumes only best effort, multipoint packet delivery. A kelyees for each layer are implicitly defined as a side effect of
feature of IP Multicast is the level of indirection providedeceiver adaptation.
by its host groupabstraction. Host groups providegaoup- By complementing a layered compression algorithm with
oriented communication framework where senders need ntite mechanism described above to configure selective forward-
know explicitly about receivers and receivers need not knowg of flows, we move the burden of rate adaptation from the
about senders. Instead, a sender simply transmits packetsdorce to the receivers. In effect, the source takes no active
a “group address,” and receivers tell the network (via thele in the protocol: it simply transmits each layer of its signal
Internet Group Management Protocol or IGMP [19]) thadn a separate multicast group. The key protocol machinery is
they are interested in receiving packets sent to that growpn at each receiver, where adaptation is carried out by joining
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[ join experiments would occur often and cause frequent con-
4 f- 1,"', r- gestion. Instead, RLM augments its adaptation scheme with
/ 1 4 | Il “shared learning,” where receivers learn from other receivers’
L —i— I A —— N —————— . . . . .
3 i o E 1 r failed join experiments. Details of the shared learning algo-
: . °l Fi ith described in [12
L - s [ithm are described in [12]. .
i I|- Although RLM receivers adapt locally to network capacity,
L the target operating point is not globally optimized. If multiple,
Tioe — simultaneous transmissions are sharing a single network, RLM

o 5. RLM - e path’ This d lustrates the basic adantati apportions the bandwidth among each transmission in an ad
stlrgeiteg.;y from thS:?)qeprng;iv.e of Egil/aegr:ar?ctlei\ljeszr.raln?tsiallye,} thiS:Zcii\?sr?c;moc fashion. In general, it is not possible to achieve a “fair”
the base layer and gradually adds layers until the network becomes congegtd@cation of bandwidth without some additional machinery
(C) Here_, the receiver drops the problen_wat_ic layer, and scales back jfisthe network, even if all of the end nodes cooperate [21].
loin-experiment rate for that level of subscription. Even if the bandwidth allocation were fair, the aggregate
system performance, as measured by the sum of distortions

and leaving multicast groups. Conceptually, each receiver rugtseach receiver, would not be optimal. As shown in [22],
the following simple control loop: minimization of the total distortion in general requires an

e on congestion, drop a layer; exchange of information among receivers.

e 0n spare capacity, add a layer.

Under this scheme, a receiver searches for the optemal of
subscriptionmuch as a TCP source searches for the bottleneck
transmission rate with the slow-start congestion avoidance alHaving described the RLM framework, we now address the
gorithm [20]. The receiver adds layers until congestion occudgsign of a video compression algorithm that complements
and backs off to an operating point below this bottleneck. RLM. To this end, our compression algorithm must satisfy a
Although a receiver can easily detect that the networlumber of requirements.
is congested by noting gaps in the sequence space of the First, the bit stream must havdayered representatioim
inbound packet stream, it cannot so easily determine wherder to interact with the RLM layered delivery model.
spare bandwidth becomes available. If only passive monitoringe Second, the algorithm must bew complexity Because
of the inbound packet stream is carried out, differentiatinge want to study the scaling behavior of our video delivery
between an inbound rate that is just below capacity and osystem, we must be able to deploy it on a large scale. One
that is far below capacity is impossible. Instead, RLM usegay to do this is to implement the codec in software, publicly
spontaneous “join experiments” to probe for spare bandwidttistribute it, and have many people use it. In order to provide
That is, a receiver occasionally tests for residual bandwiditcentive for people to use it, the software must work well
by experimentally adding a layer. If this experiment causewer a large range of machine capabilities, and therefore must
congestion, then the receiver reacts by exponentially scalingve an efficient implementation.
back the rate at which it conducts join experiments for thate Finally, because RLM drives the network into momentary
layer in the future. Over time, a receiver learns that certaperiods of congestion, and because the Internet environment
levels are problematic while others are not. By running joiis best effort, loosely controlled, sometimes unpredictable, and
experiments infrequently when they are likely to fail, buinvolves bursty packet loss [23], the algorithm must have high
readily when they are likely to succeed, we minimize theloss resilienceThat is, when packets are dropped, the decoder
adverse effects. should not have to wait long before resynchronizing, and the
Fig. 5 illustrates the exponential backoff strategy fromesulting errors should not persist unreasonably long or make
the perspective of a single host receiving up to four layerthe partially decoded video signal incomprehensible.
Initially, the receiver subscribes to layer 1 and sets a joinIf an existing compression algorithm met all of these
timer (A). At this point, the timer duration is short becausesquirements, then we could simply incorporate it into our
the layer has not yet proved problematic. Once the join timsystem. Unfortunately, no scheme currently does. For example,
expires, the receiver subscribes to layer 2 and sets another jbi@ ITU’'s H.261 and H.263 and ISO’s MPEG-1 international
timer (B). Again, the timer is short, and layer 3 is soon addestandards do not provide layered representations, and are all
The process repeats to layer 4, but at this point, we assuraatively sensitive to packet loss. Although the MPEG-2 stan-
that congestion occurs (C). As a result, a queue builds up aetd does support layered representations, it does not operate
causes packet loss. When the receiver detects this loss, it dreffisiently at low bit rates because it relies on intraframe
back to layer 3. The layer 3 join timer is then multiplicativelyupdates, or | frames, to resynchronize the decoder in the
increased, and another timeout is scheduled (D). Again, theesence of errors or packet loss. In order to make the decoder
process repeats, and the join timer is further increased (Ejbust to loss, the | frame interval must be made relatively
Later, unrelated transient congestion provokes the receiverstoall, forcing the encoder to produce full frame updates
drop down to layer 2 (F). At this point, because the layer i@latively often. In many conference-style video sequences,
join timer is still short, the layer is quickly reinstated. there are large static backgrounds, and frequent | frame updates
If each receiver runs this adaptation algorithm indepenesult in a highly redundant and inefficient transmission.
dently, the protocol would break down at large scales becaldereover, existing compression standards that were designed

lll. THE COMPRESSIONALGORITHM
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for hardware implementation over bit-oriented constant-raf Conditional Aeplenis ment Sysbem

channels impose undesirable constraints on software-baxs — ]

implementations for packet-switched networks. For exampl 4&" 'l ﬂ ‘*‘—ﬂ - m I
an H.320 codec must compute an error-correcting polyni T

mial and interleave bits from audio and video on nonbyt _

boundaries—both trivial in hardware, but cumbersome ar
inefficient in software.

Instead of a standardized compression algorithm, we cot Prediclive System
potentially adopt an existing experimental layered compressic __ _'E -9
algorithm in our system. Taubman and Zakhor's 3-D subbar i o — L)
coding system is a high-performance scalable video compre Tm_ o - | L -
sion algorithm that produces a very fine-grained layered repr_
sentation [7]. Its computational complexity, however, is relasig. 6. Temporal compression models. A conditional replenishment system
tively high, and acceptable run-time performance will requi@codes and transmits blocks as independent units, while a predictive system
a few more generations of processor evolution. Vishwan codes and transmits the residual error between a prediction and the input
and Chou’s weighted wavelet hierarchical vector quantization
algorithm [9] is low complexity and has a layered output
format. Their algorithm is based entirely on table lookups Fig. 6 depicts a block diagram for the conditional re-
and runs fast on current generation hardware. However, tHdgnishment algorithm. The encoder maintains a reference
have not produced a publicly available implementation ndi@me of transmitted blocks. For each new block, a distance
presented details on its overall performance in real enviropetween the reference block and the new block is computed.
ments. Although a table-driven approach may yield Speed_diﬁhe distance is above a threshold, the block is encoded and
on today’s hardware, the ever-increasing performance gtﬁpnsmitted across the network. At each receiver, the new block
between the processor and memory system may make sifciecoded and placed in a reconstruction buffer for rendering
an approach less attractive in the future. and eventual display.

Given that no current algorithm satisfied all of our design In contrast, compression algorithms like H.261, H.263, or
constraints, we designed a new layered compression schdviiREG employ temporal prediction to achieve higher com-
based on our experiences adapting H.261 for Internet transnfiggssion performance. These schemes compute a difference
sion [24]. To meet our goal of low complexity, the algorithm idetween the current block and the previously transmitted block
relatively simple and admits an efficient software implementand code this “prediction error.” If the block does not change
tion. Moreover, the software-based approach provides an easych, then the difference signal has low energy and can be
route for incrementally improving the algorithm as technologgubstantially compressed. Often, the encoder compensates for
improves, and as we better understand how to achieve robtamera pan and scene motion by sending a “motion vector”
compression in the presence of packet loss. with each block that accounts for a spatial displacement

In the following sections, we present our video compressidietween the current block and the reference frame at the
algorithm by decomposing it into the two subproblems afecoder (a copy of which is maintained at the encoder).
temporal compression and spatial compression. Temporal comWhile the compression performance of motion-compensated
pression attempts to reduce the bit rate by exploiting statistigakdiction exceeds that of conditional replenishment in the
correlations from frame to frame in an image sequence, whdésence of packet loss, there are a number of significant
spatial compression attempts to eliminate redundancies dyvantages of conditional replenishment.
exploiting statistical correlations within a given frame. Our « Reduced ComplexityBecause the encoder decides very
algorithm employs a very simple model for temporal comearly in the coding process not to code a block, many of the
pression known as block-based conditional replenishment [2#put blocks are simply skipped, thereby saving computational
[25], and uses a hybrid DCT/subband transform coding scheregources. Moreover, because the encoder does not form a
for spatial compression. In the next section, we describe tpeediction signal, there is no need to run a (partial) copy of
conditional replenishment algorithm, and in the subsequeht decoder at the encoder.
section, we describe the spatial compression algorithm. « Loss ResilienceCoding block differences rather than the

blocks themselves substantially amplifies the adverse effects
. of packet loss. When a loss occurs, the resulting error persists
A. Temporal Compression in the decoder’s prediction loop until the coding process is

In block-based conditional replenishment, the input imagefigset with an “intramode” update. That is, the loss of a single
gridded into small blocks (e.g., 8 8 or 16 x 16 pixels), and differential update causes the error to propagate from frame to
only the blocks that change in each new frame are encodeaime until the decoder resynchronizes. In H.261, for example,
and transmitted. Several existing Internet video tools use thigese updates can be very infrequent—as little as once every
approach (e.g., our toolic [24], the Xerox PARC Network 132 frames. As a result, packet loss causes persistent corrup-
Video nv [26], and Cornell's CU-SeeMe[27]), and some tion of the decoded image sequence. Alternatively, the use
commercial H.261 codecs send “block skip codes” for stataf “leaky prediction” lessens the impact of errors, but incurs
blocks. increased complexity and slower recovery [28, ch. 5].
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» Decoupled Decoder Statedn the temporal prediction certain signals and packet loss rates, conditional replenishment
model, there is a tight coupling between the prediction stadeitperforms traditional codecs based on temporal prediction.
at the encoder and that at the decoder. But in a heterogeneous/e now describe the major components of our conditional
multicast environment, each decoder might receive a differeeplenishment algorithm: block selection, block aging, and
level of quality, and hence have a different reference staemporal layering. Our scheme is derived in part from the
from which to form the prediction. Since the “base layertonditional replenishment algorithm used by the Xerox PARC
state is common across all receivers, the encoder can use iN&iwork Video toolnv [26].
perform the prediction. But in practice, the base layer providesl) Block Selection:To decide whether or not to encode
inadequate conditional information to improve compressi@and transmit a block, the conditional replenishment algorithm
performance significantly across all of the layers. In contrastpmputes a distance between the reference block and the
conditional replenishment gives the advantage of temporlrrent block. As is standard practice with common motion-
block suppression across all layers without relying on @mpensation algorithms, we run conditional replenishment
matched decoder state. exclusively off the luminance component of the video. The

» Compute-Scalable Decodingdeterogeneity exists not particular metric we use is an absolute sum of pixel luminance
only in the network, but also across end systems, where sodifferences. If the block of reference pixels(is, 2, -+, 7,),
receivers might be outdated workstations while others aitee block of new pixels i§x;, z2, -+, z,), and the threshold
high-performance PC’s. Consequently, in addition to packistT, then the new block is selected if
loss in the network, messages can be lost in the end system
when the decoder cannot keep up with a high-rate incoming bit Z (ry — ap)
stream. In this case, the decoder should gracefully adapt by k=1
trading off reconstruction quality to shed work [29], [30]We use an absolute sum of differences rather than a sum
However, such adaptation is difficult under the temporaff absolute differences for several reasons. First, because the
prediction model because the decoder must fully decatle background noise process is zero mean, a sum of differences
differential updates to maintain a consistent prediction state.tends to filter out the noise, while a sum of absolute differences
contrast, with conditional replenishment, compute scalabiligmplifies it. Hence, the threshold becomes more sensitive to
is both feasible and simple. The decoder simply collaps#® noise level. Second, since motion artifacts tend to have a
multiple frame updates by discarding all but the most recestrong dc bias, the sum of differences will successfully extract
compressed representation of each block. this bias. Finally, the sum of differences is less expensive to

Moreover, conditional replenishment does not suffer fromompute (i.e., it uses one rather than many absolute value
the well-knowndecoder drifteffect. In predictive algorithms, operations).
the decoder’s prediction state can gradually drift away from the Unfortunately, changes to a small portion of a block are
encoder’s because of numerical inconsistencies in the encodet detected by our distance metric alone because it is hard to
and decoder implementations. (To limit the degree of decodiisambiguate noise and isolated changes without sophisticated
drift, compression specifications typically define the toleanalysis. We solve this problem by exploiting the fact that
ances and the time extent between synchronization poinfsgme-to-frame changes typically result from scene motion or
On the other hand, conditional replenishment accommodatzsnera pan, and both of these processes create large spans
compute-scalable algorithms at both the decoder and encodkspatially correlated pixels. Hence, we assume that isolated
because there is no prediction loop to cause decoder driftanges occur to a block only when there are large changes to
Here, we can exploit numerical approximations to trade ofin adjacent block. We give up on detecting small, isolated
reconstruction quality for run-time performance. For examplehanges, and simply “spread” the block selection decision
the inverse DCT could be replaced by an approximate algitem one block to adjacent blocks. While we have found that
rithm that runs faster at the expense of decreased accurtiig algorithm works well most of the time, certain types of
[31]. Likewise, the degree of quantization applied to thinage sequences cause problems (e.g., small mouse cursors
DCT coefficients can be dynamically manipulated to meetan a video-captured display or a laser pointer on a captured
computation budget [32]. projection screen).

« Self-Correlated UpdatesThe update heuristic that trans- The exact choice of the thresholfl is not particularly
mits only blocks that change works well in practice becaussitical. We found heuristically that values ranging from 40
block updates are “self-correlated.” If a certain block it 80 or so all work reasonably well across different camera
transmitted because of motion in the scene, then that satyees and lighting conditions. Our current implementation uses
block will likely be transmitted again in the next frame because fixed value of 48. We conjecture that the metric might be
of the spatial locality of motion. Thus, a block update that isnproved by accounting for the average luminance value of
lost in a dropped packet is often soon thereafter retransmittisé input, but have not yet experimented with this approach or
and recovered as part of the natural replenishment processany other methods of adaptation because the current algorithm

For these reasons, we sacrifice the compression advantageks well enough in practice.
of temporal prediction for the simplicity and practical advan- Fig. 7 illustrates the basic block selection and spreading
tages of conditional replenishment. In short, our compressialgorithm. Unlike nv, which uses a “flat” algorithm that
algorithm exploits temporal redundancy only through condoperates on 8 8 blocks, we use a two-tiered algorithm that
tional replenishment. Reference [17] presents evidence that darries out selection and spreading over & 4! grid which,

n

>T.
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Fig. 8. Block aging algorithm. A separate finite-state machine is maintained
for each block in the image. State transitions are based on the presence
(m) or absencer) of motion within the block. A background fill process
spontaneously promotes a small number of idle blocks to the background state
(bg). The block is replenished in the shaded states.

At high frame rates, this translates into approximately 1 s of
delay, which is sufficient time for motion artifacts to decay. At
low frame rates, the lag is longer becausg does not depend
on the frame rate, and hence causes a more persistent artifact.
We additionally run a background fill process to contin-
uously refresh all of the blocks in the image to guarantee
that lost blocks are eventually retransmitted, and that the
G i o) o s e B (e ey STAe image i filed in for recevers hat join an in-progress
igsnreé)lenished. As indicated by the arrows, updgates are spread to adjacen&r?gsmlssmn' This process selects some ”‘,”_nber of idle blocks
x 16 blocks to minimize “small motion” artifacts. in each frame, and spontaneously transitions them to the
background stateBG).
. : . By supplying the FSM state information for each block to
n turn,. is used to update 16 16 blocks. The dlagram S.’howsthe )énccfdpeyr/, agdaptive guantization can be utilized to substan-
each pixel as a small square do_t, thec 4t cells as thin lines, tially improve the perceived quality of the reconstructed video.
and the 16x 16 block as thick lines. If any of the cells thatSince block updates at the age threshold are less frequent than

compdrlsde ibloh‘:k IS selecte(:‘, thlen thgt erl1|t|_re>dﬂi6 k:leCk 'Z, those in the motion state, and since the aged block is likely to
encoded. Furthermore, each selected cell Is spread to adjag@ikiq; intg the future, it is advantageous to spend extra bits

blocks as indicated by the arrows in the diagram. For exam § code such blocks at a higher quality. Similarly, because

if the lower left cell is selected, then the three adjacent bIOCB%\ckground blocks are sent infrequently, we can send them at
(at 180, 225, and 279 are also selected. The four internaj,q highest quality with little increase in overall rate, causing
cells cause no sprea.ldmg. _ . static scenes (like screen captures of projected slides) to
2) Robust RefreshThe threshold in the block selectiong,enyally attain high fidelity. Upon implementing this scheme
algorithm provides hysteresis by suppressing block updajgsan early version ofic, the utility of the tool for video-

when there is little change. Unfortunately, this hysteresis,nred viewgraph transmission increased substantially.
causes minor but noticeable blocking artifacts. The problem3) Temporal Layering:The conditional replenishment al-

can be explained as follows. Consider a block that is Statljbrithm described above generates a single rate of block
changes due to motion, then returns to a static state. In Eﬁ%dates for a given input frame rate. We can extend the
the block travels along a trajectory from its initial state g gorithm to produce multiple rates in a temporal hierarchy by
its flnql state. At some point before its final state, the bloditting block updates into separate layers. One well-known
selection hysteresis takes hold, and the block is no longgsnroach for creating a temporal hierarchy is temporal subband
replenished even though the block continues to change. Henggsomposition. To this end, we could carry out subband
the _final block has a persistent error with respect to the ﬁné’t'\alysis on a block granularity, and extend the block update
static state. _ _ o across the next power of two interval for which the block
We can solve this problem with a refresh heuristic. Whegmains active. Unfortunately, this introduces complexity and
the selection algorithm ceases to send a given block, we a9€ra delay over simple conditional replenishment.
the block and resend it at some later time. Presumably, by theninstead, we utilize our robust block refresh algorithm and
the block will have reached its final state along the “changgripe block updates across different layers to provide multiple
trajectory” and the refresh will counteract the artifact.  frame rates. To produce a graceful degradation in frame rates,
We carry out this “robust refresh” algorithm using the finitewe arrange the subsampled frames so that any set of layers
state machine (FSM) illustrated in Fig. 8. Each block in thﬁroduces frames spaced evenly over time. We do this as
image has a separate FSM, and we encode and transmit a biefisws. Assuming that there ar@/ + 1 layers, we assign

only in the shaded states. Whenever the block selection alggyer I.,,(») to all block updates during frame time where
rithm detects motion in a block, the state machine transitions

to the motion state (labeletl’). When there is no motion, the Ly(n) = M —r(n mod oM 2M) 41
FSM transitions through a number of aging states. At the agdth

threshold (statedr), we send the block, and in turn, enter the

idle state {). In the current implementation, we fit, at 31. r(n) = min{k > 0: [n/2%|2F £n} — 1
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) l | Fig. 10. Zero tree wavelet coding structure. We decompose a pixel block
| using our 1/3/3/1 4-tap biorthogonal wavel&.\(V), and in turn, transform
. the LL subband with a Haar waveldd (W). The resulting subband coefficient
1 I I 1 hierarchy is entropy coded using zero trees (ZTC).

Tima The first version of our coder [5] utilized subband decom-

Fio. 9. ' Temporal Jayerig. We extend the canditiona) replenishment 298osition since this approach induces an inherently layered rep-
rithm to produce multiple rates by striping block updates across different . . "
output layers. When a block becomes idle, we “slide it' down the layd€Sentation. In this coder, we carry out subband decomposition
hierarchy to guarantee that the most up-to-date version appears on the lgager the entire image, and then use pixel-domain conditional
layer. replenishment to determine the subband coefficients to trans-
mit. We first perform subband analysis horizontally across
i.e.,7(n) is the bit position (numbered from 0) of the rightmosthe image to yield low- and high-frequency representations
nonzero bit in the binary representation saf of the signal, commonly called the L and H subbands. In
The hierarchy that results in the case far = 4 is shown turn, we apply the same low/high-frequency decomposition
in Fig. 9. If the receiver processes all four layers, then theertically yielding a total of four subbands: the coarse-scale
resulting frame rate is maximal. If the receiver processes orll{ subband, containing a low resolution version of the signal,
three layers, the frame rate is half the maximum rate. For tvdmd the enhancement subbands containing horizontal detail
layers, it is one-fourth, and so on. (HL), vertical detail (LH), and diagonal detail (HH). After
As long as a block is continuously transmitted, this schenseibband analysis, we encode those subband coefficients whose
works well. But when a block undergoing motion becomdsasis vectors are spatially centered over each selected pixel
inactive and its last update occurs on any lagaevith £ > 1, block. We then group the coefficients across scales with like
that block position will be inconsistent on all layefssuch orientation into the well-known quad-tree structure, and then
that! < k. A simple remedy is to force the block update irentropy code them using a variant of Shapiro’'s scheme for
the age-threshold state onto layer 1, thereby limiting the tinsgnbedded zero trees of wavelet coefficients (EZW) [33]. This
extent of the inconsistency. We tried this approach, but tieeding structure is illustrated in Fig. 10.
gualitative performance was unsatisfactory because the blocknfortunately, a tension arises between subband decom-
artifacts were too noticeable for too long. Instead, when position and conditional replenishment. While subband de-
block becomes inactive at time,, we transmit it additionally composition induces a multiscale structure where transform
at times given by coefficients correspond to multiple overlapping regions of the
. image, conditional replenishment assumes spatially confined
min{n 2 no : Lar(n) = k} pixel blocks. Moreover, in traditional subband coding systems,

for k = 1--- Ly (no). In other words, after a block becomeghe analysis/synthesis filters are relatively long, and when
inactive, it “slides down” the layer hierarchy. As indicatedterated, generate basis vectors that span large regions of the
by the gray blocks in Fig. 9, we transmit a block update dpage. While this has attractive properties for multiresolution
each inferior layer down to layer 1. At that point, the blockepresentation (i.e., one can achieve very good low-resolution
undergoes the aging algorithm, and is eventually resent 8pProximations at low bit rate), it is a poor match to the block
layer 1 in the age-threshold state. replenishment model. Our solution for the coder described
The overhead incurred by the redundant block transmissigiove was to use short analysis filters to increase the coherence
is not as great as it may seem. Because the redundant blBeRveen the subband and pixel representations. We used the
upda’[es on|y occur after a block under motion becom8§|OWing biorthogonal filters for the first-stage anaIySiS [34]
inactive, the overall redundancy is inversely proportional the Ho() = =143~ 43272 — 23
length of this “active period.” Moreover, the redundancy ov* ) ) )
present in lower rate layers, where bandwidth is critical, is less Hi(z)=-1432"" =322+ 277
than that in higher rate layers. For example, layer 1 alone neve

has a redundant block update, while the full hierarchy contai\ﬁvé{h the following synthesié:

the maximum number of redundant updates. Reference [17] Golz) =(1 43271 +3272+27%)/16
contains a detailed analysis of this overhead. Gi(z) = (=1 — 3,14 3,72 1 2_3)/16
B. Spatial Compression and Haar filters for the remaining three stages. Because a four-

After the conditional replenishment stage selects blocks f&tP filter induces only one pixel of overlap, and because the
transmission, they are compressed spatially. In this sectibfpar basis vectors induce no additional overlap, we can exploit
we qescnbe the layered spatial compression algorithm that is Note that we use the momegular filters at synthesis, where regularity
applied to each block. implies that the iterated filter bank converges to a smooth basis.
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= « |dentification: In the identification pass, coefficients that
L] Ly Eu;:-r] become nonzero at the current quantization level are transmit-

2T Lo ted (along with their sign). These coefficients are identified

- RS [TB s : : . L .
[/ H -:1 | [N ™ simply by a series of run codes, interleaved Wlth sign bits,
' | and terminated by an end-of-block symbol. As in JPEG, the
Fig. 11. Hybrid transform coding structure. We decompose a pixé‘\loefﬂcIent po§|t|ons that have a”eadY been sent are skipped
block using our 1/3/3/1 4-tap biorthogonal wavel&.\W) and, in turn, IN the calculation of the run codes. This decreases the entropy

transform the LL subband with a DCT. The resulting DCT coefficients aigf the run codes, and therefore increases the compression
run-length/entropy coded and progressively refined (L/DET “layered 9fﬁciency

DCT"). The LH/HL subband coefficients are progressively coded b . . .
compressing them a bit plane at a time using a quad-tree decompositiorBY decomposing the compression process into a number of

(L/SBC = “layered subband coefficients”). passes that successively refine the transform coefficients, we
can easily format the bit stream into a layered representation.
pixel-domain conditional replenishment to determine whicflthough DCT-based coding of the LL coarse scale band has
subband coefficients to encode. been previously proposed [35], as far as we know, the com-
Although this codec outperforms several existing InteRination of progressive DCT transmission and multiresolution
net video coding schemes, its compression performancesiband decomposition has not been explored.
somewhat inferior to the commonly used Intra-H.261 format Simultaneously with the progressive coding of DCT coeffi-
[24] To carry out ongoing’ |arge_sca|e experiments within tﬁéentS, we encode the LH and HL subband coefficients using a
MBone user community, we rely on active use of the applgimple quad-tree decomposition of bit planes. Unfortunately,
cations, protocols, and compression formats. Our experien¥@ must sacrifice the compression advantages of zero trees
is that a few isolated experiments do not provide the level 8fice we no longer carry out multiple levels of subband
feedback necessary to evolve a robust and thoroughly turf@Fomposition, and hence cannot use zero trees to predict
codec design that interacts gracefully with the network. Tgformation across scales. We experimented with a version
encourage the largest possible user community to participat@fnthe algorithm that additionally applied a DCT to the
experiments with the new format, we felt that it was necessa®y x 8 LH and HL bands, but found that this provided
to produce a layered codec that outperforms the best existitgligible improvement. We discard the HH band altogether
practice. as it typically contributes little energy to the reconstructed
1) PVH—A Hybrid Transform:Our approach for improv- signal.
ing the compression performance of our wavelet coder isConceptually, the progressive coding of subband coeffi-
to leverage off the compression advantages of the discrét@nts is carried out as follows. We represent the coefficients
cosine transform (DCT) for block-oriented processing. In th& sign/magnitude form, and scan the coefficient bit planes one
wavelet coder described above, the first stage of subbaa@ne at a time, from most significant bit to least significant
decomposition generates an 8 8 block of coarse-scale bit. We code a bit plane as follows.
subband coefficients. Since this coarse-scale block represents If the size of a bit plane is 1 bit, output that bit.
a low-resolution version of the original image, its statistics are « Otherwise:

3)
1
B3

)

consistent with a typical image signal. Hence, a coding scheme  _ |t 4| bits are zero, output 0.

tailored for normal images will work well on the coarse-scale _ o o

LL subband [35]. Rather than carry out additional subband ~— Otherwise, output 1. If this is the most significant

decomposition using the Haar transform on the LL subband, bit of the magnitude of this position, output the

we instead apply an & 8 DCT as depicted in Fig. 11. sign. Divide the bit plane into four equally sized
To retain an embedded bit stream, we encode the transform bit planes, and recursively code these subplanes.

coefficients progressively by coding the DCT coefficients a This decomposition is similar to the “autoadaptive block
bit plane at a time. Our technique is similar to the poirtoding” algorithm of Kunt and Johsen [37], although they
transform used in progressive-mode JPEG [36, Annex G] aadplied it to bilevel images without any transformation. The
the SNR-scalability profile in MPEG-2. We code the DChcompresslgorithm described in [38] similarly exploits this
coefficients in a number of passes. In the first pass, the w@chnique in combination with subband decomposition over
coefficient is quantized and coded (using spatial DPCM acrds® entire image.
blocks), while the ac coefficients are quantized to a power ofIn practice, our algorithm diverges somewhat from this
2, scanned in “zig-zag” order, and run-length/entropy codednceptual framework in order to optimize the syntax for
in a fashion similar to JPEG, MPEG, or H.261. This “basebsetter run-time performance. Instead of carrying out a separate
layer” pass is followed by a number of enhancement pasgesss for every bit plane, the first several planes are grouped
which are, in turn, decomposed into a refinement pass andtagether and treated as a quantized coefficient. This reduces the
identification pass. Each new pass corresponds to an additiangi-time overhead since we process multiple layers in parallel
bit of precision: as is done by the “layered-DCT” implementation in [39]. In

« Refinementin the refinement pass, an additional bit oaddition, the output codewords are rearranged to facilitate a
precision of the magnitude of each previously transmittquerformance optimization described later. Version 1 of this
coefficient is sent verbatim (there is little opportunity taodec bit syntax, which we call progressive video with hybrid
compress these refinement bits). transform (PVH), is detailed in [17, Appendix].
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Fig. 12. Bit allocation. We determine the best mix of rate across the DCT and subband coefficients by computing the convex hull of a family of
curves. Each curve is swept out by progressively scanning the DCT coefficients of the LL subband, and each separate curve corresponds to a fixed
set of LH/HL coefficient refinement passes.

2) Bit Allocation: To optimize the compression perfor- TABLE |
mance of PVH, we must partition the rate between the DCT LAYERED BIT ALLOCATION
and subband coding subprocesses in an intelligent fashion. _faver LD-BL LD-REF LSBL LS-REF CD-BL CD-REF
For example, if we allocated all of the rate to the subband 9 X 0 0 % 0
coefficients, then the resulting image would be a “ghost
image” composed of fine-scale edges in a gray background.
On the other hand, if we allocated all of the rate to the
DCT coefficients, then we would code noise in the DCT
transform coefficients without recovering any of the fine'scalﬂarformance. An alternative approach is to preselect a fixed
details. Clearly, the Optlmal allocation is not at either of the%t of quantizers by hand’ and hope that they are never far
extremes. from optimal. We do exactly this in our prototype because

Fig. 12 plots a family of operational distortion-rate curveg is much simpler to implement and incurs no overhead.
generated by coding the 522512 gray-scaléenaimage with Using the Lena rate-distortion curves from above, we derive
our hybrid coder. Each separate curve corresponds to a fixeg progressive quantization structure given in Table I. The
number of refinement passes over the subband coefficieBts columns indicate whether the corresponding base layer
or, conversely, to the amount of quantization applied to ea@h present, and thdREF columns indicate the number of
subband. In turn, we swept out each individual curve by subits of refinement to the luminance DCT (LD), luminance
cessively increasing the number of refinement passes appketband (LS), or chrominance DCT (CD) coefficiehfEhe
to the DCT transform coefficients. The best combinations &CT chrominance refinements were chosen by hand based on
guantizers occur along the upper convex hull of the family ofsual inspection of quality and rate since our PSNR metric
curves, i.e., for a given rate constraint, the quality is maximébes not account for the color dimension. The luminance
along this curve. Hence, we achieve the best performar@ed chrominance DCT base-layer coefficients are quantized
by partitioning the rate to each subprocess according to théh a uniform quantizer of magnitude 32, while the SBC
convex hull. base-layer coefficients are quantized by 16. Note how the

One approach for Choosing these quantizers is to run glﬁ'ominance base Iayer is distributed on Iayer 1, resulting in
on-line optimization that continually updates quantization mig 9ray-scale-to-color transition from layer 0 to layer 1. This
to reflect the changing signal statistics. By including cod&verall decomposition gives a total of five spatial layers which,
to adaptively adjust the quantization mix at the start of eadf’en convolved with the temporal hierarchy, produces a rich
block, we can perform adaptation on a block granularity. Sing&t Of tunable output rates. _ o
the subprocess distortions are additive (by linearity of the DCT While this scheme has low complexity and is simple to
and subband transforms), we could use a dynamic programi@plément, the compression performance may be suboptimal

find a good approximation of the optimal solution [40].
9 bp P [ ] 3There are no chrominance subband coefficients because the 16

Unfortungtely, f:omputlng an on-!me, ada.ptn_/e. Op“m'za}t'ognrominance planes are directly subsampled by two, and each resulting 8
algorithm like this adds complexity that inhibits real-timex 8 block is coded exclusively with the progressive DCT.
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Fig. 13. Relative compression performance. The compression performance of PVH is better than Intra-H.261 at low rates, comparable at medium rates,
and somewhat inferior at high rates.

if the input signal statistics do not match those of Lenand omitted block addressing codes. We obtained the curve by
We tested the sensitivity of the optimal choice of quantizexarying the Haar coefficient dead zone.
to signal statistics by computing the optimum for several « PVH: We used our prototype PVH coder with sub-
images from the USC image database. In each case, bleand/DCT quantizers chosen by inspection according to Fig.
result was the same as that for Lena. Although optimaP.
quantization selection is, in general, strongly image dependents Progressive JPEGWe employed Release 6 of the In-
our relatively constrained choice of quantizers limits theftependent JPEG Group codec in gray scale and progressive
variability. Because our successive quantization scheme uses. We obtained the curve using the JPEG codec’s “scans”
full powers of 2, there are only a small number of refinemegption to compute multiple operating points by controlling the
passes, and the distance in distortion between quantizergiugnber of refinement passes used by the encoder.
relatively large. Hence, there is little opportunity for the * EZW:We used the performance results reported in [33].
optimal points to shift. Fig. 13 shows the results. Although EZW outperforms all of
3) Compression Performancéie compared PVH with the other schemes, it has high complexity and cannot be used
two prevalent compression schemes for Internet video ydth conditional replenishment because its wavelet domain
assess its compression performance. These existing algorithgiyesentation is not localized to blocks. At low rates, PVH
include the native format used byv and the Intra-H.261 performs as good as EZW and better than Progressive-JPEG.
format used byvic. Because these schemes use simildt roughly 1 bit/pixel and beyond, PVH performs 0.5-1 dB
conditional replenishment algorithms, we can compare th&glow both Progressive-JPEG and Intra-H.261. At these rates,
two-dimensional compression performance to assess tHe}fH spends a significant fraction of its bit budget coding
overall performance. Hence, we removed temporal codilff fine-scale subband coefficients, which do not benefit from
overheads (like macroblock addressing codes) from ea@fy lower resolution conditioning information. The coding
codec, and because we compare only gray-scale Psﬂlﬂorlthm is about 6 dB beloyv the rest; for a fixed level of
performance, we additionally removed chrominance synt&k'a“ty’ the rate performance is two—fourtlmeg worse. In sum-
overhead. In addition to the Internet video codecs, wgary. over the commonly used low-rate quality ranges, PVH

compared our results against Shapiro’'s EZW algorithm thperforms existing Interngt video formats and is comparable

and progressive-mode JPEG [36, Annex G] to gauge t the other schemes at high rate.

performance of our scheme against well-established subband-

and DCT-based image codecs. For each algorithm, we ) )

obtained a distortion-rate characteristic for the 542512 C. The Spatiotemporal Hierarchy

Lena gray-scale test image as follows. Layered conditional replenishment and layered spatial com-
* Intra-H.261: We modified the Intra-H.261 coder frompression together form a two-dimensional space over which

vic for arbitrarily sized images, and omitted macroblock adwe can scale the overall bit rate. But, unfortunately, we cannot

dressing codes and chrominance processing. We obtainedatpist both dimensions independently at each receiver—from

rate-distortion curve by varying the standard H.261 quantizeéhe perspective of the network, the aggregate bit rate is just
* NV: We modified thenv coder for gray-scale operation,one parameter.
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Fig. 14. Temporal/spatial scaling. We cannot scale the spatial and
temporal qualities simultaneously. Instead, we must choose a single path 2 3 4 e
through this rate-scaling space. We show three such paths: the lower Frame Time

path leads to a high-motion/low-quality signal, the upper path leads to

a low-motion/high-quality signal, and the middle path is a compromigeld. 15. Spatiotemporal layering. We combine layered conditional replen-
between the two. ishment with the spatial compression algorithm to induce a spatiotemporal

hierarchy where the allocation of spatial layers to network channels evolves
over time.

Fig. 14 illustrates the tradeoff involved in scaling rate over

the two-dimensional space. The vertical axis represents the ral&,y jicit enhancement information to a coarse-scale temporal
allocated to improving spatial quality, while the horizontal axig e plurred) signal. But in layered conditional replenishment,
represents the rate allocated to improving temporal qualif¢mnoral layers do not appear as bits to transmit. Rather, the
A point in the upper left region corresponds to low framgqorithm shifts spatial layers up and down the output layer
rate and high spamal quality, while a point in t.he Iowe_r ”gf‘ﬁierarchy over time. For example, 164 - -- Sy be a set of
corresponds to _hlgh frame rate and low sp_atlal quality. T@%atial layers, and leL;(n)--- Ly;(n) be a set of output
aggregate rate is the sum of the two coordinates. Hence, Fgﬁers indexed by the frame number Suppose we want two
isolines of fixed rate are straight lines with slop&. When we temporal layers and three output layefd (= 3). Then, the
increase the rate, say from rafig to 123, we can move from a ¢q|jowing assignment of spatial information to output layers

point on theR, isoline to any poi_nt allong th&s isoline that gives the desired spatiotemporal structure:
is reachable by a vector with direction 0<90rhe problem

then is to plot asingletrajectory through this two-dimensional Li(n) = S neven

space to obtain a layered stream with a one-dimensional rate = 0 n odd

parameter. We call the trajectory through this two-dimensional Ly(n) = 0 n even

space thdayering policy = S, nodd
The layering policy is a free parameter that should match Li(n) = Sy

the application context. For example, when the video channel
is used to transmit seminar slides, spatial quality must be highyer 1 provides a low-rate low-quality signal, layer 2 doubles
so that the slides are readable. Likewise, if the applicatithe frame rate, and layer 3 enhances the spatial quality.
is educational instruction of art history, then spatial quality A richer example is illustrated in Fig. 15. Here, we have
should be high to faithfully represent illustrative artwork. Omhree spatial layers and three temporal layers. Layer 1 alone
the other hand, if the speaker’s slides are distributed oveiprovides the lowest quality, lowest frame-rate signal. Layer 2
separate “whiteboard channel,” then many users would prefecreases the spatial quality, but leaves the frame rate fixed.
high frame rate at the cost of lower spatial quality to providerom there, layer 3 doubles the frame rate without changing
a heightened “sense of presence” of the remote locatidghe spatial quality. Layer 4 again doubles the frame rate.
Unfortunately, we must fix a single layering policy at thd=inally, layer 5 refines the spatial quality to its maximum
source, and this prevents us from satisfying conflicting uskvel. Note how we manipulate the frame rate for a given level
desires. of subscription by dynamically varying the output channel
We define a layering policy explicitly through the methodssigned to each spatial layer.
by which temporal and spatial hierarchies are combined into aMore generally, we define a map from spatial layers to
single layered stream. The problem is to map some numberoaitput channels that varies over time according to the layered
spatial layers and temporal layers into some number of outpaplenishment algorithm. In the previous two examples, the
or network layers. Ideally, we would simply stripe mixtures cAmount of spatial quantization is fixed for any subset of the
bits from the temporal and spatial layers across the appropritgers, but we can extend the scheme to dynamically adjust the
output layers. However, this scheme works only if the temporallocation, for instance, to meet different bit-rate constraints for
layers appear explicitly as bits to transmit. For example, @ach layer. We must solve an optimization problem that places
subband decomposition, temporal information is representeghstraints on the rate limit of each layer by scheduling the



MCCANNE et al. LOW-COMPLEXITY VIDEO CODING FOR RLM 995

selection of quantizers and temporal hierarchy to smoothiye significant coefficients (on a modern architecture, this
adapt to changing input signal statistics. bit vector fits in a processor register). For each nonzero
For our particular codec, a general solution to this probleooefficient, the corresponding bit is set; otherwise, it is clear.
is still an open issue. We currently employ a simple interifhis data structure improves performance in two ways.
strategy that works adequately in many contexts. In this. we avoid initializing the DCT coefficient array to zero on
approach, we control the bit rate of the base temporal layer, each new block. Instead, we simply clear the bit vector.
which may be composed of multiple spatial layers, by running. we carry out abbreviated processing of the refinement
it at a variable frame rate to match the target rate. Whenever stages by structuring loops to skip over missing coeffi-
we transmit bits on this base layer, we schedule the subsequent gjants quickly using bitwise logic that efficiently detects
frame time adequately far into the future to obey the rate g skips over contiguous runs of zeros
limit. Accordingly, if the input video has high activity and . . . . .

. . . Conditional replenishment is the first stage of compression,
motion, then the frame updates are large, the interframe time . : . .
. . and requires access to only a subset of the pixels in a given
increases, and the frame rate drops. Conversely, if there I3 : : : i

o . . . _block. If we decide to skip a block at this stage, we avoid all
low activity, the frame rate increases. Since the frame tlm?s ; . :
urther processing. This approach complements video capture

of successive temporal layers are tied to the base layer, we

distribute the temporal hierarchy evenly over each framg[chltectures that use direct memory access (DMA) to transfer

update interval. each digitized frame directly into memory, lifting the burden of

Although far from perfect, we believe that this rate-contrcﬁrOCQSSing uncompressed, high-rate video off the CPU. Since

policy is reasonable in an environment like the MBoné“hOSt,glnc thde pixels are (pgtenually) nﬁveCrF:eferenced, much Orfl
Here, we might want to limit the rate of a Iow-qualityt e video data never needs to enter the CPU or processor cache.

subset for the MBone, but distribute the remainder of {8 our implementation, only 32_0f Fhe 25?’ pixels that mak?
hierarchy locally without explicit rate limits. Additionally, up a block are accessed, resulting in an eightfold reduction in

we could decompose a 128 kbit/s MBone layer into twPY/memory traffic.

spatial layers where the bottommost layer could be transmitted& compute the subband coefficient quad trees for each bit
over narrow-band ISDN. Because the layout is completgRj2ne in parallel with a single pass over the data. At the quad-
configurable at the encoder, the layering policy can be fredf€ léaves, we perform a bitwise “OR” over 7 bit magnitudes
manipulated without modification to the decoder. Accord?l the four coefficients that comprise a leaf. For a 6
ingly, we can incrementally deploy improved versions ot6 block, this gives eight trees each with seven bit planes,

rate allocation algorithms without requiring global codec ugiving 56 binary-valued elements (again, this 56-element bit
grades. vector fits in a 64 bit processor register). We then compute

internal nodes of the quad tree using bitwise “OR” operations
over the appropriate subsets of the 56 element bit vector. In
D. Run-Time Performance practice, not all bit planes are needed, and we collapse the

Now that we have described the basic compression fiyst several plar_1es in_to asin_gle layer, allowing us to carry out
gorithm, we turn to implementation issues, and discuss tH¥S€ computations in 32 bits. , .
algorithm’s complexity and how we achieve a fast implemen- Additionally, we improve performance by using only shifts
tation. First of all, we reduce run-time overhead comparéfld adds to compute the subband analysis filter. Further,
to traditional DCT-based schemes through our use of subba@ €a@n compute these operations in parallel using the par-
decomposition. Instead of computing four relatively expensiydlélism inherent in a 32 or 64 bit ALU. Several new pro-
DCT’s and progressively coding all four blocks of DCTCessor architectures provide 8 bit parallel add instructions
coefficients, we carry out one stage of subband analysis usfAgdo exactly this (e.g., SPARC VIS, Intel MMX, and HP
inexpensive filters, code only one & 8 block of DCT PA-RISC), but even on traditional architectures, we exploit
coefficients, code two 8 8 enhancement subbands with £ALU parallelism by inserting guards in the machine word.
fast algorithm, and discard the8 8 HH subband. Although For example, to process a row of samples, we initialize
subband coding algorithms generally have higher complexiy 64 bit register with eight pixels (or coefficients) in a
than DCT-based schemes, the combination of cheap filters &figdle memory load. We mask out every other pixel, per-
an inexpensive algorithm for encoding subband coefficierf@m several operations, then place the result back in mem-
reduces the overall complexity. ory with a single store instruction. Moreover, we check for

We exploit a number of optimizations to speed up theverflow of several results simultaneously using a single
encoding and decoding of DCT coefficients. At the encodeignditional to reduce the number of branches in the inner
we maintain the DCT coefficients in a sparse array. On theop.
initial base-layer pass, we collect up the coefficients that areWe optimize the Huffman decoding stage with a table-
needed in later passes and store them in a temporary arcdjven design. In this scheme, we buffer the head of the bit
Since there are typically many zero-valued coefficients, astteam in a processor register, and parse the next Huffman
we make multiple passes over the coefficients, the abbreviatadieword with a table lookup. If the longest legal codeword
array reduces loop overhead and memory traffic. is N bits, then we use the nexy bits to index the table.

At the decoder, we store the DCT coefficients in the norm#&he table entry provides the length (with L < N) of
block-array format, but use a 64 element bit vector to identithe codeword and the corresponding symisol To decode
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the next symbol, we form an index from the néxt bits in  have not specified the machinery to map PVH bit streams onto
the bit buffer, locate the table entry, discakdbits from the network packets for transmission across multiple communica-
bit stream, and process according to the codec syntax. Wetion layers. One approach for packetizing the PVH bit stream is
can additionally enhance memory locality, thereby improving use a simple fragmentation protocol. Here, a source simply
processor cache performance, by using a two-tiered lookiieaks its bit stream into arbitrary packet-sized fragments, and
table. Since the goal of a Huffman code is to minimize theeceivers reconstruct the original stream by reassembling these
average codeword size, the typical codeword length is smdthgments. But this approach interacts poorly with the Internet
Hence, we can construct an abbreviated table that contagmstocol architecture because network packets can be lost,
the most frequently appearing codewords, and is indexesbrdered, duplicated, or delayed. Under these conditions, we
by only M bits of input (with A/ < N). However, the must be able to process packets from multiple, interdependent
codewords whose lengths are greater thagollide with other layers in an efficient and robust fashion.

codewords in the table. In this case, the table entry contains arfo this end, we might attempt to build a modular, “black
ESCAPE code that instructs the decoder to use a slower boi” protocol that could provide generic semantics to cope
completely defined operation (e.g., a full-sized table lookuplith packet loss, delay, and reordering. However, such a
The Berkeley MPEG decoder [41] uses a similar table-drivgmrotocol would poorly match our layered video stream. For

approach. example, the protocol could not know about specific rela-
Several operations are combined or are carried out “itienships between the packets in different layers (without a
place” to reduce processor/memory traffic. complex programming interface), and thus would not know

« The subband analysis stage performs quantization “bRW to best proceed in the presence of loss. If a base-layer
the fly” so that the output coefficients are stored in gacket is lost, then all of the dependent packets may have to be

bit format. This reduces memory traffic by a factor of 4liscarded. On the other hand, if an enhancement layer packet

over full-precision representation. is lost, then decoding can proceed, but only for some subset of
« We place the output of the inverse DCT directly into thée received packets. This is just one example of application
LL subband coefficient buffer. semantics that cannot be easily expressed in a generic network

« We combine the first stage of subband reconstructiopfotocol.
the conversion from sign-magnitude to two's-complement In 1990, Clark and Tennenhouse recognized that this type
numerical form, and the coefficient-centering step (i.e9f problem could be solved if application semantics were
the step that biases each coefficient to the midrange réflected in the design of an application’s network protocol.
the quantization in[erva]) all into a Sing|e pass. Their application level framing (ALF) pl’OtOCO| architecture

We implemented PVH and these optimizations in our vide¢?2] 1€ads to a design where the application takes an active
conferencing applicatiowic, and compared its performancd©l€ In the encapsulation of its data into network packets,
with the widely used Intra-H.261 codec [24]. As a simplé‘nd hence. can optimize for loss recovery thrqugh intelligent
quantitative assessment, we measured the run-time perfgggmentation and framing. About the same time that ALF
mance of both codecs withivic on an SGI Indy (200 emerged, we and others developed a number of tools to explore
MHz MIPS R4400) using the built-in VINO video device the problem of interactive audio and video transport across
To measure the maximum sustainable compression rate, Rggket-switched networks [43]-{48]. After several iterations of
disabled the bandwidth and frame rate controls for both codePEotocols and experimentation with audio and several different

and ran the test on an unloaded machine. We measured g0 compression formats, it became clear that a “one size fits

resulting frame rates by decoding the streams on a sepaileProtocol was inadequate [49], [24]. Instead, a framework

machine. We configured the PVH coder with enough DCT a#sed on ALF emerged where a “thin” base protocol defines

subband refinement layers to give quality roughly equivalefite core mechanisms and profile extensions define application-
to that of the Intra-H.261 coder with its quantizer set tgPecific semantics. The Audio/Video Transport Working Group

“5" (based on visual inspection and the Lena rate-distortid?‘f_ the Internet Engineering Tgsk Force (IETF) standardized
curves), and provided both coders with (approximately) tfi@is base protocol in the rgal-tlme trgnsport p_rotocol or RTP
same, “high-motion” 320x 240 video input. The results [50], and developed a profile for audio- and videoconferences
were remarkably consistent across the two coders as tj¢§f? minimal control [51], along with a number of payload

both generated output at approximately 11 frames/s. Becai@gnat standards for specific applications like H.261, JPEG,

both schemes were limited only by the workstation’s fixeMPEG, etc.
computational resources, the run-time performance for this
level of quality is roughly equivalent. For a typical talklngA_ The Real-Time Transport Protocol

head” sequence with low scene activity, both encoders perform
close to real time (20-30 f/s). RTP defines much of the protocol architecture necessary

for video transmission over a multipoint packet network.

An RTP “session” represents a collection of two or more
IV. PACKETIZATION end systems sending data and control information to each

We have thus far described the RLM network protocol amather over two distinct underlying transport channels. For
the complementary PVH video codec that was codesigned wiloP [52] over IP Multicast, these two underlying transport
RLM, but the overall system is still incomplete because wehannels are mapped onto two distinct UDP port numbers
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sharing a common IP multicast group address. An actieeframe boundary). This simplifies loss recovery since the
source transmits its signal by generating packets on the dstart of each packet provides an explicit resynchronization
channel that conform to the “payload format specificationjoint.

for the underlying compression format. Simultaneously, all of Ideally, we would like to incorporate the “idempotent”
the end systems in a session exchange information over ttsure of Intra-H.261 packets into our PVH framing protocol,
control channel. Periodically, each source generates a real-tioug unfortunately, this is not entirely possible with the layered
transport control protocol or RTCP message. These messagggroach. A fundamental problem is the necessary dependence
provide mechanisms for sender identification, data distributidmetween the packets at different layers within the spatial
monitoring and debugging, cross-media synchronization, ahi¢grarchy. For example, block address codes appear only on
so forth. the base layer. Thus, in order to decode enhancement layer

Each source in a session is identified by a 32 bit Sourpackets, we must know the positioning context from the base
ID. Source ID’'s are allocated randomly, and conflicts atayer. During decoding, we can propagate this conditioning
handled by a resolution algorithm. Since Source ID’s canformation across the hierarchy by either processing packets
change dynamically (because of conflicts), the “canonical a carefully defined order and retaining information to
name” or CNAME provides a persistent and globally uniquerovide later context or by grouping related packets and
identifier. Data packets are identified only by Source IQlecoding the group as a unit.
and the RTCP control messages contain the binding betweert one extreme, we buffer, reassemble, and decode all of
CNAME and Source ID. The CNAME is a variable-lengtithe packets of an entire frame. At the other extreme, we
ASCII string. process each packet as it arrives, assuming that all necessary

Data packets also contain a media specific time stamp (eggarlier context arrives first. Within a frame, the decoder can
a sample counter for audio and a frame clock for videoprocess the spatial layers either sequentially or in parallel.
RTCP packets advertise the mapping between media time dndsequential decoding, all of the blocks of a given layer
the sender’s real-time clock. To counteract delay variancase processed before advancing to the next layer, while in
induced by the network, each receiver dynamically adjugtsrallel decoding, all the layers of a given block are decoded
the amount of playback buffering in order to reconstrudiefore advancing to the next block. These different approaches
the sender’s original timing while minimizing delay. Thisinvolve implementation complexity and efficiency tradeoffs.
“playback point algorithm” can be extended to carry outor example, parallel decoding yields good memory-system
cross-media synchronization [53] by aligning each individuébcality (and hence good cache behavior) since each block is
medium with the medium that has the maximal playback poimirocessed in its entirety before moving on.

Unfortunately, RTP has no notion of layered streams. In We decided to develop a framing protocol that would
particular, the use of multiple IP multicast addresses in RLBrovide enough flexibility to allow either the parallel or the
requires that the layered bit stream be striped across distinefjuential decoding method without incurring an unreasonable
RTP sessions. An effort is currently underway—based in pdr¢ader overhead. Hence, we adopted a group-based framing
on the work presented in this paper—to modify RTP to allowrotocol that allows the receiver to decode the bit stream in
a single session to span multiple underlying network channeisits smaller than a frame. To enhance loss recovery, groups
[12], [54]. Our proposed change is an extension to RTP thate independent of each other—a packet loss in one group
allows a participant to use one Source ID consistently acrasannot adversely impact another group. Although groups are
the logically distinct RTP sessions comprising the hierarchindependent, a packet may straddle two groups. To account
Accordingly, we run the Source ID allocation and collisiorfior this, PVH includes “resumption offsets” that indicate the
detection algorithm only on the base layer, and likewiseffset into the packet at which the new group begins. Thus the
transmit sender identification information only on the bas#ecoder can process a subsequent group without first decoding
layer. This proposal is currently under review by the IETRhe previous group.

[54]. Slice-Based Framing:Borrowing terminology from the
MPEG specification, we define an idempotent decoding unit
B. The PVH Framing Protocol or slice as a range of coded image blocks. Each PVH packet

header indicates the block addresses of the first and last blocks

h T?e f(ljexibility Of. R.TP’Sh A;S'Hbised _frameworkl ?ivesbusencoded in the packet, and we associate a slice with the block
the freedom to optimize the raming protocol for robu nge of exactly one base-layer packet. That is, each base-

interaction with the underlying network. We based our frami yer packet induces a slice defined by that packet plus those

protocol in pa}rt on our Wofk adaptmg H.261 for rEES'“enbackets at higher layers within the same frame whose block
packet transmission wic. In this previous work, we developedﬁ‘d resses overlap
er$ y

a codec based on a subset“_of the .H'2,,61 standz_ir_d, calto identify and decode all the packets in this slice-oriented
Intra-H.261, that uses only “intracoding” of condltlonallyf(,ishion we must:
replenished blocks [24]. A key property of the Intra-H.261 ’ '

framing protocol is that packets are independent of each 0ther2) ?ds_ntifi/ eﬁch basiz_-l?){er packet; d ont work
and can be decoded in isolation or in arbitrary order (up to ) indicate how spatial layers are mapped onto networ

channels;
4 We developed an Internet Draft describing extensions to RTP for layered 3) SPeC'fy hOW _the encoded bit stream is allocated across
media streams jointly with M. Speer of Sun Microsystems. the spatial hierarchy.
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. PVH Payload Header 0 o lj_l

‘ \ ‘B‘ EBIT‘ SBLK EBLK Fig. 17. Sample PVH packet stream. Each base-layer packet defines a range
of macroblocks that comprise a slice. Here, we show two slices, each enclosed

Fig. 16. RTP/PVH packet headers. The RTP header contains a versiyha dashed line, that are spread across the layer hierarchy.

number (V), a padding bit (P), an extension bit (X), a count of “contributing

sources” (CC), i.e., for audio mixing or video compositing, a marker bit (M), ) .

a payload type (PT), a 16-hit sequence number (SEQNO), a media-sped®® Well as a count and list of the resumption levels and offsets
timestamp (TS), and a “Source ID” (SSRC). If the payload type indicatg$ascribed above.

PVH, then a PVH header immediately follows the RTP header, and consists . . .
of a PVH version number (V), a base-layer indicator (B), a count of paddin Flg_' 17 '.”usnatels an example arrang?mem of packets n
bits (EBIT), a start block (SBLK), and an end block (EBLK). the slice-oriented hierarchy. Although coding layers are spread
across network channels according to the temporal hierarchy,
we simplify the diagram by indicating only the relationship

%%ong packets within the spatial hierarchy. Each labeled box

th e the t ] . laorith tcorresponds to a packet header, and the pair of numbers
€y appear (ie., the temporal layering algoritim moves IP presents the range of macroblocks that are contained within
spatial base-layer packet up and down in the hierarchy),

. : . . packet.
Accordingly, the PVH header contains a designated bit that ach slice is identified by exactly one base-layer packet,

is one for base-layer packets and is otherwise zero. Secog d the diagram contains two such slices, encircled by the

we must indicate hOW spanal layers are mapped qnto netw 5shed lines. Each base-layer packet additionally contains
channels. For a given slice, we need to know which netwo

. : plicit pointers to all of the network channels that comprise
layers contain actual data and which do not. We therefojig, gjice as indicated by the solid arrows. Moreover, each

explicitly encode these dependencies as a set of “resumptio.ars resumption pointer and offset are indicated by the
levels” in the base-layer packet that defines the slice. Finallyashed arrows. The packet that defines the (88,150) block
the degoder must know the spe(_:lflc arrangemer_n of bits aCrPgige appears on layer 1, and naturally has its base-layer bit
layers in order to c_iecode the bit str(_aam. Tha_lt is, the decqc;%r( (B=1). Each packet that is a member of the (88,150) slice
must be able to switch layers dynamically during the decodifg ejther wholly contained in or partially covers those blocks,
process as it encounters different segments of the spafigl is encircled by the left-hand dashed line. The base-layer
hierarchy. To do so, we prefix each block in the base layghciet additionally contains a count of resumption pointers
with a special codeword called hit-allocation descriptor anq their values. For example, the base-layer packet points to
(BD). _ _ successor packets in both layers 2 and 3, while the (101 130)
A BD indicates where in the hierarchy we encode the basgyer 2 packet points to only the (100 130) layer 3 packet. If
layer information, and where each refinement pass appearsif@ire were more layers, then the layer 2 packet would contain
each of the three types of spatial components: DCT luminanggditional resumption pointers.
coefficients, subband coefficients, and DCT chrominance co-Gjyen a base-layer packet, the decoder can extract the layer
efficients. In effect, the BD codes the quantization informatiofjerarchy and resumption pointers and offsets to definitively
given earlier in Table I. Because each image block has its oy§tate all of the packets and layer offsets in a slice. A
BD, we can carry out spatially adaptive quantization whekgajve algorithm might perform this relatively complex task
some regions of the image have higher fidelity than othetsy buffering all received packets and scanning the buffer
To reduce the overhead of coding the BD’s, the descriptor g®ol on each packet arrival to determine when slices be-
spatially predicted. For example, we represent the BD withcame complete. Under this scheme, however, the decoder
single bit in the common case where it does not change frasannot easily differentiate between a packet that has not yet
the previous image block. arrived and one that has been lost or reordered, and hence
Fig. 16 illustrates the layout of the RTP/PVH packet head&fannot easily decide when to decode a partially received
In addition to the standard RTP header fields, the block rangefce.
and the base-layer bit mentioned above, the PVH headefnstead of this data-driven approach to receiver buffering,
includes a version number and an EBIT field. Because packeis combine the timing recovery algorithm used by RTP-
are an integral number of bytes, some number of bits frobased applications with the slice reassembly algorithm. In
the last octet should be discarded. The EBIT fields explicitthis model, packets are synchronized across layers using the
indicate this count. A PVH version number is included téplayback point algorithm” modified to function across packet
incrementally deploy new versions of the codec. Also, if thglices. That is, we schedule the packets from a given slice
packet is a base-layer packet (i.e., B is set), then an auxilidoy be decoded together, and discard the rare packet that
header immediately follows the PVH header. This headarrives too late. When a slice’s playback point arrives, we
includes the width and height (in blocks) of the video imageletermine whether it is entirely intact and, if so, simply

First, we must identify base-layer packets explicitly becau
the decoder does not knoav priori on which network layer
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decode it. Otherwise, we invoke a loss recovery strategy @b each layer. For example, we might distribute the UCB
patch the missing data, possibly discarding unusable pack&iBone seminar by sending 32 kbit/s to the “world” scope,
(In practice, the loss recovery mechanism is folded into tH28 kbits/s to the well-connected MBone, 256 kbit/s across
decoding process.) our campus network, and 1 Mbit/s throughout the department
In our current implementation, we use the following hybrichetwork.
of the data- and timer-driven approaches. We maintain twoPVH can also be used in tandem with the resource reser-
“containers” keyed by the RTP timestamp. Within each cowation protocol (RSVP) [57], [58], which supports the notion
tainer, we maintain a circular buffer of packets for each layef layered reservations. In this approach, receivers negotiate
and within each layer, we map packets directly into slots inexplicitly with the network for bandwidth by adjusting their
circular buffer using the low bits of the packet’'s RTP sequenceservation to the maximum number of layers that the network
number (so lookup and insertion are cheap). We also track #an deliver [4].
boundaries of the current “window” of packets stored in a Although transition from one technology to another is often
given layer. This allows us to quickly traverse over all of tha slow process—even in the MBone where new tools are
packets in a layer to check for gaps in the sequence spaseployed simply by distributing them over the network—the
Finally, we store all of the pending base-layer packets inautlook for layered video is promising for several reasons.
hash table for the current frame container. * First, the extension of the RTP specification for layered
Whenever a base-layer packet arrives, we check whetlséneams will enable multiple, interoperable implementations.
its constituent slice is ready to decode by scanning eache Second, the availability of a fast and efficient layered
layer indicated in the resumption pointer list, and checkingdeo codec (PVH) will bootstrap experimentation with lay-
if a contiguous block of packets at each layer “covers” thered media, and demonstrate its ability to accommodate the
range of blocks in the base layer. If so, we decode the slibgernet's heterogeneity.
immediately, and all packets wholly contained in the decodede Finally, the widespread deployment of administrative
slice are freed. Otherwise, the base-layer packet is bufferealticast scope will enable the incremental deployment of
and a timer is scheduled whose timeout is proportional tayered transmission while we continue to refine the RLM
the packet interarrival time variance. If an enhancement layfeamework.
packet arrives and completes the slice, then the slice is decodeWe believe that these factors will combine to make layered
and the timer is canceled. Otherwise, if the timer expiregideo transmission commonplace in the Internet within the
we assume that packet loss occurred, invoke a loss recoveext few years.
strategy, and decode the partial slice. When we are completely
done with a frame, we free all of the packets stored in the VI. SUMMARY

frame container data structure. _ )
In this paper, we proposed a framework for the transmis-

sion of layered signals over heterogeneous networks using a
V. IMPLEMENTATION STATUS receiver-driven adaptation protocol, RLM. We described the

tails of our low-complexity, loss-resilient layered source

: . d
TEet_P\i_H COds % spauoteilm_porlal Iayfngg, and RTP.' bas § er, PVH, and presented performance results to show that
packetization scheme are afl Implemented In an eXpenmeniay . «,ms as well as or better than the current practice in

version of our videoconferencing applicatisic. The PVH u,nternet video codecs. Moreover, the run-time performance

codec and framing protocol are implemented as a mod & . :
Co . . . our software PVH codec is no worse than our highl
C++ object in the Tcl/Tk-based [55] multimedia toolkit used t?uned H.261 implementation (at equivalent signal quaglitg)

build vic. We implemented the RLM protocol in our network ven though it produces a layered output format. Existing

S|mulat|0n testbed [56], and carried out a simulation Stu@f)lutions to heterogeneous video transmission are either net-
reported in [12], [17].

Even with RLM fully intearated intaric. the current frame work oriented or compression oriented—in contrast, our focus
S Uy 9 : P is, on the complete systems design and implementation. To-
work is still experimental. We are just beginning to understal

the int tion bet RLM and oth danti " ther, RLM and PVH provide a comprehensive solution
€ Interaction between and other adaptive congestigly ¢qajable multicast video transmission in heterogeneous
control schemes, e.g., those in TCP/IP. Moreover, RLM r

fietworks.
quires the “fast leave” mechanism in IGMP to quickly react

to network congestion, but this has not yet been widely
deployed.

While we continue to experiment with, refine, and deploy E. Amir's work on his “layered-DCT” algorithm [39] in-
RLM, we can immediately leverage PVH by itself through thepired the author’s approach to decomposing the LL subband
use of manually configured (hence nonscalable) distributiovith a DCT and progressively coding transform coefficients. E.
groups. Since IP multicast provides mechanisms to limktmir, H. Balakrishnan, and D. McCanne provided thoughtful
the “scope” of a group transmission, we can effect layeredmments on drafts of this paper. The authors thank the anony-
transmission though a hierarchical arrangement of scope®us reviewers for their excellent feedback. Equipment grants
where the layers in the distribution are allocated to a sahd additional support were provided by Sun Microsystems,
of nested scopes each with a larger reach. That is, we daigital Equipment Corporation, Silicon Graphics Inc., and
use distribution scope to topologically constrain the readthillips.
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