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Cluster synchronization modes of continuous time oscillators that are diffusively coupled in a
three-dimensional (3-D) lattice are studied in the paper via the corresponding linear invariant
manifolds. Depending in an essential way on the number of oscillators composing the lattice in
three volume directions, the set of possible regimes of spatiotemporal synchronization is exam-
ined. Sufficient conditions of the stability of cluster synchronization are obtained analytically for
a wide class of coupled dynamical systems with complicated individual behavior. Dependence
of the necessary coupling strengths for the onset of global synchronization on the number of
oscillators in each lattice direction is discussed and an approximative formula is proposed. The
appearance and order of stabilization of the cluster synchronization modes with increasing cou-
pling between the oscillators are revealed for 2-D and 3-D lattices of coupled Lur’e systems and
of coupled Rössler oscillators.
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1. Introduction

Over the past decade, there has been significant in-
terest in studying the behavior of coupled chaotic
systems. Numerous studies of the spatiotemporal
dynamics of ensembles of coupled oscillators have
found different types of coherent structures, pat-
terns and synchronization phenomena. Since early
works concerned with a small number of cou-
pled oscillators, the increasing interest in synchro-
nization phenomena in dynamical systems has led

many researchers to consider the synchronization
phenomena in large lattices or networks of coupled
chaotic oscillators.

The simplest mode of spatiotemporal behav-
ior that can arise in a lattice of coupled identi-
cal oscillators with chaotic behavior is full synchro-

nization. Here all oscillators of the lattice acquire
identical chaotic behavior even though their ini-
tial conditions may be different. Since the pioneer-
ing works [Fujisaka & Yamada, 1983; Afraimovich
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et al., 1986; Pecora & Carroll, 1990], the study
of full chaos synchronization remains of strong
interest, see e.g. [Belykh et al., 1993; Heagy
et al., 1994; Fradkov & Pogromsky, 1998; Pecora &
Carroll, 1998; Fink et al., 2000; Josić, 2000] and the
references therein. The phenomenon of chaos syn-
chronization has many different potential applica-
tions. In engineering, for example, it is being consid-
ered as a tool for transmitting information by means
of chaotic signals [Pecora & Carroll, 1990; Bel’skii
& Dmitriev, 1993; Hasler, 1995; Chen, 2000].

Cluster synchronization is observed in a lat-
tice when the oscillators synchronize in groups
but there is no synchronization among the
groups [Kaneko, 1990; Belykh & Mosekilde, 1996;
Xie & Hu, 1997; Hasler et al., 1998; Belykh
et al., 2000; Belykh et al., 2001]. Clustering is of-
ten defined in a broader sense as the emergence of
large-scaled ordered coherent structures presenting
different degrees of correlation between the inter-
acting systems and accompanied by the temporal
evolution of spatially averaged quantities [Lemâıtre
& Chaté, 1999; Rabinovich et al., 1999].

The synchronization phenomena in 2-D lat-
tices of coupled oscillators have been usually stud-
ied through numerical analysis. Most analytical
studies were concerned with 2-D lattices composed
from one-dimensional bistable (or multistable) os-
cillators. The main interest in these studies was
concentrated in equilibrium solutions and, partic-
ularly, in the spatial features presented by stable
equilibria which are often called mosaic solutions
[Chow & Mallet-Paret, 1995; Mallet-Paret & Chow,
1995, Thiran et al., 1995; Nekorkin et al., 1997;
Thiran, 1997]. More recently, 2-D lattices of coupled
chaotic continuous (or discrete-time) oscillators
have received a great deal of attention [Afraimovich
et al., 1997]. In particular, interesting spatio-

temporal periodic patterns in a 2-D lattice of cou-
pled logistic maps were found [Xie & Hu, 1997], suf-
ficient conditions for asymptotic synchronization in
a 2-D lattice of coupled Lorenz systems were pre-
sented [Chiu et al., 2000]. Synchronization in 3-D
lattices of locally coupled limit-cycle and chaotic os-
cillators has been also studied. Sherman [1994] con-
sidered, in particular, a 5 × 5 × 5 lattice of locally
coupled biological cell models and found numeri-
cally different types of inphase and antiphase syn-
chronization between the cells, presenting different
levels of correlation between the cells. Kazantsev et
al. [2001] considered a three-dimensional structure
composed of two coupled 2-D lattices of diffusively
coupled limit-cycle oscillators and proved, in partic-
ular, the possibility of interlayer synchronization.

We have recently discovered a family of em-
bedded linear invariant manifolds of a 1-D array
of diffusively coupled identical dynamical systems,
whether chaotic or periodic [Belykh et al., 2000].
Depending in an essential manner on the number
of oscillators contained in the array and on bound-
ary conditions, these invariant manifolds define the
strict set of all possible modes of cluster synchro-
nization that can occur in the 1-D lattice. The pur-
pose of the present paper is to extend our results
on the existence and stability of different cluster
synchronization regimes for a 1-D chain of coupled
systems to the cases of planar and volume lattices
of diffusively coupled oscillators. We define cluster
synchronization as a spatiotemporal regime where
the oscillators involved into the same cluster have
identical temporal dynamics and completely syn-
chronize between each other. In this paper we do
not consider the emergence of cluster patterns with
“similar” averaged behavior.

We study in this paper a 3-D lattice of diffu-
sively coupled identical oscillators that is described
by the following dynamical system:


ẋi,j,k = f(xi,j,k, yi,j,k) + ε1(xi+1,j,k − 2xi,j,k + xi−1,j,k) + ε2(xi,j+1,k − 2xi,j,k + xi,j−1,k)

+ ε3(xi,j,k+1 − 2xi,j,k + xi,j,k−1),
ẏi,j,k = g(xi,j,k, yi,j,k) i = 1, N 1, j = 1, N 2, k = 1, N 3

(1)

with zero-flux xi,j,0 ≡ xi,j,1, xi,0,k ≡ xi,1,k, x0,j,k ≡
x1,j,k, xi,j,N3+1 ≡ xi,j,N3, xi,N2+1,k ≡ xi,N2,k, and
xN1+1,j,k ≡ xN1,j,k or periodic boundary conditions
(BC).

In the system (1), xi,j,k ∈ R1 is a scalar vari-
able of the m-dimensional vector of the (i, j, k)-th
oscillator variables, and yi,j,k ∈ Rm−1 is an

m − 1 vector. f(xi,j,k, yi,j,k) : Rm → R1 and
g(xi,j,k, yi,j,k) : Rm → Rm−1 are scalar and vec-
tor functions, respectively. m is the dimension of
the individual oscillator, and D = N1 · N2 · N3 ·m
is the dimension of the whole lattice system (1).
ε1 > 0, ε2 > 0 and ε3 > 0 are coupling parameters
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determining the coupling strengths between the os-
cillators in three directions of the volume lattice.
N1, N2 and N3 define the size of the lattice.

Denote the m-vectors

Xi,j,k =
(
xi,j,k

yi,j,k

)
, F =

(
f
g

)
.

Omitting for simplicity the index (i, j, k), we indi-
cate only shifted ones such that Xi−1,j,k ≡ Xi−1,
Xi+1,j,k ≡ Xi+1, Xi,j−1,k ≡ Xj−1, and so forth.
Thus we can rewrite the system (1) in the alter-
native form

Ẋ = F (X) + ε1P�i + ε2P�j + ε3P�k , (2)

with zero-flux or periodic BC. In the system (2),
the diffusive coupling terms are denoted by �l =
(Xl−1 −2X+Xl+1), X = Xl,j,k; Xi,l,k; Xi,j,l, where
l = i, j, k, respectively, and

P =



1 0 · · · 0
0 0 · · · 0
... · · · . . .

...
0 · · · · · · 0




is the m ×m matrix whose elements determine by
which variables the oscillators are coupled.

Note that the system (1) represents a class
of 3-D reaction–diffusion Cellular Nonlinear Net-
works (CNN) that may be considered as a uni-
versal active substrate or medium for modeling
and generating many pattern formation and syn-
chronization phenomena from numerous disciplines
including biology, chemistry, ecology, engineering,
physics, etc. [Chua & Yang, 1988; Chua et al., 1995;
Chua, 1997].

We have organized this paper as follows. In
Sec. 2 the set of possible modes of cluster syn-
chronization for both cases of the 2-D and 3-D
lattices (1) is examined. Then, in Sec. 3, stability
conditions of the synchronization manifolds for a
wide class of dynamical systems are derived. Us-
ing these conditions, a conjecture on the estima-
tion of threshold coupling constants required for
the onset of global synchronization in 3-D lattices
is made. Section 4 combines the theoretical study
with numerical simulation of stable cluster synchro-
nization in 2-D and 3-D lattices of coupled Lur’e
systems. Finally, in Sec. 5, results of numerical sim-
ulations that show the stable cluster synchroniza-
tion regimes with chaotic temporal dynamics in
2-D and 3-D lattices of coupled Rössler systems are
presented.

2. Existence of Cluster
Synchronization Manifolds

2.1. Three-dimensional lattice

Cluster synchronization of coupled oscillators is in-
timately related to linear invariant manifolds of the
system (1).

Definition. Let the set of vertices of the 3-D lat-
tice be decomposed into the disjoint subsets V =
V1 ∪ · · · ∪ Vd, Vγ ∩ Vµ = ∅ given by the equalities
of groups of the coordinates of oscillators. If the de-
composition of the vectors is compatible with the
system (1) then the linear subspace of RD

M(d) ≡M(V1, . . . , Vd)

= {X |Xi,j,k = Xi′,j′,k′ ,

if there exists a γ such that
(i, j, k) ∈ Vγ and (i′, j′, k′) ∈ Vγ}

is invariant under the dynamics given by Eq. (1)
and is called a linear invariant manifold of the sys-
tem (1). The coordinates in the manifold M(d) are
Ul = Xil,jl,kl

, l = 1, 2, . . . , d. d is the number of
clusters.

Let us introduce an N1 ×N2 ×N3 volume ma-
trix A = [ai,j,k], where the symbol ai,j,k denotes the
oscillator standing in the ith line, jth column, and
kth vertical. We shall use the same symbol for os-
cillators of the same cluster. The definition implies
that the d base elements of the matrix A disagree
with each other and all the other r = N1 × N2 ×
N3−d elements coincide with these d base elements.
At the same time, r×m equations in Eq. (1) become
linearly dependent of the d×m base ones.

The numbers q1, q2, . . . , qd of oscillators in each
cluster satisfy the natural condition

∑d
p=1 qp =

N1 ×N2 ×N3.
We shall use the following notations.

(1) Three sets of planes in each of three lattice di-
rections are P l = Ii, Jj , Kk, where l = i, j
or k, i = 1, N 1, j = 1, N 2, k = 1, N3, respec-
tively. Define them as Ii = {(i, j, k)|j = 1, N 2,
k = 1, N 3}.

(2) Each plane P l may be presented as a set of rows
Rl and columns C l, so that Kk =

⋃N1
i=1 {Rk

i } =⋃N2
j=1 {Ck

j }, Jj =
⋃N3

k=1 {Rj
k} =

⋃N1
i=1 {Cj

i }, and
Ii =

⋃N2
j=1 {Ri

j} =
⋃N3

k=1 {Ci
k}, where Ci

k =
{(i, j, k)|j = 1, N 2}.
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As for the single oscillators, we shall use the
notations P l1 = P l2 (Rl

l1
= Rl

l2
, C l

l1
= C l

l2
) for two

synchronized planes (rows, columns).
Cluster synchronization in 3-D lattices gener-

ated by cluster synchronization of 1-D arrays can
be presented by a code notation of the manifold

M(d) =M(n1, n2, n3)

= [{ri1 , . . . , ril , . . .︸ ︷︷ ︸
N1

} × {cj1 , . . . , cjl
, . . .︸ ︷︷ ︸

N2

}

× {vk1 , . . . , vkl
, . . .︸ ︷︷ ︸

N3

}] ,

where each symbol ril , l = 1, n1; cjl
, l = 1, n2;

and vkl
, l = 1, n3 is repeated q1, . . . , qn1 (qn2) (qn3)

times, respectively. That is, the place of each sym-
bol ril , cjl

and vkl
(l = 1, n1; l = 1, n2; l = 1, n3)

in the subsets defines the place of each oscillator in
the ith, jth and kth lattice directions, respectively.
Oscillators involved in one cluster along one direc-
tion of the volume lattice are denoted by a symbol
with the same index. Thus, the oscillators in the
same cluster are identified by the identical triple
(ri, cj , vk).

As an example we introduce two well-known
clusters.

(1) For d = 1, the lattice (1) has the full syn-
chronization manifold M(1) ≡ M(1, 1, 1) =
{Xi,j,k ≡ U1}. Its code notation reads
M(1) = [{r1, r1, . . . , r1︸ ︷︷ ︸

N1

}× {c1, c1, . . . , c1︸ ︷︷ ︸
N2

} ×

{v1, v1, . . . , v1︸ ︷︷ ︸
N3

}]. Dynamics in the hyperplane

M(1) is defined by the single oscillator and
therefore we have a single homogeneous clus-
ter exhibiting full synchronization in the vol-
ume lattice when the spatial sites are all do-
ing the same thing at the same moment, even
though it is chaotic motion.

(2) For d = N1 × N2 × N3 we have the in-
variant manifold M0, being the phase space
of the system (1), M0 = [{r1, r2, . . . , rN1} ×
{c1, c2, . . . , cN2} × {v1, v2, . . . , vN3}]. Obvi-
ously, the lattice (1) has d = N1 × N2 × N3

clusters defined by N1 × N2 × N3 independent
oscillators.

The coupling in the system (1) is free of cross-
ing terms and therefore the group spatiotemporal
behavior of the 2-D lattices P l is similar to that of
the 1-D arrays in one lattice direction and it appears

that the hierarchy and embeddings of cluster syn-
chronization manifolds discovered for the 1-D array
[Belykh et al., 2000] plays the crucial role in the
present study of 2-D and 3-D lattices of coupled
oscillators.

The volume lattice A may be considered as a
1-D array of planes P l in each of three lattice direc-
tions, where the elements (P 1, P 2, . . . , PN ) = A
(N = N1; N2; N3, respectively) introduce a set
of 2-D lattices. Applying directly the results from
[Belykh et al., 2000] for the set of 2-D lattices, we
obtain the following assertion.

Proposition 2.1. Let the system (2) have ei-
ther zero-flux or periodic BC. Then the following
holds.

(1) There exists a symmetrical 2-D lattice in-
variant manifold M r

s (n1, N2, N3) with n1 =
int((N1 + 1)/2) defined by the equalities
{XN1−i+1,j,k = Xi,j,k = Ui,j,k, i = 1,
2, . . . , int((N1 + 1)/2), j = 1, 2, . . . , N2,
k = 1, 2, . . . , N3}. The code notation of the
manifold has the form M r

s (n1, N2, N3) =
[{r1, r2, . . . , rn1−1, rn, rn1−1, . . . , r2, r1} ×
{c1, c2, . . . , cN2} × {v1, v2, . . . , vN3}] for
odd number of oscillators N1 = 2n1 − 1
composing the lattice in the ith direction,
and the form M r

s (n1, N2, N3) = [{r1, r2, . . . ,
rn1, rn1 , . . . , r2, r1} × {c1, c2, . . . , cN2} ×
{v1, v2, . . . , vN3}] for even N1 = 2n1.

(2) The system (2) has an asymmetrical in-
variant manifold M r

a(n1, N2, N3), if N1 =
p1 · n1 with p1 and n1 being arbitrary
integers, defined by the equalities {Xi,j,k =
Xi+2n1l,j,k, l = 1, 2, . . . , int((p1 − 1)/2) and
Xi,j,k = X−i+1+2n1l,j,k, l = 1, 2, . . . , int(p1/2),
i = 1, 2, . . . , n1, j = 1, 2, . . . , N2, k =
1, 2, . . . , N3}. The code notation of the
manifold has the form M r

a(n1, N2, N3) =
[{r1, r2, . . . , rn1 , rn1 , . . . , r1, r1, . . . , rn1 , rn1 , . . .︸ ︷︷ ︸

p1·n1

}×

{c1, c2, . . . , cN2} × {v1, v2, . . . , vN3}].
(3) The system (2) has similar invariant manifolds

in the jth and kth lattice directions: symmet-
rical manifolds M c

s (N1, n2, N3), where n2 =
int((N2 + 1)/2), Mv

s (N1, N2, n3), where n3 =
int((N3+1)/2), and asymmetrical synchroniza-
tion manifolds M c

a(N1, n2, N3) with N2 = p2 ·
n2 and Mv

a (N1, N2, n3), where N3 = p3 · n3.

The separate oscillators of the 1-D array, in-
volved in the cluster synchronization regime, are
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introduced here by the 2-D lattices in three lattice
directions. That is, for example, in the case of odd
N1 = 2n1 − 1, the dynamics in M r

s (n1, N2, N3) de-
fines a cluster synchronization mode under which
the 2-D lattices are synchronized in pairs around
the middle lattice In1 which has no pair and re-
mains unsynchronized, i.e. I1 = IN1 , I2 = IN1−1

and so forth.

Corollary. In the case of periodic BC each ele-
ment of the 3-D lattice may be considered as the
first one in each lattice direction, and the sys-
tem (1) has N1 − 1 additional invariant manifolds
M s

r and Ma
r , N2 − 1 manifolds M s

c and Ma
c , and

N3 − 1 additional synchronization manifolds Ms
v

and Ma
v .

Proposition 2.2. Let oscillators of the volume lat-
tice be synchronized in one, say in the kth, direc-
tion so that the 2-D lattices K1 = K2 = · · · =
KN3 ≡ K. Consider the 2-D lattice K as a 1-D
array of rows (columns) : K = (R1, R2, . . . , RN1)
(K = (C1, C2, . . . , CN2)). Then cluster synchro-
nization modes of the 1-D array of synchronized
rows (columns) have in turn hierarchy and embed-
dings identical to the oscillators of the 1-D array.

Proposition 2.3. Let the volume lattice be synchro-
nized in two, say in the kth and jth, directions then
the lattice system is identical to 1-D lines in the ith
direction.

One may interpret these two trivial assertions
both as full synchronization of the K planes and
sequential synchronization of the columns Cj of K,
and synchronization of the J planes with sequential
synchronization of the rows Rk.

Proposition 2.4. The system (1) has a family
of intersection synchronization manifolds M×

s,a(n1,
n2, n2) = M r

s,a(n1, N2, N3) ∩ M c
s,a(N1, n2, N3) ∩

M c
s,a(N1, N2, n3), being an intersection of any row,

any column and any vertical synchronization man-
ifolds existing in the case of the 1-D array. Thus,
the manifold M×(n1, n2, n3) has the code notation
M×(n1, n2, n3) = M r ∩M c ∩Mv. The dimension
of the manifold is dimM× = n1 · n2 · n3 · m, and
Ui,j,k, with i = 1, n1, j = 1, n2 and k = 1, n3 are
coordinates in M×(n1, n2, n3).

The existence of the intersection synchroniza-
tion manifolds M×(n1, n2, n3) implies that many
cluster manifolds of the volume lattice (1) have the

structure of a topological product of cluster syn-
chronization manifolds existing in three lattice di-
rections. For different composed numbers N1, N2,
and N3 the manifolds for Ii, Jj, Kk may be rather
complicated, hence the complexity of the volume
clusters increases as a product.

While the product clusters are always present,
there may be additional manifolds, depending on
additional symmetries of the system. Let us con-
sider a particular case of the system (1) with N1 =
N2 = N3 = N and ε1 = ε2 = ε3 = ε. Thus we
consider the cubic lattice (1) with equal coupling
strengths in three lattice directions and zero-flux or
periodic BC. Under these conditions, the following
holds.

Proposition 2.5

(1) The system (1) has additional simple symme-
tries and is invariant under the involutions
{i↔ j}, {i↔ k}, {j ↔ k}, {(i, j)↔ (N − j +
1, N−i+1)}, {(j, k)↔ (N−k+1, N−j+1)},
and {(i, k)↔ (N−k+1, N−i+1)}. Therefore
it has additional invariant manifolds M+

ij (d) =
{Xj,i,k = Xi,j,k = Ui,j,k, i = 1, N, i ≤ j ≤ N,

k = 1, N}, M+
jk(d) = {Xi,k,j = Xi,j,k = Ui,j,k,

i = 1, N, j = 1, N, j ≤ k ≤ N}, M+
ik(d) =

{Xk,j,i = Xi,j,k = Ui,j,k, k ≤ i ≤ N, j = 1, N,
k = 1, N}, defining the symmetries with respect
to the principal diagonal sections, respectively,
and M−

ij (d) = {XN−j+1,N−i+1,k = Xi,j,k =
Ui,j,k, i = 1, N, 1 ≤ j ≤ N − i+ 1, k = 1, N},
M−

jk(d) = {Xi,N−k+1,N−j+1 = Xi,j,k = Ui,j,k,

i = 1, N, j = 1, N, 1 ≤ k ≤ N − j + 1},
M−

ik(d) = {XN−k+1,j,N−i+1 = Xi,j,k = Ui,j,k,

i = 1, N, j = 1, N, 1 ≤ k ≤ N − i + 1, deter-
mining synchronization of the oscillators with
respect to the secondary diagonal sections, d =
N2(N + 1)/2. Obviously, all possible intersec-
tions of these manifolds are also invariant, for
example, the main diagonal intersection mani-
fold M±

ijk(ds) =M+
ij ∩M+

jk ∩M+
ik ∩M−

ij ∩M−
jk ∩

M−
ik.

(2) There exists an intersection manifold M∗
s (d)

with the number of clusters

d =



(n+ 1)(n2 + n+ 2)

2
, for N = 2n+ 1

n(n2 − n+ 2)
2

, for N = 2n ,
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being a particular case of the intersection man-
ifold M×

s (n1, n2, n3).

The invariant manifold M∗
s (d) = M±

i,j,k(ds) ∩
M×

s (n1, n2, n3) defines simultaneously the symme-
tries of synchronized oscillators with respect to all
the diagonals sections of the 3-D lattice and to the
middle of the rows, columns and verticals of the
lattice.

In the following we will present the stable clus-
ter regimes defined by the cluster synchronization
manifold M∗

s (d) for a 3-D lattice of coupled chaotic
Rössler oscillators.

We have examined the existence of main clus-
ter synchronization manifolds and we shall now con-
sider the existence of cluster synchronization man-
ifolds of the 2-D planes of the 3-D lattice (1) and
provide this consideration with examples for con-
crete numbers.

2.2. Two-dimensional lattice

In this case we reduce the system (2) to the follow-
ing form

Ẋ = F (X) + ε1P�i + ε2P�j , (3)

with zero-flux or periodic BC. All notations are sim-
ilar to those of the system (2).

2.2.1. Rectangular N1 ×N2 lattice

Applying Proposition 2.1 to the 2-D lattice (3), we
obtain the existence of the following cluster syn-
chronization manifolds.

(1) There exists a symmetrical invariant manifold
M r

s (n1, N2) with n1 = int((N1 + 1)/2) defined
by the equalities {XN1−i+1,j = Xi,j = Ui,j,
i = 1, 2, . . . , int((N1+1)/2), j = 1, 2, . . . , N2}.

(2) There exists an asymmetrical invariant man-
ifold M r

a(n1, N2), where N1 = p1 · n1 (p1

and n1 are arbitrary integers), defined
by the equalities {Xi,j = Xi+2n1l, j,
l = 1, 2, . . . , int((p1 − 1)/2) and Xi,j =
X−i+1+2n1l,j, l = 1, 2, . . . , int(p1/2), i =
1, 2, . . . , n1, j = 1, 2, . . . , N2}.

(3) The system (3) has similar invariant manifolds
defining cluster synchronization in the jth lat-
tice direction.

Thus, in the case of the 2-D lattice, horizon-
tal and vertical lines of the lattice play the roles of

separate oscillators forming the clusters in the 1-D
array.

Similar to the 3-D lattice case, there exists
a family of intersection manifolds M×

s,a(n1, n2) =
M r

s,a(n1, N2) ∩M c
s,a(N1, n2), being an intersection

of any row and any column synchronization mani-
folds existing in the case of the 1-D chain.

Example 1. Let us consider a 2-D lattice contain-
ing N1 = 3 and N2 = 5 oscillators in the two lattice
directions and let us use natural numbers as the
symbols ai,j standing in the matrix A such that the
oscillators, denoted by the same digit, have identi-
cal dynamics. We present main cluster synchroniza-
tion manifolds which exist for these N1 and N2. The
symbolic representations of the manifolds M r

s (1, 5)
and M r

s (2, 5) have the following forms
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5


 and


1 3 5 7 9
2 4 6 8 10
1 3 5 7 9


 ,

respectively. The manifold M r
s (1, 5) corresponds to

full synchronization of the rows of the lattice and
desynchronization of the columns, and the manifold
M r

s (2, 5) defines two-cluster synchronization of the
rows and a desynchronization pattern between the
columns.

The symbolic representations of the inter-
section synchronization manifolds M×

s (1, 3) and
M×

s (2, 3), also existing in this case, attain the
forms,
1 2 3 2 1
1 2 3 2 1
1 2 3 2 1


 and


1 3 5 3 1
2 4 6 4 2
1 3 5 3 1


 ,

respectively. The manifold M×
s (1, 3) defines full

synchronization of the rows and cluster synchro-
nization between the columns, where 1 × 3 = 3 is
the number of clusters, and the manifold M×

s (3, 2)
determines cluster synchronization both in the rows
and columns and the number of clusters is 2×3 = 6.

Example 2. Let N1 = 3 and N2 = 6. The
main intersection invariant manifoldsM×

s (2, 3) and
M×

a (2, 2) have the following forms
1 2 3 3 2 1
4 5 6 6 5 4
1 2 3 3 2 1
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and 
1 2 2 1 1 2
3 4 4 3 3 4
1 2 2 1 1 2


 ,

respectively.

Let us now consider the system (3) under the
additional conditions on the function F (X) to be
odd: F (−X) = −F (X). Here, the system (3) is
centrally symmetric with respect to the zero point
X = 0 that is an equilibrium point of the system
(3). In this case, the 1-D array of diffusively cou-
pled systems (1) for ε1 = 0 (or ε2 = 0) has invari-
ant manifolds, defining the existence of antiphase
synchronization. Such antiphase synchronization is
observed, for example, in a system of two coupled
oscillators where all corresponding variables of the
two individual oscillators are equal with opposite
sign. For ε1 �= 0 (ε2 �= 0) we have the straightfor-
ward transfer of the appropriate statements to the
existence of row (column) antiphase synchroniza-
tion manifolds of the 2-D lattice.

Proposition 2.5. Under the condition F (−X) =
−F (X) :

(1) the system (3) has a row manifold M r
t (n1, N2)

with n1 = int((N1 + 1)/2) defined by the
equalities {−XN1−i+1,j = Xi,j = Ui,j, i =
1, 2, . . . , n1, j = 1, 2, . . . , N2} for even
N1 = 2n1 and by the equalities {−XN1−i+1, j =
Xi,j = Ui,j, i = 1, 2, . . . , n1, Xn1+1,j ≡ 0,
j = 1, 2, . . . , N2} for odd N1 = 2n1 + 1.

(2) The system (3) has the similar column manifold
M c

t (N1, n2) with n2 = int((N2 + 1)/2).

Corollary. Obviously, the same statements on the
existence of antiphase synchronization manifolds
may be made with respect to the 2-D planes P l

of the 3-D lattice (2) having the odd function
F (X).

Example 3. Let us use positive numbers for in-
phase synchronization and negative ones for an-
tiphase synchronization as the symbols ai,j in the
matrix A, “0” denotes Xi,j = 0. Consider two
2-D lattices with N1 = 3, N2 = 4 and N1 = 3,
N2 = 5. The manifolds M c

t (3, 2) and M
c
t (3, 3), ex-

isting due to Proposition 2.6, have the symbolic

representations
1 4 −4 −1
2 5 −5 −2
3 6 −6 −3


 and


1 4 0 −4 −1
2 5 0 −5 −2
3 6 0 −6 −3


 ,

respectively.

2.2.2. Square N ×N lattice

Let us consider now a particular case of the system
(3) with N1 = N2 = N and ε1 = ε2 = ε.

By reference to Proposition 2.5, we state that
the spatiotemporal dynamics of the 2-D square lat-
tice exhibits cluster synchronization regimes defined
by the existence of the invariant manifolds M+(d)
and M−(d), where d = N(N + 1)/2 is the num-
ber of clusters. The manifold M+(d) is defined
by the equalities {Xj,i = Xi,j = Ui,j, i = 1, N,
i ≤ j ≤ N}, and M−(d) is defined by the equal-
ities {XN−j+1, N−i+1 = Xi,j = Ui,j, i = 1, N,
1 ≤ j ≤ N − i+ 1}.

The dynamics in the cluster manifolds M+(d)
and M−(d) defines simple symmetries of the syn-
chronized oscillators with respect to the principal
and secondary diagonals of the 2-D lattice, respec-
tively. Obviously, the intersection symmetrical man-
ifold M±(ds) =M+(d) ∩M−(d), where

ds =
{
(n + 1)2, for odd N = 2n + 1
n(n+ 1), for even N = 2n

is also invariant.
Similar to the 3-D lattice case, there also exists

the intersection manifold M∗
s (d) with the number

of clusters

d =



(n+ 1)(n + 2)

2
, for N = 2n+ 1

n(n+ 1)
2

, for N = 2n .

The invariant manifold M∗
s (d) = M±(ds) ∩

M×
s (n1, n2) defines simultaneously the symmetries

of synchronized oscillators with respect to the two
diagonals and to the middles of the rows and
columns of the lattice.

Example 4. Let the square lattice (3) be com-
posed from N = 5 and ε1 = ε2 = ε. For this case
we present the invariant manifoldsM+(15),M±(9),
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and M∗
s (6)


1 2 3 4 5
2 6 7 8 9
3 7 10 11 12
4 8 11 13 14
5 9 12 14 15






1 2 3 4 5
2 6 7 8 4
3 7 9 7 3
4 8 7 6 2
5 4 3 2 1




×



1 2 3 2 1
2 4 5 4 2
3 5 6 5 3
2 4 5 4 2
1 2 3 2 1


 ,

respectively.

Let us study now the embedding of the invari-
ant synchronization manifolds and thus define pos-
sible routes of transition from completely unsyn-
chronized pattern to a single spatially homogeneous
cluster defining full synchronization with increasing
coupling between oscillators.

First we consider the N × N lattice (3) with
ε1 = ε2 = ε and with a prime number N = 2n+ 1.
Below we list linear inphase synchronization mani-
folds existing in the case of zero-flux BC.

(1) M+(d), M−(d), and M±(ds) defining the sym-
metries of synchronized oscillators of the square
lattice with respect to the principal and sec-
ondary diagonals of the lattice.

(2) M∗ ≡M∗
s ((n + 1)(n + 2)/2).

(3) Mdes/cl ≡ M c
s (N, n + 1) = [{r1, . . . , rN} ×

{c1, . . . , cn+1, . . . , c1}] defining the (n + 1)-
cluster synchronization of the vertical columns
and desynchronization between the horizontal
rows.

(4) Mdes/syn ≡ M c(N, 1) = [{r1, . . . , rN} ×
{c1, c1, c1, . . .}].

(5) M cl/cl ≡ M×
s (n + 1, n + 1) = [{r1, . . . ,

rn+1, . . . , r1} × {c1, . . . , cn+1, . . . , c1}] defining
two different (n + 1)-cluster synchronization
regimes of the horizontal and vertical lines of
the lattice.

(6) M cl/syn ≡ M c
s (n + 1, 1) = [{r1, . . . , rn+1, . . . ,

r1}×{c1, . . . , c1, . . . , c1}] corresponding to full
synchronization of the vertical columns and
(n+1)-cluster synchronization of the horizontal
rows.

(7) M(1) ≡ [{r1, . . . , r1, . . . , r1} × {c1, . . . ,
c1, . . . , c1}] determining synchronization of all
oscillators of the lattice.

These manifolds are embedded as follows

Mdes/cl

⊃Mdes/syn ⊃M cl/syn ⊃M(1).

∩
⊃M cl/cl ⊃ M∗

∩
M±

∩
M+ M−

(4)

Remark. Obviously, the vertical and horizontal
lines of the 2-D lattice may be inverted and the
same clusters and the embedding may be rewritten
with respect to the horizontal rows.

Consider the N ×N lattice (3) with N = p ·n1,
where p and n1 are arbitrary integers greater than
1. By reference to Proposition 2.1 that is applied
for the 2-D lattice case, we note that the system (3)
has the additional asymmetrical invariant manifolds
M r

a(n1, N) and M c
a(N, n1). Therefore, the collec-

tion of possible modes of cluster synchronization in
the 2-D lattice is even richer and additional inter-
section invariant manifolds may be easily obtained
as the topological product of the cluster patterns,
and the embedding (4) is extendable.

These embeddings may determine the order of
appearance of cluster synchronization regimes with
changing coupling between the individual oscillators
of the lattice (3). Thus after having considered the
existence of embedded linear invariant manifolds,
the main problem is to study their stability and the
order of stabilization for concrete coupled chaotic
oscillators. That will be the topic of the following
sections.

3. Stability of Invariant Manifolds

The objective of this section is to obtain conditions
of global asymptotic stability of invariant manifolds
corresponding to different synchronization regimes
in the volume lattice (1) with zero-flux BC and the
main question in this study is under which condi-
tions on the coupling strengths ε1, ε2 and ε3, the
numbers of oscillators N1, N2 and N3, and parame-
ters of the individual oscillators full synchronization
of all spatial sites arises.
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3.1. Sufficient conditions of global
stability of synchronization in
the 3-D lattice

Let us study first global stability of the manifold
Mv(N1, N2, 1) defining synchronization between
2-D lattices in the kth direction of the volume
lattice (1).

Using the notation

Φi,j,k = xi,j,k − xi,j,k+1, Ψi,j,k = yi,j,k − yi,j,k+1 ,

we derive the difference equations from the general
system (1) with zero-flux BC

Φ̇i,j,k = A(t) · Φi,j,k + (α(t))TΨi,j,k + ε1∆i

+ ε2∆j + ε3∆k ,

Ψ̇i,j,k=B(t) · Φi,j,k+Λ(t)·Ψi,j,k, i = 1, 2, . . . , N1 ,

j = 1, 2, . . . , N2 , k = 1, 2, . . . , N3 − 1
(5)

with BC Φ0,j,k = Φ1,j,k, Φi,0,k = Φi,1,k, ΦN1+1,j,k =
ΦN1,j,k, Φi,N2+1,k = Φi,N2,k, Φi,j,0 = Φi,j,N3 = 0.
Here, A(t) = f ′x(x∗) is a scalar function, (α(t))T =
f ′y(y∗) and B(t) = g′x(x∗) are (m−1)− column vec-
tor functions, Λ(t) = g′y(y∗) is an (m−1)× (m−1)-
Jacobian matrix, x∗(t) ∈ [xi,j,k, xi,j,k+1] and y∗(t) ∈
[yi,j,k, yi,j,k+1] are the values coming from the La-
grange mean-value theorem and they are time de-
pendent via the solutions of Eq. (5).

We introduce the auxiliary system

Φ̇ = −aΦ+ (α(t))TΨ ,
Ψ̇ = c(t)Φ +B(t)Ψ ,

(6)

where a = const > 0.

This system is identical to the individual sub-
system of the system (5) except that A(t) is changed
to −a.

Similar to [Belykh et al., 1993; Belykh et al.,
2000], the following assertion holds.

Theorem 3.1. (Sufficient conditions of synchro-
nization of 2-D lattices in the kth direction). As-
sume that there exists a positive definite Lyapunov
function

V (Φ, Ψ) =
(Φ2 +ΨTHΨ)

2
(7)

with some symmetrical matrix H such that the
derivative

V̇ (Φ, Ψ) = −aΦ2 +
d

dt
(ΨTHΨ) + ΦαTΨ (8)

with respect to the system (6) is negative definite
for any function α(t), c(t), B(t) that is generated
by solutions of Eq. (5).

Then the manifold Mv(N1, N2, 1) is globally
asymptotically stable for

0 < ν3 < 1 and N3 ≤ Int
(

π

arccos ν3

)
;

ν3 ≥ 1 for any N3 > 1 ,
(9)

where ν3 = 1− (a− b)/2ε3 and b ≡ maxx∈Rm A(t).

Proof. Consider the function

W =
N1∑
i=1

N2∑
j=1

{
N3−1∑
k=1

(Φ2
i,j,k +Ψ

T
i,j,kHΨi,j,k)
2

}
.

(10)

Calculating its time derivative along the trajecto-
ries of Eq. (5), we obtain

Ẇ =
N1∑
i=1

N2∑
j=1

N3−1∑
k=1

{A(t)Φ2
i,j,k +Φi,j,kα

TΨi,j,k + d(ΨT
i,j,kHΨi,j,k)/dt + ε1Φi,j,k(Φi−1,j,k − 2Φi,j,k +Φi+1,j,k)

+ ε2Φi,j,k(Φi,j−1,k − 2Φi,j,k +Φi,j+1,k) + ε3Φi,j,k(Φi,j,k−1 − 2Φi,j,k +Φi,j,k+1)} . (11)

Taking into account the equality (8), we can transform Eq. (11) to the following form

Ẇ =
N1∑
i=1

N2∑
j=1

N3−1∑
k=1

{A(t)Φ2
i,j,k + aΦ

2
i,j,k + ε3Φi,j,k(Φi,j,k−1 − 2Φi,j,k +Φi,j,k+1)}

+
N1∑
i=1

N2∑
j=1

N3−1∑
k=1

V̇ (Φi,j,k, Ψi,j,k) +
N2∑
j=1

N3−1∑
k=1

{
ε1

N1∑
i=1

Φi,j,k(Φi−1,j,k − 2Φi,j,k +Φi+1,j,k)

}

+
N1∑
i=1

N3−1∑
k=1

{
ε2

N2∑
j=1

Φi,j,k(Φi,j−1,k − 2Φi,j,k +Φi,j+1,k)

}
. (12)
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Let us now study the properties of three last terms
of the sum (12).

(1)
∑N1

i=1

∑N2
j=1

∑N3−1
k=1 V̇ (Φi,j,k, Ψi,j,k) < 0, since

the time derivative V̇ of each individual auxil-
iary system is negative definite, due to the as-
sumption of Theorem 3.1.

(2)

S
(1)
j,k ≡

N1∑
i=1

{Φi,j,k(Φi−1,j,k − 2Φi,j,k +Φi+1,j,k)}

=
N1−1∑
i=1

{−(Φi+1,j,k − Φi,j,k)2} ≤ 0 ,

S
(2)
i,k ≡ −

N2−1∑
j=1

{−(Φi,j+1,k − Φi,j,k)2} ≤ 0 ,

then the two last terms of Eq. (12)
∑N2

j=1 ·∑N3−1
k=1 {ε1S(1)

j,k } and
∑N1

i=1

∑N3−1
k=1 {ε2S(2)

i,k } are
also negative definite.

Thus, the derivative Ẇ along the trajectories
of Eq. (5) is negative definite if the quadratic form

Q =
N3−1∑
k=1

{A(t)Φ2
i,j,k + aΦ

2
i,j,k

+ ε3Φi,j,k(Φi,j,k−1 − 2Φi,j,k +Φi,j,k+1}

with Φi,j,N3 = 0, is in turn negative definite, while
is true under the condition (9). �

The parameter a > 0, which replaces f ′x that
may change sign, is the minimal damping of variable
x needed to make the auxiliary system (6) globally
asymptotically stable.

Let us study now the stability condition (9). If
ν ≥ 1, then b < 0, and the system (5) is globally
asymptotically stable such that the trivial behavior
of individual oscillators of the lattice is defined by
stable equilibria.

If 0 < ν < 1, then b ≡ maxx∈attractor f
′
x > 0,

the oscillators of the lattice may exhibit compli-
cated individual dynamics, and the inequality ε3 >
(a+b)/2 holds. The stability conditions (9) have an-
other limitation for fixed N3: N3 ≤ Int(π/arccosν3).
Thus we obtain the following sufficient condition
on coupling and the individual oscillator system
for global stability of the synchronization manifold

Mv(N1, N2, 1):

ε3 >
(a+ b)

4 sin2

(
π

2N3

) . (13)

Note that similar sufficient conditions of synchro-
nization of 2-D lattices may be written for the three
lattice directions as follows

εm > εsuf
m =

(a+ b)

4 sin2

(
π

2Nm

) , m = 1, 2, 3 . (14)

Proposition 3.1. (Sufficient conditions of full
synchronization). If N1 > N2 > N3, then

εsuf
1 > εsuf

2 > εsuf
3 ,

and full synchronization of all oscillators of the vol-
ume lattice may be achieved via the changing cou-
pling parameters along the “diagonal” ε = ε1 =
ε2 = ε3 in the (ε1, ε2, ε3) parameter space.

The intersection of the three 2-D lattices of syn-
chronized oscillators leads first to synchronization
between the 2-D lattices in the kth direction, then
to synchronization between the lines of synchro-
nized oscillators in the jth direction within the 2-D
synchronized lattices and finally to synchronization
between oscillators within the synchronized lines.

It turned out that the sufficient conditions for
full synchronization in three lattice directions of the
3-D lattice are similar to those obtained for a 1-D
chain of coupled Chua circuits [Belykh et al., 1993].

It is interesting to note that independently of
the parameters a and b related to the stability prop-
erties of the individual oscillator, we have the fol-
lowing equality for each pair of (εsuf

1 , N1), (εsuf
2 , N2)

and (εsuf
3 , N3):

εsuf
m · sin2

(
π

2Nm

)
=
(a+ b)
4

= C1 , (15)

where C1 is a constant.
This led us to a natural estimate of the rela-

tion between necessary and sufficient conditions for
coupling needed for full global synchronization.

3.2. Estimation of necessary
conditions of full
synchronization

Let us study first the expression (15). For N � 1,
sin(π/2N) ∼= π/2N , and the formula (15) may be
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rewritten in the following form

εsuf
m = C2N

2
m ,

where C2 is a constant that is defined by the prop-
erties of the individual oscillator.

Then the following question arises: if the de-
pendence of the sufficient synchronization coupling
values on the number of oscillators has a quadratic
law, then which is the dependence between the
real threshold coupling values providing the neces-
sary conditions under which global synchronization
arises in a lattice?

Answering this question, we come to a conjec-
ture on the estimation of necessary conditions for
full synchronization in a 3-D lattice of diffusively
coupled oscillators.

Conjecture. If the 3-D lattice system (1) satis-
fies the variational equations (5) and the conditions
of Theorem 3.1, i.e. if full global synchronization
arises in the system with increasing the coupling,
then the formula

εnec
m = CN2

m , m = 1, 2, 3, and Nm > 3 (16)

is a good estimate of the necessary conditions of full
synchronization of oscillators in the 3-D lattice and
presents a simple quadratic law of the dependence
of necessary threshold coupling values εnec

m on the
number of oscillators Nm in each lattice direction.
Here, C is a new constant which may be considered,
with some accuracy, as an invariant of the coupled
system.

Thus, we conjecture that if we find a synchro-
nization threshold value εnec

m (Nm) for m = 1, 2, 3
(say, from numerical simulations) providing the nec-
essary condition of synchronization for one partic-
ular Nm > 3 in one lattice direction of a 3-D lat-
tice of coupled oscillators satisfying the conditions
of Theorem 3.1, we may once calculate the constant
C from Eq. (16) and thus to predict the relation be-
tween Nm and εnec

m (Nm) for any arbitrary Nm > 3
and each lattice direction. This estimation is a natu-
ral corollary of Theorem 3.1 for the 3-D lattices and
is also connected with the Wu–Chua conjecture.

Wu and Chua [1996] conjectured that there is
the exact relation between the coupling constants
required for the onset of global synchronization and
the eigenvalues of coupling matrices in linearly cou-
pled arrays of oscillators. The conjecture is the fol-
lowing. Suppose that (i) two similar 1-D arrays are
composed of N1 and N2 oscillators, respectively,

(ii) εnec
N1

and εnec
N2

are the coupling constants un-
der which global synchronization of the oscillators
arises in the two arrays, respectively, (iii) µ1(N1)
and µ2(N2) are the least negative eigenvalues of the
coupling matrices, respectively. Suppose that the
following equality holds

εnec
N1
µ1 = εnec

N2
µ2 .

Then the array with N2 oscillators globally syn-
chronizes if and only if the array with N1 globally
synchronize.

Recently, it was shown [Pecora, 1998; Pogrom-
sky & Nijmeijer, 2001] that the Wu–Chua conjec-
ture is false in general, for example, for chaotic ar-
rays which have desynchronization bifurcations and
lose the synchronization regime with an increase of
coupling. A 1-D array of x-coupled Rössler systems
belongs to this class and exhibits so-called short-
wavelength bifurcations corresponding to desyn-
chronization [Heagy et al., 1994]. A mechanism of
desynchronization which has direct relation to these
bifurcations was proposed [Belykh et al., 2000].
Usually, coupled chaotic systems have no sharp
synchronization threshold due to the existence of
attractor bubbling [Ashwin et al., 1994a; 1994b;
Hasler & Maistrenko, 1997] and riddled basins of
attraction [Alexander et al., 1992]. Therefore the ex-
act coupling value for the synchronization threshold
cannot be nearly defined, and therefore the relation
between the necessary conditions on coupling for
different numbers of oscillators may only be roughly
predicted.

Let us digress for a moment from the study of
the 3-D lattice of coupled oscillators and check the
estimation formula (16) for 1-D arrays of coupled
oscillators.

We study first a 1-D array of diffusively
x-coupled Lorenz systems with zero-flux BC. We
found numerically the threshold synchronization
values of coupling εnec for different numbers of os-
cillators N. Then we calculated C from the formula
C = εnec/N2 for different N [see Fig. 1(a)].

As the second example of 1-D arrays of coupled
chaotic systems admitting the onset of global syn-
chronization, we consider a 1-D array of x-coupled
generalized Chua circuits with zero-flux BC. As for
the coupled Lorenz systems, we calculated the con-
stant C for different N [see Fig. 1(b)].

It appeared that our conjecture is valid for these
two cases, and for N > 3, the constants C may
be considered, with some accuracy, as invariants of
these two arrays of coupled systems. Obviously, the



766 V. N. Belykh et al.

2 3 4 5 6 7 8 9 10
0

0.2

0.4

0.6

0.8

1

N

C

2 3 4 5 6 7 8 9 10
0

0.1

0.2

0.3

0.4

N

C

(a)

2 3 4 5 6 7 8 9 10
0

0.2

0.4

0.6

0.8

1

N

C

2 3 4 5 6 7 8 9 10
0

0.1

0.2

0.3

0.4

N

C

(b)

Fig. 1. Dependence of the constant C on the number of oscillators N in a 1-D array of coupled chaotic systems with zero-flux
BC. The threshold synchronization values εnec are found numerically for each N (N = 2, . . . , 10) and the constant C is
calculated from Eq. (16). (a) x-coupled Lorenz systems (r = 27, b = 8/3, σ = 10). (b) x-coupled generalized Chua circuits
(24) (α = 10.5, b1 = −110.17, b2 = 10.5, a11 = −3.8, a12 = −42, a21 = 0.36, a22 = 2.78).

formula (16) is valid for 3-D lattices of x-coupled
Lorenz systems and Chua circuits. Therefore syn-
chronization in any lattice direction for arbitrary
Nm may be predicted by knowing a single value of
synchronization threshold for one particular N > 3.
Remark that the estimation formula (16) is asymp-
totic and becomes more effective when the number
of oscillators increases.

Note that the Wu–Chua conjecture, while hold-
ing only approximately, is also useful for these par-
ticular cases. We have obtained our estimation for-
mula independently and it appeared that in some
context, we have corrected the Wu–Chua conjecture
for a 1-D array of diffusively coupled systems admit-
ting the onset of global (arising from all initial con-
ditions) synchronization with increasing coupling
and we have suggested the estimation formula that
is also valid for 3-D lattices. Thus we have conjec-
tured that the synchronization threshold in such ar-
rays composed from an arbitrary number N > 3 of
oscillators may be well predicted from synchroniza-
tion in four coupled cells.

We note that lattices of most diffusively cou-
pled systems belong to the class of dynamical sys-
tems satisfying the conditions of Theorem 3.1, such
that the estimation formula (16) can be applied.

Obviously, the formula (16) is not valid for all
dynamical systems that are diffusively coupled in a
lattice. For example, it does not handle a lattice of
coupled Rössler oscillators, where the synchroniza-
tion regime loses its global stability with increasing
coupling between the oscillators.

In the next sections, we will study two cases
of 2-D and 3-D lattices of coupled Lur’e systems
and coupled Rössler oscillators presenting the two
different synchronization scenarios.

4. Coupled Lur’e Systems

We start the study of 3-D lattices of coupled con-
crete systems by considering the system (1) with
zero-flux BC and a Lur’e system as the individual
oscillator of the lattice. The individual dynamics of
each oscillator of the lattice is described by the fol-
lowing dynamical system


ẋ = f(x) + y + z
ẏ = b1f(x)− λy − αz
ż = b2f(x) + ωy − λz ,

(17)

where λ, α, ω, b1,2 are positive parameters, and the
smooth function f(x) satisfies the condition

(f(x) + kx)x < 0 , for |x| > xsec . (18)
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We study first the stability properties of the single
Lur’e system written in the form of Eq. (17).

Lemma 4.1. The system (17) is dissipative,
i.e. there exists a ball ‖(x, y, z)‖ < B containing
an attractor of the system (17) such that the do-
main ‖(x, y, z)‖ > B belongs to an exterior part of
the basin of attraction of B.

Proof. The directing Lyapunov function

V = −
∫ x

x0

f(ξ)dξ + (y2 + z2)
2

(19)

has the derivative along the solution curves of
Eq. (17)

V̇ = −(f2 + λy2 + λz2) + wedge terms

which is negative definite for some region f2+λy2+
λz2 > B̃ embedded into the domain ‖x, y, z‖ > B
due to Eq. (18). �

Consider now a 3-D lattice of diffusively cou-
pled Lur’e systems with zero-flux BC written in the
form similar to Eqs. (2)–(17)

ẋ = f(x) + y + z + ε1�i + ε2�j + ε3�k

ẏ = b1f(x)− λy − αz
ż = b2f(x) + ωy − λz ,

(20)

where x = xi,j,k, y = yi,j,k, and z = zi,j,k, i = 1, N1,
j = 1, N2, k = 1, N3.

The system (20) has an absorbing domain
which is the topological product of the balls
‖(x, y, z)‖ < B along all the states of the lattice.
This statement can be obtained with the help of a
directing Lyapunov function that is a sum of the
functions (19) written for each oscillator of the 3-D
lattice.

Similar to the system (6), we consider the
auxiliary system


ẋ = −a(t)x+ y + z
ẏ = b̃1(t)x− λy − αz
ż = b̃2(t)x+ ωy − λz ,

(21)

Here, new coordinates x, y, z play the role of the co-
ordinates Φ and Ψ of Eq. (5). b̃1,2(t) = b1,2f

′(x̃(t))
and x̃(t) are defined similar to the vector B(t)
and the scalar x∗(t) of the general variation equa-
tions (5), respectively. a(t) > 0 is a coefficient
standing instead of f ′(x̃(t)).

Lemma 4.2. Suppose that

a(t)>a0

≡λ−1(1+max{b̃1(t), b̃2(t)})2 and λ> |ω−α| .
(22)

Then the auxiliary system (21) is globally asymptot-
ically stable.

Proof. The Lyapunov function

V = x2 + y2 + z2

has a negative definite derivative with respect to the
trajectories of the system (21) under the condition
(22). Hence the system (21) is globally asymptoti-
cally stable. �

Proposition 4.1. As it follows from the general
statements of Theorem 3.1 and Lemma 4.2, the suf-
ficient conditions of synchronization of oscillators
in each of three directions of the lattice (20) attain
the form

εm >
(a0 + b)

4 sin2

(
π

2Nm

) , m = 1, 2, 3 ,

a0 = λ−1

(
1 + max|x|<xsec

{b̃1(t), b̃2(t)}
)2

,

b = max|x|<xsec
f ′x(x)

(23)

where xsec is defined in Eq. (18).

We shall provide now numerical simulations in
order to confirm the general results for a concrete
form of the Lur’e system. For the numerical study
we consider the lattice (1) of x-coupled Lur’e sys-
tems, where the individual dynamics of each oscil-
lator of the lattice is described by the dynamical
system 


ẋ = −αf(x) + y − αz
ẏ = b1f(x) + a11y + a12z

ż = b2f(x) + a21y + a22z ,

(24)

where α = 10.5, b1 = −110.17, b2 = 10.5, a11 =
−3.8, a12 = −35.25, a21 = 0.36, a22 = 2.78 are
fixed parameters and the nonlinear smooth function
f(x) = 5(x3 − 9x/4)/100. This form of the func-
tion f(x) and the corresponding parameter values
are chosen to lead the system (24) to a form of the
generalized Chua circuit [Madan, 1993] and to pro-
vide the existence of a double-scroll attractor defin-
ing the chaotic behavior of the individual oscillator
of the lattice.



768 V. N. Belykh et al.

4.1. 2-D lattice

We study numerically the spatiotemporal dynamics
of the square lattice (3) with ε1 = ε2 = ε and the
order of appearance of possible cluster synchroniza-
tion modes when increasing the coupling parameter
ε from zero.

4.1.1. Zero-flux BC

6× 6 lattice

Figure 2 shows snapshots of the established clus-
ter synchronization regimes for different coupling
strengths. Different colors represent different ranges
of amplitudes of xi,j(t). With increasing coupling,
the cluster synchronizationM cl/des ≡M r(3, 6) first
becomes stable (ε = 0.47) and the correspond-
ing cluster synchronization regime is observed in
the lattice [see Fig. 2(a, left)]. The oscillators syn-
chronize in pairs around the middle of the vertical
columns and desynchronize in the horizontal rows
of the lattice. For ε = 0.68, the invariant manifolds
M+(21) andM−(21) become stable and define clus-
ter synchronizations with respect to the principal
and secondary diagonals, respectively. Realization
of a particular of these two cluster modes depends
on the initial conditions. For initial conditions taken
from the basin of attraction of M−(21), the corre-
sponding spatiotemporal regime arises [see Fig. 2(a,
right)] and remains stable in some region of coupling
parameter.

The individual Lur’e system has odd symmetry.
Therefore the lattice system (3) with a Lur’e system
as the individual oscillator is invariant under the
involution (xi,j, yi,j, zi,j) → (−xi,j, −yi,j, −zi,j).
This fact allows the lattice system (3) to have an-
tiphase cluster synchronized oscillations, defined,
according to Proposition 2.6, by the antiphase syn-
chronization manifolds M×

t (n1, n2). For ε = 0.89,
the cluster manifold M r

t (1, 3) is indeed stable and
defines a spatiotemporal regime under which the os-
cillators of the lattice are completely inphase syn-
chronized in the vertical columns and the columns
are antiphase synchronized in pairs. That is, the
first vertical column is antiphase synchronized with
the last one, and so forth [see Fig. 2(b)]. With fur-
ther increase in coupling ε = 1.2, the cluster inphase
synchronization manifold M syn/des ≡ M r(1, 6) be-
comes stable and defines full synchronization of
the rows and desynchronization of the columns [see
Fig. 2(c, left)]. Figure 2(c, right) shows a multi-
periodic attractor defining the temporal behavior

of the (3, 3) oscillator in the regime of the six-
cluster synchronization. Obviously, the inphase syn-
chronization manifold Mdes/syn ≡ M c(6, 1) is also
stable and corresponds to full synchronization of the
columns and desynchronization of the rows. With fi-
nal increase of the coupling, the manifold M(1) be-
comes stable and synchronization of all oscillators
of the lattice takes place.

7× 7 lattice

We present the results of our computer simulations
of cluster synchronization for the square lattice of
coupled Lur’e systems with N = 7 to show that the
realization of cluster synchronization modes in this
case differs from that of the previous case N = 6.

For ε = 0.83, the invariant manifold M±(16)
becomes stable and defines cluster synchroniza-
tion of the oscillators with respect to the princi-
pal and secondary diagonals of the square lattice
[see Fig. 3(a)]. With further increase in coupling
(ε = 0.96), this cluster pattern decays and the in-
variant manifold Mdes/syn ≡M c(7, 1) becomes sta-
ble [see Fig. 3(b)] and defines synchronization of
the columns of the lattice and desynchronization
of the rows. Under a further increase of the cou-
pling (ε = 1.01), this spatiotemporal synchroniza-
tion regime gradually develops into the cluster de-
fined by the next manifold from the embedding (4),
namely M cl/syn ≡ M c(4, 1). Here, the oscillators
are completely synchronized in the rows and the
rows are synchronized in pairs around the middle
row of the lattice [see Fig. 3(c)]. Finally, for a suf-
ficiently large ε, full synchronization occurs in the
system.

It appeared that not all cluster synchronization
patterns, defined by the manifolds from the embed-
ding (4), are stable in this concrete coupled system
with zero-flux BC. We shall now consider the 2-D
lattice system of coupled Lur’e systems with pe-
riodic BC. In this case each oscillator of the 2-D
lattice may be considered as the first one so that
all Propositions for the existence of linear invariant
manifolds may be reformulated with respect to this
element and the additional invariant manifolds ex-
ist. Therefore we expect to observe the additional
stable cluster synchronization modes.

4.1.2. Periodic BC

7× 7 lattice

With increasing coupling between the oscillators,
ε = 0.51, the cluster synchronization manifold
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Fig. 2. Lattice of coupled Lur’e systems (6 × 6) (zero-flux BC). (a) Rows of nonsynchronized oscillators are synchronized in
pairs (ε = 0.47) (left). Synchronization with respect to the secondary diagonal (ε = 0.68) (right). (b) Columns of synchronized
oscillators are antiphase synchronized in pairs (ε = 0.89). The bar displays the range of changing of xi,j-amplitudes from
blue to red. The opposite colors with respect to “0” in the bar define antiphase synchronized xi,j-amplitudes of oscillators
(left). Antiphase synchronization between the (1, 1) and (6, 6) oscillators (right). (c) Columns of synchronized oscillators
are desynchronized (ε = 1.2) (left). Attractor defining the dynamics of the (3, 3) oscillator in the regime of the six-cluster
synchronization (right).
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Fig. 3. Lattice of coupled Lur’e systems (7 × 7) (zero-flux
BC). Snapshots of established cluster synchronization modes
for different coupling strengths. (a) Oscillators synchronize
with respect to the principal and secondary diagonals of
the lattice (ε = 0.83). (b) Oscillators synchronize in rows
(ε = 0.96). (c) Rows are synchronized in pairs around the
fourth unsynchronized row (ε = 1.01).

M∗
s (10) becomes stable [see Fig. 4(a, left)]. Here,

the nonsynchronized oscillator with the index (2, 5)
plays the role of the middle element of the 2-D
lattice with zero-flux BC. Oscillators synchronize
in groups simultaneously with respect to the sec-
ond row, the fifth column, and with respect to two
diagonals passing through the (2, 5) element. The
two diagonals are obviously continued due to pe-
riodic BC. For ε = 0.54, a cluster synchronization
mode defined by the invariant manifold M r

s (4, 7)
becomes stable and shows cluster synchronization
of the horizontal rows of the lattice around the
fourth row and a desynchronization pattern be-
tween the vertical columns [Fig. 4(a, right)]. For
ε = 0.56, another cluster synchronization mode
arises, where oscillators of the lattice are synchro-
nized in pairs with respect to the diagonal passing
through the elements with the indexes (1, 6) and
(6, 1) [see Fig. 4(b)]. The existence of this mode
is defined by the invariant manifold M+(d), where
d = N(N +1)/2 = 28 is the number of independent
clusters. With further increased coupling ε = 0.57,
the cluster synchronization manifold M r

s (1, 4) be-
comes stable, whereas the full synchronization man-
ifoldM(1), embedded intoM r

s (1, 4), remains unsta-
ble and the corresponding cluster synchronization
occurs [see Fig. 4(c, left)]. The oscillators synchro-
nize within the vertical columns, and the columns
are synchronized in pairs around the third column
(periodic BC make this situation possible). Fig-
ure 4(c, right) presents a chaotic attractor defining
the temporal behavior of the (1, 7) oscillator in the
regime of the four-cluster synchronization. We note
that the individual Lur’e system with the chosen
individual parameters exhibits a double-scroll at-
tractor in the absence of coupling but does the only
“one-scroll” attractor in the regime of the cluster
synchronization when the coupling is introduced.

Finally, for a sufficiently large ε, full synchro-
nization of all oscillators of the lattice arises.

We note that the regions of stability of the
obtained cluster synchronization regimes often in-
tersect and define the multistability of cluster syn-
chronization. Thus one can find the different stable
modes for different initial conditions for the same
value of the coupling parameter ε.

4.2. 3-D lattice

Let us study the onset of full synchronization
through the sequence of appearance of cluster
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Fig. 4. Lattice of coupled Lur’e systems (7 × 7) (periodic BC). (a) Oscillators synchronize with respect to the second row,
the fifth column, and with respect to two diagonals passing through the (2, 5) element (ε = 0.51) (left). Rows synchronize in
pairs around the fourth row (ε = 0.54) (right). (b) Synchronization with respect to the diagonal passing through the (1, 6) and
(6, 1) elements (ε = 0.56). (c) Columns are synchronized in pairs around the third column ε = 0.57 (left). Chaotic attractor
defining the temporal behavior of the (1, 7) oscillator in the regime of four-cluster synchronization (right).
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Fig. 5. 3-D lattice of coupled Lur’e systems (7 × 5 × 3). (a) Chaotic synchronization of 2-D lattices in the kth direction
(ε = 1.15) (left). Double-scroll attractor defining the chaotic temporal dynamics of the (1, 1, 1) oscillator in the regime of the
2-D lattice synchronization (right). (b) Sequential synchronization of the columns within the 2-D lattices (ε = 1.7). (c) Full
synchronization (ε = 3.5).

synchronization regimes with increasing coupling in
the 7× 5× 3 lattice of coupled Lur’e systems (20)–
(24) with zero-flux BC. To reach synchronization of
all oscillators of the 3-D lattice, we shall change the
coupling parameters ε1, ε2, and ε3 along the diag-
onal ε1 = ε2 = ε3 = ε in the coupling parameter
space.

Figure 5 presents snapshots of established sim-
ple cluster synchronization modes for different cou-
pling strengths. Oscillators with identical color
shading belong to the same cluster. However, one
can meet a few cases where different shadings look
similar due to the limitation of the color presen-
tation. In accordance with the conditions (23), the
invariant manifoldMv(N1, N2, 1) becomes globally

stable with increasing the coupling (ε = 1.15), and
chaotic synchronization of the 2-D lattices in the
kth direction arises (the direction of the smallest
N (N3 = 3)) [see Fig. 5(a)]. With increased cou-
pling ε = 1.7, the invariant manifold M cv(N1, 1, 1)
acquires global stability, and the previous clus-
ter synchronization pattern gradually develops into
a synchronization mode defining synchronization
of the 2-D lattices in the kth direction and syn-
chronization of 2-D lattices in the jth direction
(the direction of N2 = 5) [see Fig. 5(b)]. Obvi-
ously, M cv(N1, 1, 1) ⊂ Mv(N1, N2, 1). With fur-
ther increased coupling, the synchronization mani-
foldM(1) becomes stable and synchronization of all
oscillators of the 3-D lattice arises [see Fig. 5(c)].
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This sequence of the cluster synchronization
mode appearance may be also interpreted as full
synchronization of the Kk planes, sequential syn-
chronization of the columns Cj within the Kk

planes, and finally synchronization of the oscillators
within the Cj columns.

5. Coupled Rössler Oscillators

5.1. 2-D lattice

Let us consider, as the second example of 2-D lat-
tices of coupled dynamical systems with individ-
ual chaotic behavior, the square 2-D lattice (3) of
x-coupled Rössler oscillators with ε1 = ε2 = ε and
zero-flux BC. The individual dynamics of each os-
cillator of the lattice is described by the dynamical
system 


ẋ = −(y + z)
ẏ = x+ ay
ż = b+ (x− c)z .

(25)

The parameters are a = 0.2, b = 0.2, c = 5.7.
In this case the global stability analysis of

the synchronization manifolds cannot be used and
the synchronization patterns observed for increas-
ing coupling are different.

5.1.1. 7× 7 lattice

Figure 6 presents snapshots of the established sta-
ble cluster synchronization regimes existing in the
coupled system for different coupling strengths and
their order of stabilization. With increasing cou-
pling, the full synchronization manifold M(1) first
becomes locally stable and attracts the trajecto-
ries from its small neighborhood (global stability
is impossible due to a singularity of the individual
Rössler system and the use of x-coupling [Belykh
et al., 2000]), and a spatially homogeneous cluster
of chaotic oscillators is observed in the system. Thus
the cluster synchronization appearance, that may
be defined by the embedding (4) for a prime num-
ber N , has the reverse order.

In fact, with further increased coupling, the full
synchronization manifold M(1) loses its local sta-
bility but the next embedded manifold of a greater
dimension from the embedding (4), the manifold
M cl/syn ≡ M c(4, 1), remains stable (ε = 0.25),
and the lattice exhibits full synchronization of the
vertical columns and four-cluster synchronization
of the horizontal rows [Fig. 6(a, left)]. With in-
creasing coupling (ε = 0.4), the manifold M cl/syn

in turn loses its stability and there exists a sta-
ble cluster regime under which the oscillators re-
main synchronized within the horizontal rows of
the lattice but now there is no cluster synchroniza-
tion between the rows [Fig. 6(a, right)]. Realiza-
tion of this cluster regime is defined by the stabil-
ity of the invariant manifold Mdes/syn = M c(7, 1)
and the simultaneous instability of all other invari-
ant manifolds of less dimensions embedded into it,
namely, the invariant manifolds M(1) and M cl/syn.
For ε = 0.55, the manifold Mdes/syn loses its sta-
bility and a cluster synchronization mode, defined
by the next manifold Mdes/cl ≡ M c(7, 4) of a
greater dimension from the embedding (4), arises
[Fig. 6(b)]. For ε = 0.58, the invariant manifold
M∗

s (10) becomes stable. Figure 6(c, left) presents
the established cluster regime defined by the man-
ifold M∗(10). This spatiotemporal pattern, with
chaotic time dependent amplitudes of the individual
oscillators, defines ten clusters and synchronization
in nine groups of elements. Figure 6(c, right) shows
a chaotic attractor defining the temporal behavior
of the (2, 2) oscillator in the regime of the cluster
synchronization.

Finally, with gradual increasing coupling this
cluster synchronization regime becomes unstable
and develops into a completely unsynchronized pat-
tern defining 7 × 7 independent clusters. Thus, the
sequence of bifurcations corresponding to the in-
crease of the dimension of cluster synchronization
(the number of independent clusters) appears to be
broken at this place.

5.1.2. 31× 31 lattice

We consider this case of the prime number N =
31 to show that a stable cluster synchronization
regime, defined by the invariant manifold M∗((n +
1)(n+2)/2), for N = 2n+1 with the number of clus-
ters d = 153, arises in the system (for ε = 0.6) and
preserves in some wide region of coupling param-
eter. Figure 7 (top) presents the established clus-
ter synchronization regime defined by the mani-
fold M∗(153). The middle element of the lattice,
the (16, 16) oscillator, remains unsynchronized and
defines one separate cluster. Its temporal chaotic
behavior is presented in Fig. 7 (bottom).

5.2. 3-D lattice

We consider the cubic N ×N × N lattice (2) with
ε1 = ε2 = ε3 = ε and zero-flux BC and the
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Fig. 6. 2-D lattice of coupled Rössler systems (7 × 7). (a) Oscillators synchronize in rows, and the rows synchronize in
pairs around the middle row (ε = 0.25) (left). There is no cluster synchronization between the rows of synchronized oscillators
(ε = 0.4) (right). (b) The vertical columns synchronize in pairs around the middle column (ε = 0.55). (c) Oscillators synchronize
simultaneously with respect to the diagonals and to the middles of the rows and columns of the lattice (ε = 0.58).
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Fig. 7. 2-D lattice of coupled Rössler systems (31× 31). Cluster synchronization, similar to that of Fig. 6(c), defined by the
manifold M∗(153) (top). Temporal chaotic behavior of the middle nonsynchronized oscillator with the index (16, 16) (bottom).

individual system X = F (X), X ∈ R3 that is in-
troduced by the Rössler oscillator (25).

5.2.1. 3× 3× 3 lattice

We omit the results of numerical analysis of the se-
quence of stabilization of possible cluster synchro-
nization modes with changing coupling between the
oscillators and use this case of N = 3 as an il-
lustrating example of the structure of the coupling
(nearest-neighbor interaction) and the existence of

the stable four-cluster synchronization, defined by
the symmetrical invariant manifoldM∗

s (4). Figure 8
presents this cluster synchronization mode where
the oscillators, denoted by balls with the same color,
are related to one cluster. The middle (2, 2, 2) oscil-
lator, being the core of the volume lattice, is nonsyn-
chronized and defines a separate cluster (ε = 0.5).

It is interesting to note here, that the clus-
ter manifoldM∗

s (d) defines synchronization between
the oscillators which are not involved in direct
coupling interaction.
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Fig. 8. 3-D lattice of coupled Rössler systems (3 × 3 × 3). Oscillators denoted by balls with the same color belong to one
cluster. The temporal behavior of each cluster is depicted in the four frames.
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Fig. 9. 3-D lattice of coupled Rössler systems (7× 7× 7). (a) 2-D lattices of nonsynchronized oscillators synchronize in one
lattice direction (ε = 0.25). (b) Sequential synchronization of the oscillators within the 2-D synchronized lattices (ε = 0.3).
(c) Symmetrical cluster synchronization in each plane in one lattice direction and out of synchronization between the planes
(ε = 0.38). (d) Oscillators synchronize with respect to all diagonals sections and to the middle elements of the rows, columns
and verticals, simultaneously (ε = 0.4). The “cavern” reveals the internal cluster structure and the core nonsynchronized
(4, 4, 4) oscillator depicted by the bright red color.

5.2.2. 7× 7× 7 lattice

Figure 9 presents a sequence of the appearance of
cluster chaos synchronization modes with chang-
ing coupling. For ε = 0.25, the 2-D lattices of
nonsynchronized oscillators become synchronized in
one lattice direction [see Fig. 9(a)] (the manifold
Mv(N, N, 1) becomes stable). For ε = 0.3, sequen-
tial synchronization of the rows of the 2-D syn-
chronized lattices arises [see Fig. 9(b)]. For ε =
0.38, there arises cluster synchronization where the

stable symmetrical ten-cluster pattern is observed
in each plane in one lattice direction (similar to
that of the 2-D case, see Fig. 6(a) but there is no
synchronization between the planes [see Fig. 9(c)].
Therefore the number of clusters of the 3-D lat-
tice equals d = 10 · 7 = 17. Obviously similar clus-
ters, realized in other lattice directions, are also sta-
ble in the same range of coupling strength. This
is due to the cubic lattice symmetry. For ε = 0.4,
the stable cluster synchronization pattern defined
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by the manifold M∗
s (d) with the number of clusters

d = (n+1)(n2+n+2)/2 = 28 for N = 2n+1 = 7,
is observed. Oscillators synchronize simultaneously
with respect to all diagonal sections and to the mid-
dle of the rows, columns and verticals of the 3-D
lattice. The core (4, 4, 4) element remains nonsyn-
chronized. Figure 9(d) presents a snapshot of this
spatiotemporal pattern, with chaotic time depen-
dent amplitudes of the individual oscillators. The
“cavern” in the cubic lattice allows to see the inter-
nal clusters and the core nonsynchronized oscillator
depicted by the bright red color. With further in-
crease in coupling, this pattern decays into complete
desynchronization.

6. Conclusions

We have described the family of cluster synchro-
nization manifolds for a 3-D lattice of diffusively
coupled dynamical systems and studied the stability
of the manifolds. These embedded manifolds come
from the symmetries of coupling, boundary condi-
tions and, in particular, from the cubic (square) lat-
tice symmetry, independent of the dynamics of the
individual cells. They serve as a frame for the pos-
sible dynamical behaviors of the coupled systems in
phase space, defining, in particular, the strict set of
cluster synchronized modes that can occur in the
lattice.

The main conclusion is that when studying cou-
pled dynamical systems, one should not only con-
centrate on their equilibrium points, but one should
pay equal attention to the cluster synchronization
manifolds.

We also conclude the present investigation by
mentioning that our results on the existence of the
cluster synchronization manifolds in 2-D and 3-D
lattices are also valid for the vector diffusive cou-
pling between the oscillators and for 2-D and 3-D
lattices of locally coupled maps. We believe that our
general results will serve to a better understand-
ing of the phenomenon of cluster synchronization
in the lattices composed of a large number of dif-
fusively coupled continuous (or discrete-time) os-
cillators where numerical analysis had been mainly
applied.

Finally, we note that all the invariant synchro-
nization manifolds discovered in the paper, are ac-
tually hyperplanes. But we used the more general
term “manifold” in order to emphasize the property
of persistence of the stable manifolds under small
perturbations in which case the perturbed synchro-

nization hyperplanes become nonlinear manifolds.
These perturbations arise in the case of a parameter
mismatch between the oscillators [Afraimovich et
al., 1986; Johnson et al., 1998; Belykh et al., 2003].
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