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Abstract. Problems with differential cross-coupling can arise in mechanical systems
when independent external forces are absent in some of the coordinates. Input-output
linearization of these systems, in general, leads to unstable internal dynamics. A
discrete-time decoupling scheme which circumvents this problem is developed. It is
shown that internally-stable decoupling is possible with the proposed method if and
only if the sampling interval is larger than a pre-specified value. The design of a
stabilizing controller with such a decoupling scheme is also addressed. Simulation
results are presented using a helicopter model in which the speed of the propeller is

manipulated to control the aerodynamic force.
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1. INTRODUCTION

Control of coupled mechanical systems has been a major
area of interest for many a decade. Coupling in these sys-
tems is intrinsic and this fact has forced designers to use
sophisticated control methodologies. Feedback lineariza-
tion (Nijmeier and van der Schaft 1990), passivity-based
control (Byrnes et al. 1991), integral back-stepping (Koko-
tovic 1992), and methods exploiting flatness properties
(Fliess et al. 1995) are a few among the vast spectrum
of techniques used in this context.

In most systems, as in the case of serial robots, it is
assumed that an independent external (electric) force
can be applied for every coordinate (Ortega and Spong
1989). Also, this applied force is assumed to be large
enough to compensate any coupling effects present and
drive the system to the desired state. If an independently
applied force is absent for one of the axes, the control
issue is phenomenally different.

For the purpose of the present development, we will clas-
sify the coupling forces acting on an unactuated system
coordinate into two categories: (i) the state-dependent
forces (e.g. coriolis, centrifugal, and aerodynamic forces)
which depend on the speeds and (ii) the acceleration-
dependent forces (effect of the other applied forces caused
by inertial coupling).

The systems considered in this study are those where the
state-dependent forces dominate the inertial coupling ef-
fects, as is the case in many aerodynamic problems. We
will term the coupling of the second type ‘differential’,

due to its relationship with the dominant former. The
control design becomes involved, especially when the dif-
ferential coupling term corresponding to one of the axes
appears along with the state-dependent coupling term of
another and wvice-versa. Such a coupling will be referred
to as differential cross-coupling, in the presence of which,
input-output linearization using well-known techniques
(Isidori et al. 1981) result in unstable internal dynamics.
Decoupling is then no longer straightforward, and the
design of stabilizing controllers using standard methods
becomes extremely cumbersome.

In this work, a discrete-time decoupling method which
handles the internal stability problem is proposed. The
analysis of this scheme (using a simplified model) leads
to a lower bound on the sampling interval. It is also
shown that a stabilizing controller can be designed with
such a decoupling, if the lower bound mentioned above
is smaller than the maximum sampling interval specified
by Shannon’s sampling theorem (Franklin et al. 1990).
The results are then extended to the complete model of
a differentially cross-coupled helicopter.

Section 2 is devoted to describing the experimental setup
and developing a simplified linear model for the same.
The discrete-time decoupling scheme is introduced in
Section 3 and the lower bound for the sampling time
quantified. Section 4 deals with the effect of various
terms present in the complete model. Simulation results
which show the importance of the lower bound are de-
picted in Section 5. The conclusions and open problems
are presented in Section 6.
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2. A DIFFERENTIALLY CROSS-COUPLED
SYSTEM

Let us first consider the aerodynamic force caused by a
rotating propeller. The force depends on (i) the speed
of rotation and (ii) the angle of attack of the propeller.
In a helicopter, the aerodynamic force is normally con-
trolled by changing the angle of attack, in which case a
differential coupling is absent (Prouty 1986). The sys-
tem is then feedback linearizable, and standard control
techniques can be applied (Meyer et al. 1984). In con-
trast, if the aerodynamic force is controlled by changing
the speed of rotation, the reaction of the force applied
to change the speed of the propeller causes the body of
the helicopter to rotate in an opposite direction. This
differential coupling has an extremely adverse effect on
the performance.

&

Figure 1. Helicopter Model

The laboratory-scale helicopter model (Figure 1), where
the aerodynamic force is controlled by varying the pro-
peller speed, is used for investigation. The setup has
two degrees of freedom : the vertical coordinate 1 and
the horizontal angle ¢. The helicopter system is so con-
structed that the body of the helicopter can freely rotate
in the 1 axis and the stand in the ¢ direction. Two elec-
trical drives equipped with propellers perpendicular to
each other are mounted on the body. The position of
the two blades are p,, and p, and the angles of attack
are fixed. It is worthwhile noting that a fixed angle of
attack has a decisive advantage in the construction of
such small aerodynamic setups.

2.1 Modeling

Neglecting friction and other effects, the following sim-
plified model can be written :

Iy + Ipr = Crpm (1)
Iy + Lpm = Chrpr (2)
L pm = Ky, (3)

L, = Ko, (4)

The aerodynamic force produced by the main motor acts
in the 1 direction and that by the rear motor in the ¢ di-
rection. Also, the aerodynamic forces are assumed to be
linear with respect to the motor speeds, p,, and p,., the
proportionality constants being C,, and C). respectively.
I, and I, are the inertias along the ¢ and ¢ axes and I,
and I, the inertias of the corresponding motors. A vary-
ing force in the horizontal (vertical) axis not only pushes
the body in the horizontal (vertical) direction but also
rotates the main (rear) motor. This effect is represented
by the differential terms I,.p, and I,,pp,. un, and u, are
the two input currents and K,,, K, their corresponding
electrical torque constants.

2.2 Standard Decoupling
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Figure 2.

System
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As shown in Figure 2, decoupling consists of choosing
two new inputs v, and v, and feedback laws for wu,,
and wu, such that 1/) = v, and ¢ = v,. For the system
(1)-(4), the standard decoupling feedback is given by :

Ch . Iy

Up = Kr pm - Kr Um (5)
C, . 1

Um = K;p'r - Kq:n Ur (6)

With this control law, the internal dynamics of the two
propeller speeds can be obtained by substituting (5)-(6)
in (3)-(4).

Since one of the eigenvalues of the homogeneous part is
in the right half plane, the internal dynamics is unsta-
ble. Looking from another point of view, (5)-(6) can be
interpreted as controlling the ¢ axis with the rear mo-
tor and the ¢ axis with the main motor. Such a scheme
makes little physical sense, and the fact that it is im-
practical is reflected in one of the eigenvalues being in
the right half plane.



3. A DECOUPLING SCHEME IN DISCRETE TIME

Let the controller be implemented in discrete time, with
sampling period T. We will use the notation x(k) for
z(t = kT). Also we will use z(ky) to represent x(t =
kT+e), e | 0 and z(k_) for z(t = kT —¢). For continuous
states, x(k—) = z(k) = x(k4). Decoupling in discrete
time means that we should be able to choose inputs,
constant during the interval, kT < t < kT + T, such
that (k4 d) = vy, (k) and ¢(k + d) = v.(k), where k =
0,1,2,... and d : a delay. Note that we allow additional
delays which we will exploit to obtain internally-stable
decoupling. We will show that if d = 0, stable decoupling
is not possible, while a decoupling scheme can be worked
out for d = 1. Also, note that this definition imposes no
constraints on the inter-sample behavior.

Since the motor equations are only a set of integrators,
and since the inputs remain constant during the sam-
pling interval, i.e., up (k) = wum(k+) = un((k +1)-)
and u,(k) = u,(k4+) = u.((k + 1)), equations (1)-(4)
can be written in discrete time as follows :

I¢¢(k) rpr(k) - Kmum(k) (10)
bl 1) = pak) + ) (1)
ool + 1) = oo (k) + 225w, ) (12)

I,

Equations (9) and (9) lead to the decoupling law :

ur(k) = Z m(k) - Evm(k) (13)
(8 = 1 pn ) = () (14)

with ¢ (k) = v (k) and (k) = v,.(k). However, compar-
ing (13)-(14) with (5)-(6), one can observe that this will
also lead to unstable internal dynamics.

The decoupling problem is as follows : Equations (9)-
(10) have a direct term from one of the inputs and a term
proportional to the integral of the other input. While it
is possible to control w and gb immediately using the
direct terms, such a scheme leads to unstable internal
dynamics. The core idea of the paper is to give relative
importance to the integral terms over the direct terms.
For this, we choose the control inputs such that w and ¢
are equal to their desired values at the end rather than
at the beginning of a sampling interval. This is what a
designer would be forced to do in the absence of direct
terms. Though internally-stable decoupling is possible,
the presence of direct terms leads to a situation where

this scheme works only for sampling intervals larger than
a certain value.

Using the definition of the input to a sampled system
and (9)-(12), ¢ and ¢ at time (k + 1)_ are given by:

st I =[S et
CnKnT — _f ]

where B = [ Im C.K.T (16)
_Km T[TT

The decoupling law then reads :

)=o) o

With such a controller, ¢((k+1)_) = vy, (k) and ¢((k+
1)) = v,(k) for all k. Note that a unit delay is intro-
duced in the process of decoupling. To study the internal
stability of this input-output decoupled system, the con-
trol law (17) can be plugged back in (11)-(12) to give,

B’f((f N 11” - B’f((lf))} i [lgéf KOT}
= [ G o

With 75 being the two-dimensional identity matrix, the
homogeneous part of the internal dynamics and its eigen-
values can be written as :

{pm } (19)
T

[[:ﬂ(}f o }

T L
C7
where .A < T 7_2 |:é7” T :|) ) (20)
T +7
=1-—= 21
A(A) T+r T+71’ (21)
ImIr
dr= 22
and T C C (22)

3.1 Lower Bound on the Sampling Interval

Theorem 1 : Internally-stable decoupling of the differ-
entially cross-coupled system (9)-(12) is possible with
the decoupling feedback given by (17), iff T > 27, where
T is as given in (22).

Proof : From (21), it can be seen that one of the eigen-

values of A, TL_H, is always within the unit circle. If
T > 27,T—7 > 7 and hence the second eigenvalue ="

is also within the unit circle. Since both the eigenvalues
of the internal dynamics are within the unit circle, the
overall system is decoupled and stable.



On the contrary, if T < 27, it can be seen from (21)
that the second eigenvalue = is outside the open unit
circle. This causes the internal dynamics to be either
marginally stable or unstable, in which case, perfect
internally-stable decoupling is not possible. O

Remark 1: The aerodynamic term is proportional to the
propeller speed, while the differential term is propor-
tional to the acceleration given to the propeller. Clearly,
when the inputs change, the acceleration changes imme-
diately, while the speed does not do so. Hence, at the
beginning of the sampling interval, the differential term
always dominates. However, since the integral builds up
with time, the forces proportional to the speeds become
dominant after some time. Here, the sampling interval
indirectly specifies the build-up time. Hence, the lower
bound set by Theorem 1 can be interpreted as the min-
imum time required for the aerodynamic force to domi-
nate the differential term.

Remark 2: It is interesting to note that the bound ob-
tained by Theorem 1 (22), and the time constant of the
unstable mode when standard input-output decoupling
is performed (8) are numerically equal.

There are two important implications of Theorem 1.
First, the fact that the system can be decoupled with
stable internal dynamics. It becomes possible to imple-
ment noninteracting control if we are interested only in
the values of the outputs at the sampling instants. This
is sufficient to design feedback controllers with guaran-
teed stability, though the inter-sample evolution remains
coupled. This will be the topic of discussion in the re-
maining part of this section. Secondly, Theorem 1 indi-
cates that the sampling time should not be smaller than
a certain limit. However, the bandwidth of the system
together with Shannon’s sampling theorem, imposes an
upper limit, T},42, on the sampling time. So the accept-
able range of values for the sampling interval is restricted
to 27 < T < Typaz- This interval might be too small for
any practical implementation or the bounds may even
be infeasible (27 > Ty4.). In such a case, use of more
sophisticated multi-time scale techniques has to be in-
vestigated.

3.2 Controller Design

For the remaining part of this paper, let us assume that
the bounds are feasible, i.e., (27 < Tynaz)- So, by choos-
ing a sampling interval in the feasible region, it is possi-
ble to use the feedback law (17) to decouple the system
and reduce it to a pair of simple delays, ¢((k+ 1)_) =
U (k) and ¢((k 4+ 1)_) = v,(k). Hence, one is left with
choosing external stabilizing controllers for these simple
delay systems as shown in Figure 3.

g Um Um _ Yo 1
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Figure 3. Controller Design with Decoupling

Theorem 2 : Let (i) the sampling interval be in the
range 27 < T < Tyas, (i) the controllers,

Um(k) = gm('l/}ref; 7;/}; 7;[})» vr(k) = g?”(¢7‘efa ¢a ¢) (23)

with ¢,ey and ¢,y being the corresponding reference
inputs, stabilize the plants ¢ ((k + 1)-) = vy, (k) and

o((k+1)_) = v-(k) respectively. Then, the decoupling
feedback that stabilizes the plant (1)-(4) is given by :

|:Um(k):| . B—l {Iwgm(wrefawaw.) - Cmpm(k) (24)
uT(k) I(bgr ((brefy ?, ¢) - Crpr(k)

Proof : The feedback (24) is (23) substituted in (17). Tt
was shown in Theorem 1 that, with a control law of the
type (17), it is possible to enforce any ¢ ((k +1)_) =
Um(k) and ¢((k 4+ 1)_) = v,(k) maintaining internal
stability. Since by hypothesis (i), the controllers g, and
g stabilize the delay systems, the proof is complete, if
we show that the inter-sample behavior does not affect
stability. Inter-sample evolution is important since in
the system resulting from the decoupling step, w and d)
do not remain constant between samples.

Note that the inter-sample oscillations, if any, will have
a frequency above 1/(2T). T4, is twice the inverse of
the bandwidth of the system (bandwidth = 1/(27T4z))-
Since the inter-sample oscillations have frequencies larger
than 1/(27) > 1/(2Tnas), by definition of the band-
width, their loop gain will be strictly less than 1. Hence
from the small gain theorem (Vidyasagar 1993), the
inter-sample behavior will not affect the stability of the
overall system. 0O

4. THE COMPLETE MODEL
The complete model of the experimental setup described

in Section 2, is derived using the Lagrange method (Mull-
haupt 1994) and is given below :



+ Ty cos()d p -+ 2 1(9)? sin(20)

— Oy pr — Fyip — Gysin(tp) — G cos(yh) (25)
Iy + I Sin2(1/)))<5 + Ly, sin(y) pr = Cy pr
(

— Iy cos()t) pry — I sin(24))16b

— Cr1 sin(y) pr — Fyb (26)
Lfmn = Ky, — (B + Cin1) P

— In(cos(¥)ih¢ + psin(y))) (27)
Lpy = Kp iy = (Fy + Cra) pr — 13) (28)

Cin1, Cr1: aerodynamic cross-coupling constants.
I.: Inertia corresponding to the Coriolis term.
Gs, G, gravity effect constants.

Fy, Fy, Fy,, Fy: viscous friction constants.

The complete model contains aerodynamic cross-coupling
terms, coriolis and centrifugal terms, viscous friction,
gravity effects and a projection necessitated by geomet-
rical constraints. Most of the terms do not affect the
theorems developed in Section 3. The effect of various
terms is stated in the corollaries that follow, the proofs
being omitted for brevity.

Corollary 1: Given the system

Iy + I pr = Copm + f (0,0, 0,0)  (29)
L5 + Ipm = Crpr + (0,3, 6, ) (30)
L = Kot (31)
Lj = Ku, (32)

with f,, and f, being arbitrary nonlinear functions, the
system can be decoupled with internal stability iff 7" >
27, with 7 being given by (22). The decoupling feedback

(18] _ s [aim8) ~Conilh) -

Fun(B)
wn (k) (33)

I¢’U7-(k) - Crpr(k) - fr(k)

leads to ¥ ((k+1)_) = v, (k) and ¢((k+1)_) = v.(k). O

The result essentially states that the gravity, viscous
friction and coriolis terms involving only (w,gb) do not
change the lower bound. Also, the nonlinearities of this
type can be easily compensated for, leading to a simple
time-invariant system.

Corollary 2: The system

I,/,g.ﬁ + Irﬁr = Cm,bm —Cr ﬁ"r + fm(d}a 7/.}7 ¢a ¢) 34

(34)

166 + Inppm = Crpr — Cot pm + Fr (0,0, 6, 8) (35)
Linpm = Kyt — (Fy + Cint) pm (36)

Irﬁr = Krur - (Fr + Orl) pr (37)

can be decoupled with internal stability iff T' > 27,
with 71 being a constant expressible as function of model
parameters. A decoupling feedback similar to (33) leads
10 G((k+ 1)) = vu(k) and ¢((k +1)_) = vp(k). O

With the introduction of aerodynamic cross-coupling
terms and the viscous friction terms in the motor equa-
tions, the expression for the lower bound becomes com-
plicated but the bound is not a function of the states.
Though the feedback law is more involved, the nonlin-
earities can be compensated for.

However, when terms of the form ¢ p,, as in (25)-(26)
are added, the homogeneous system analogous to (19)
becomes time-varying. Hence, an obvious lower bound
on the sampling interval can no longer be obtained. Yet,
the decoupling feedback can be computed and leads to

the well-analyzed system, ¢((k + 1)_) = v,(k) and
é((k4+1)_) = v,(k). So, the results on controller design
still hold. Such a controller is designed for the complete
model and the fact that the system can be decoupled
with a sufficiently large sampling period is demonstrated
in simulation. The relevance of the lower bound on T is

also illustrated.

5. SIMULATIONS

Simulation of the complete model controlled by the de-
coupling feedback developed in the lines of (33) was
performed. The parameters of the model were obtained
from the experimental setup by direct measurement of
the masses and distances and other simple experiments.
The bandwidth of the linearized system was in the order
of a few hertz and Shannon’s limit was around T}z ~
200 ms. As was noted, since the internal dynamics is
time-varying, analytical expressions on the lower bound
are not available. From simulations it was found that
the lower bound with internal stability was around 27 =
2 ms. The first simulation, shown in Figure 4, was per-
formed for T' = 10 ms. A simple PD controller, with
the proportional gain K, = 4 and the derivative gain
K4 =4, was used to generate v,, and v,.. Nominal zero-
mean gaussian process noise was also added to make the
simulations behave closer to reality.

The set points and actual values of ¥ and ¢ are shown
in Figure 4. It can be seen that the dynamics of the
two axes are essentially decoupled. Changes in the set
point of one axis does not affect the evolution of the
other axis. Also the responses are monotonic without
oscillations. Such responses cannot be achieved when
simple PD controllers are used for either axis. Note that
the speeds do not blow up, an indication of internal
stability.



If the sampling interval is reduced to 1 ms, the internal
dynamics go unstable. As can be seen in Figure 5, the
speeds go well beyond their limits. Though the internal
dynamics goes unstable, the variables ¢ and ¢ would
have continued their evolution as in Figure 4 in the ab-
sence of process noise. However, the added noise forces
the entire system to go unstable. This clearly substan-
tiates the necessity of a lower bound on the sampling
interval, which emphasizes the theoretical results pre-
sented in this paper.
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Figure 4. Simulation Results with T"= 10 ms
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Figure 5. Simulation Results with "= 1ms

6. CONCLUSIONS

The problem of internally-stable decoupling in differen-
tially cross-coupled systems is addressed. A model heli-
copter in which the speed is varied to control the aero-

dynamic force was considered as a motivation and case
study. A discrete-time decoupling law was proposed which
leads to internally-stable decoupling. It was shown that
the sampling interval should be bounded from below for
this scheme to work. Design of a stabilizing controller
with such a decoupling feedback was also addressed. Fi-
nally, simulation results which substantiate the theoret-
ical developments were presented.

Two open problems that immediately arise from this
work are as follows : (i) With the addition of coriolis
terms, the homogeneous system becomes time-varying.
How can the stability of this scheme be proved ana-
lytically ? (ii) If Shannon’s limit and the lower bound
indicated in this work lead to an infeasible region for
the sampling interval, how can a controller be designed
? These are a few among the many problems that should
be addressed towards the goal of understanding differ-
entially cross-coupled systems.
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