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1. INTRODUCTION
The motivation of this work is to design a traffic model that
can be used in routers or by network administrators to assist
in network design and management. Currently, network op-
erators have very basic information about the traffic. They
mostly use SNMP, which provides average throughput infor-
mation over 5 minutes intervals. An analytical model can
provide more accurate information on the traffic such as its
variation and its auto-correlation at short timescales.

In contrast to other works (see [2] and the references therein),
we choose to model the traffic on a link that is not con-
gested (congestion possibly appears elsewhere in the Inter-
net). This assumption is valid (and in fact is the rule) for
backbone links that are generally over-provisioned (i.e., the
network is designed so that a backbone link does not reach
50% utilization in the absence of link failure [4]). This choice
is driven by our main objective, which is to provide a link
dimensioning tool usable in backbone network management.

We opt for a model of the traffic at the flow level. Modeling
the traffic at the packet level is very difficult, since traffic
on a link is the result of a high level of multiplexing of nu-
merous flows whose behavior is strongly influenced by the
transport protocol and by the application. A flow in our
model is a very generic notion. It can be a TCP connec-
tion or a UDP stream (described by source and destination
IP addresses, source and destination port numbers and the
protocol number), or it can be a destination address prefix
(e.g., destination IP address in the form a.b.0.0/16). The
definition of a flow is deliberately kept general, which allows
our model to be applied to different applications and to dif-
ferent transport mechanisms. The model can however be
specified to some particular traffic types such as FTP and
HTTP. By specifying the model to a certain traffic type, one
must expect to obtain better results.

Data flows arrive to a backbone link at random times, trans-
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Figure 1: Backbone traffic modeled as a multiplex-
ing of flows represented by ”shots”

port a random volume of data, and stay active for random
periods. Given information on flows, our model aims to
compute the total (aggregate) rate of data observed on the
backbone link. We are interested in capturing the dynamics
of the total data rate at short timescales (i.e., of the order of
hundreds of milliseconds). This dynamics can be completely
characterized using simple mathematical tools, namely the
shot-noise process [3]. Our main contribution is the com-
putation of simple expressions for important measures of
backbone traffic such as its average, its variance, and its
auto-correlation function. These expressions are functions
of a few number of parameters that can be easily computed
by a router (e.g., using a tool such as NetFlow, which pro-
vides flow information in Cisco routers1).

Our model can be helpful for managing and dimensioning IP
backbone networks. Knowing the average and the variance
of the traffic allows an ISP to provision the links of its back-
bone so as to avoid congestion. Congestion can be avoided
at short timescales of the order of hundreds of milliseconds.
The auto-correlation function of the traffic can be used to
propose predictors for its future values. The prediction of
the traffic has diverse applications in managing the resources
of the backbone. One interesting application is the use of
a short-term prediction to optimize packet routing and load
balancing. Our model can also be used to assess the im-
pact on backbone traffic of changes made in the rest of the
Internet such as the addition of a new customer, a new ap-
plication, or a new transport mechanism. The ISP can plan
the provisioning of its backbone so as to absorb the resulting
change of traffic before this change takes place.

2. THE GENERAL MODEL
Let Tn, n ∈ Z, denote the arrival time of the n-th flow to the
backbone link under consideration. Let Sn and Dn denote
the size and the duration of the n-th flow. The size of a flow
is the volume of data it transports during its lifetime. We

1http://www.cisco.com/warp/public/732/Tech/netflow

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Infoscience - École polytechnique fédérale de Lausanne

https://core.ac.uk/display/147889017?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


nX  (t−T  )n

X  (t−T  )n n

X  (t−T  )n n

X  (t−T  )n n

T + DTn n n

n

T T + Dn n n

n

T T + Dn n n

n

T T + Dn n n

n

(a) Rectangular shot (b = 0)

(c) Sublinear shot (b < 1) (d) Superlinear shot (b > 1) 

(b) Triangular shot (b = 1)
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Figure 2: Simple models for shots

introduce the set of functions {Xn(·)}, which we call flow
rate functions or shots. We define Xn(u) as the data rate
of flow n at time Tn + u. We take Xn(u) = 0 for u < 0
and u > Dn. The total rate of data through the backbone
link, which we denote by R(t), is the result of multiplexing
of all shots: R(t) =

P
n∈ZX(t − Tn). This multiplexing is

illustrated in Figure 1. Functions {Xn(·)} are assumed to
be independent and identically distributed. The total data
rate R(t) can be seen as a shot-noise process [3]. A shot-
noise is the response of a linear system to a train of Dirac
pulses arriving at times Tn, with the shot Xn(·) being the
impulse response of the system. We use results on shot-noise
to compute the most important measures of backbone traf-
fic, namely its average, its variance, and its auto-correlation
function. The expressions we obtain are function of a small
number of parameters: (i) the average arrival rate of flows
λ = 1/E [Tn], (ii) the distributions of Sn and Dn, and (iii)
the shot shape Xn(·).
3. SHOT MODELING
The major contribution of our model is the introduction of
shots to model flow rates. This is a new component we add
to existing traffic models. The results of our model strongly
depends on the shot shape we consider. The shot shape
depends on the dynamics of flow rate, which in turn depends
on many factors such as the definition of flows, the transport
mechanism, the application nature, etc. We identify two
methods for modeling shots, that we summarize in the next
two sections. Note that our model allows the simultaneous
use of different shot shapes in order to solve the problem of
flows having different dynamics.

3.1 Protocol-agnostic shots
The first method to model shots is to take some a priori
shapes and to study the performance of the model for each
one of them. The shape giving the best performance is con-
sidered as the appropriate one. For example, one can con-
sider the family of shots of the form Xn(u) = aub, and
choose the coefficients a and b that minimize the deviation
between the measured total rate and the modeled total rate.
This family of shots is illustrated in Figure 2. Note that a

and b are linked by
R Dn

0
Xn(u)du = Sn. The form of the

shot given by this method depends on the performance mea-
sure of the backbone traffic we want to capture. The shot
shape capturing the variance of the traffic might be different
than the shot shape capturing its marginal distribution or
its auto-correlation function.

We compare in Figure 3 the coefficient of variation of the to-

tal rate (
q
E [R2(t)]− E [R(t)]2/E [R(t)]) given by our model
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Figure 3: Coefficient of variation of the total rate

to that given by real measurements carried out on the back-
bone of Sprint. Each point in the figure represents a 30 min-
utes trace, and flows are defined based on the well known
5-tuple. The results of the model are obtained under the
assumptions that flow arrivals form a Poisson process, and
that shots are triangles. In Figure 3, the closer the point to
the diagonal, the better the agreement between the model
and the actual trace.

3.2 Protocol-based shots
In some important cases, we can make use of protocol in-
formation to derive the shape of shots, that is not based on
measurements as in the previous method. The most typical
example is TCP, whose dynamics shapes the flows and can
be captured by analytical models (see [1] for an example of
a model for long-lived TCP flows). The first advantage of
this method is that it allows the simultaneous use of dif-
ferent shot shapes for flows having different dynamics. The
second advantage is that it provides shots able to capture
all moments of the traffic, not only its variance or its auto-
correlation function. The only problem with this method is
in the difficulty to model flows that do not have a well de-
fined dynamics (e.g., uncontrolled UDP flows, flows defined
based on address prefixes).

Using a fluid model inspired from [1], we model the shot
of a TCP flow of size Sn and of duration Dn. We find
that the shot shape is only a function of (i) the moment
of the total rate to capture, and (ii) the distribution law
of times between packet losses. We also find that for long-
lived TCP flows, and for packets lost according to a Poisson
process, the average and the variance of the backbone traffic
are the same as those obtained when using triangles (b =
1) to model shots. More general, we find that the higher
the variability of times between packet losses, the larger the
power coefficient b, as one expects.
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