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Executive Summary

For many years,the ATM basedBroadband-ISDNhas generally beenregardedas the ultimate networking
technology,which canintegratevoice, data, and video services.With the recenttremendousgrowth of the
Internet and the reluctadeploymentof public ATM networks,the future developmenof ATM seemso be
less clear than it used to be.

Given the vastinstalledbaseof IP networksand equipmenttoday togetherwith the unmatchedrariety of 1P
based applications, the key to the success of ATM in the short and medium term will be its ability forallow
interoperability between itself and these technologies.

This papergives a technicaloverview on the competingintegratedservicesnetwork solutions, such as IP,
ATM and the different available and emerging technologiefiow to run IP over ATM, andtries to identify
their potential and shortcomings.
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1. Introduction

For many years, ATM basedBroadband-ISDNhas generally been regardedas the ultimate networking
technology,which canintegratevoice, data,andvideo servicesandwhich is suitable for LANs and WANSs,
both private and public.

While ATM hasbeenaroundfor quite a while now the initially expectedast take-off of ATM in the public

WAN areadid not take place.Although ATM productsare broadly availabletoday, public network operators
hesitate with the deployment of public ATM based networks. In cortrasis, ATM had quite an impactin

the private LAN area, where ATM is mainly deployed as a highspaekbonenetwork interconnectingegacy
LAN equipment, driven by the need to increase transmission speed.

With the recent tremendous growth of the Internet, the future role of ATM seems to be less clear than it use«
be. WWW based use of multimedia applications on the Internet is widespread. By offering rigpizallydata
services but even real time voice and video applications (though with poor qubétinternetis enteringthe
typical target markedf ATM at servicelevel. Furthermorethe InternetSocietyis quite drasticallyloosening
their policy of shared resources and ftsageand startinvestigatingon how to introduceresourcereservation
and charging support in the Internet to provide better support for multimedia applications and service provide

The dominance of IP based networks in the WAN and LAN area has also led to propo&ald faeployment
that considerablydiffer from the traditional view of public telecomoperatorssuchasusing ATM only as a
high speed transmission system.

The discussionaboutwhetherIP or ATM is the bettertechnologyfor an integratedservicesnetwork are
ongoing and reached almost the state of a ‘war’ between advocates of the two technologies.

This position paperwritten by the ACTS-EXPERT projects gives a technical overview of the different
technologiedoday and makesa neutralassessmerntf their feasibility for an integratedservicesnetwork. In

order to be able to compare different solutions, we establish the requirememsrimgratedservicesnetwork
in section 2. These requiremeitkypendon the perspective®f different actorsand containmore than just the
requirementfor quality of service (QoS). Then we focus on the main competitors,the Internet protocols
(section3) andthe ATM technology(section4). In section5 we discussseveralof today’s and tomorrow’s
solutions for IP support on top of ATM networks. Of each presentedtechnology the advantagesand
disadvantages are assessed in the corresponding section. Section 6 comparksdimgiesandtries to guess
about their applicability and the role they are going to play in the future.
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2. Integrated Services Networking Requiements

In this section,someof the most importantrequirementsre listed for the comparisorof integratedservices
networking technologies. Criteria for a broad acceptance of such a technolegyadnleshedThe requirements

can be categorised as follows:

Requirements from thaser’s perspective
Requirements from theervice provider’s perspective

Requirements from theetwork provider’s perspective

2.1 User's Perspective

Because the acceptance and success of a technology is dependarrequirementsit is essentiathat these
requirements are met by the technology. A usedgor concernsare performancegaseof use, cost, universal
availability and security of services:

Guaranteed support of an appropriate minimal performance Each service should be offered
with theappropriate minimal performance. It is important to note here that from the user’s perspective
not all services have to be offered with very high performance. However there are considerable different
in performance requirements depending on the kind of service, and on its pricing. An audio phone serv
with today’s POTS performance imposes high quality requirements on a networking technology,
whereas an e-mail service could be acceptable with as basic a quality requirement as reliable delivery.
order to be generally acceptable to the user, services using a new networking technology should be
offered with equal or better performance and at the same or even lower price than those commonly
available today. ACost-Performance compromisehas to be taken into account and it can be
argued that the final decision for such a compromise ideally should be delegated to the user. This requ
some degree dfost-Performance transparency

Ease of Useland configuration) is important and the availabilitysifinple and cheap terminal
equipment is a must. This naturally calls fémtegration of services An acceptable networking
technology should integrate the full range of services to satisfy all of today’s and tomorrow’s
communication needs.

Universal connectivity is a growing requirement. Users would like to have the possibility of
reaching any other user over the same access technology. Flexibility features such as personal mobili
should be supported as users wish to have access to their subscribed services from any terminal
equipment.

Security: An acceptable networking technology should support security features such as authenticatic
and privacy. Authentication limits service access to authorised users only, e.g. eliminating the risk of
users accessing a service without paying for it. Privacy means encryption of data so that eavesdroppe
are not able to interpret the received data, allowing for example credit card numbers to be exchanged o
the network.

2.2 Service Provider's Perspective

With deregulationin the public telecommunicationmarket and the transition towards integrated services
networks, it is expected that there will be a clear functional separation batetwesrk providers,who operate
network infrastructure and provide network connectivity, and sepriceiders,who provide serviceson top of

that network infrastructure. In today’s public networks, bmghwork provisioning and serviceprovisioningis

typically under the control of the same legal enféyg. PNO), but in the future we expecta high numberof

independentervice providersto enter the market, who will run their businessseparatelyfrom network
providers [1].

The requirementdor an integratedservicesnetworkingtechnologyare not identicalfor service providersand
network providers. This section lists the requirementsfrom the service provider's perspective.Service
provider'srequirementsalso include requirementsmposedby the providedservicesthemselveslt hasto be
noted here that a “service” in this context is not restricted to new multimedia services.

Service provider requirements are mainly in #neaof universalconnectivityandtraffic support,network and
service separation support, service management and security:
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e Universal connectivity and universal traffic support are essential to maximise the market
size for a service. An integrated services networking technology should be able to cope with any traffic
type, as traffic characteristics produced from different services vary considerably. This ¢atjk for
bandwidth availability so that service providers are able to offer any kind of service. It also requires
end-to-end transmission quality guarantedn order to be able to provide services with the user-
requested performancAddressing flexibility is needed as many services require more than just
normal unicast (point-to-point) addressing. The networking technology should offer the flexibility to
support the full range of addressing types such as unicast, multicast, broadcast and anycast.

e Service charging support In an integrated services network there should be support for service
charging as service providers are expected to prefer to charge for their services independent from netw
providers.

e Security: In addition to the security related requirements from the user’s perspective (i.e. authenticatic
and privacy), service providers require support of non-repudiation. Non-repudiation means that once a
user has committed to pay for a service, the payment can not be refused.

« Network and service separation supportandease of service managemerdre not taken
into account in this paper as these issues are not primarily dependent on the underlying network
technology.

2.3 Network Provider's Perspective

Even though deregulation in the telecommunication market will allow for new network provfdegspup of
network providersis the smallest group of actorsin an integratedservicesnetwork. Neverthelesstheir
requirements must not be neglected because they build, operate and own the networks.

The main focuf network providersis on manageability network availability, scalability, chargeabilityand
(of course) low costs:

« Scalability: A «future-proof» networking technology should be able to scale to an unlimited number
of endpoints and to ever increasing resource demands.

« Support of network charging: Charging of network usage is an essential requirement of network
providers. In integrated services networks it will not be sufficient to have a flat-rate usage charging but
rather a usage charging based on traffic size and quality. Without this traffic based charging, network
overload situations will become the norm. Traffic based charging can only be achieved if a networking
technology provides the functionality to monitor the traffic.

e Low cost The infrastructure as well as the operating costs for a networking technology should be
low. Protection of investment is an important factor. Given the enormous investments in existing
networking infrastructure (e.g. POTS, Cable TV), the ability to be run on top of parts of this existing
infrastructure is very essential for a new networking technology in the opinion of network operators.
This holds especially true in the customer access area where investments for physical connections are
huge. Furthermore a new networking technology should allow for a smooth migration, making use of
large parts of existing telecommunication infrastructure for the short term and allow for successive
replacement with new infrastructure for the medium and long term.

« Network management supportandnetwork availability are not taken into account in this
paper, as these issues are not primarily dependent on the underlying network technology.
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3. Internet Technology

3.1 IPv4

3.1.1 General Overview

The InternetProtocol (IP, or IPv4) is the centralpart of the Internetprotocol suite. IP (RFC 791 [2], RFC

1122 [3]) offers aonnectionless packet delivery service on top of which the transpewél protocolsi.e. TCP

and UDP build their functionality. IP is a datagram oriented protocol that treats each packetindependently.
Therefore each packet must contain complete addressinginformation. It neither guaranteesdelivery nor

integrity, becausehe protocoldoesnot use checksumgo protectthe contentof the packetand thereis no

acknowledgement mechanism to determine whether the packet has reached its destination or not.

The IP protocol together with a set of supporting protocols (ARP, RARP or BootP, |@f@gsthe format

of the Internet datagram,addressingaddressresolution, packet processing,routing, and error reporting
mechanisms. As described in RFC 1122 [38] any host running the IP protocol suite typically also stupports
following protocols: Address Resolution Protocol (ARP, RFC 826[4]) and Int€wetrol MessageProtocol
(ICMP, RFC 1122 [3]). The following figure summarizes how the IP protocol is relati wther protocols

in the Internet stack. As shown in the figure, IP can be run over a variety ofinttatayers,becausdP hides

the underlying technologies from its users.

Application

Presentation Application

Session

Transport UDP TCP
Network P ICMP
T
Data Link Ethernet/ATM/
| XYZ ARP
Physical

Figure 1: IP in the Protocol Stack

3.1.2 The IP datagram structure

The IPv4 datagram is variable in length with a theoretical maximum of 65’535 octets. However, in gheactice
size of a datagram is limited by the size of the data link laythreophysicallayer as a whole datagramhasto

fit into a single frame of the underlying layer. For example, Ethernet lthitslatagranmsizesto 1500 octets.
This limitation tothe datagransize imposedby the underlying technologyis calledthe “maximum transfer
unit”, MTU. However,in a heterogeneousnvironmentwith varying MTUs, the datagrammay needto be
fragmented into smaller pieces, IP therefore supports fragmentation.

The coding of an IP datagram format is shown in the following figure.
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A

Version| IHL TOS Total Length
Identification Flags Fragment Offset
Time to Live Protocol Header Checksum

Source |IP Address

Destination IP Address

Options Padding i 4-40 Bytes
User data

Figure 2: IP datagram format

» Version: identifies the protocol version (i.e. 4 for IPv4)

» Internet Header Length (IHL): the length of the header in 32 bit words

» Type of Service (TOS): indicates possible priority and the type of transport the datagram desires (options
low delay, throughput, reliability)

» Total Length: the length of the datagram measured in octets up to 65’535 octets

» Identification: a value assigned by the sender to aid in assembling the fragments of a datagram

» Flag bits: control the fragmentation (e.g. don’t fragment, may fragment,...)

» Fragment offset: indicates the place in the original datagram where this fragment belongs

» Time to Live: indicates the maximum hop number that the datagram is allowed to pass in the
network

* Protocol: indicates the next layer protocol that was used to create the user data (e.g. TCP, UDP)

* Header Checksum: a 16 bit checksum over the header

» Source/Destination address: 32 bit IP addresses to identify the sender and receiver

» Options field: carry information for network control, debugging, routing and measurements.

3.1.3 IP Addressing and Routing

In IPv4 the IP address space is limited to 32 Bits.addresdeginswith a network numberusedfor routing,

followed by a local, network internal address. IP addresses are classifia classesaccordingto the size of

the network portion of the address:

» Class A, wherethe high orderbit is zero,the next 7 bits arefor the network, andthe rest for the local
address

» ClassB, the high order two bits are one-zero, the next 14 bits atbdaretwork andthe restfor the local
address

» ClassC, the high order three bits are one-one-zero, the next 21 bits are for the network and the last 8 for
local address.

» Class D, this is for multicasting,the high orderfour bits are one-one-one-zerfollowed by multicasting
address

As can be seen from the above address classagffortsmulticasting(in subnetworks)Broadcastings also
supported (RFC 919 [5]).

The IP addressing builds upon the notion of “network”, which is fundamental for routing in the InfEnas.
aretwo typesof equipmentat the IP level, hostsandrouters.Hosts areany end-usercomputersystemthat
connect to a network. Hosts know (or learn during the boot phase) their network addlesslaanttiressThis
forms the host address. A physical host may have several local addresses and a single network audtess.
homedhostis a hostthatis attachedo two different networksas a host, howeverthis is a specialcase.A
routeris a (dedicatedcomputerthat attachedo two or more networksand forwardspacketsfrom one to the
other basedon the network portion of the destinationIP addressRoutersexchangenetwork addressesas
reachability information between them using various routing protocolsE&B, OSPF) dependingon where
in the network hierarchy the routers are located.
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IP traffic within the samenetwork canbe delivereddirectly from hostto host, whereadP traffic to another
network always passes one or several routers.

3.1.4 Assessment

The roots of IP are in the early ‘80s. Since then processing power and memory size of computers and the ne

of applications have changed considerably. IPv4 hakotlweving restrictions,someof which haveled to the

recent redesign of the IP protocol (IPv6, see section 3.2):

» The fixed size address space of 32 bits is a limiting factor for the predicted Internet growth (B class addres
exhausted, supernetting of C class addresses is only a short term solution).

» New types of address hierarchy are needed to make the protocol more flexible.

» No support of an anycast addressing concept.

» Per packet computational load is not optimal and can be improved, resulting in a more efficient datagram
delivery.

» No support of multimedia type of streaming (flows).

» No support of guaranteed QoS: just plain, best effort, connectionless packet delivery.

» Potentially inefficient routing (all IP packets of a persistent data flow are routed independently)

» Potentially inefficient transmission (IP header is too big, especially for short packages)

If only the mandatoryset of the IPv4 protocol suite (as describedin [38]) is supported,the following
restrictions also apply:

* No plug and play type of address autoconfiguration and re-numbering.

» No network layer security support.

* No mobility support.

However, there are additional RFCs which cover these features.

Despite these restrictions IP is widely deployed today and with the currentdidbmninternetit will become

evenmore importantamongthe network layer protocols. Apart from its wide deploymentoffering almost

universal connectivity, there are some other advantages of IP:

» There is an unmatched variety of services and applications available that build on IP

» |IP can be run over a big variety of physical layers

» IP is a working solution and its performance has been well tuned over the years

* IP equipment is cheap for network providers as well as for users

* IP based applications do not have to know their bandwidth demand in advance and can easily adapt to the
encountered traffic level along the traversed network path.

» Separating network and service provisioning is a reality in the Internet architecture

3.2 IPv6

3.2.1 Why IPv6

Mainly triggered by the fear of the approaching address space exhaustion and to solve some of the shortcornr
of IPv4 (seesection3.1), the IETF startedworking on IPv6 (or IPng) in 1992. By 1996 version 6 of the
Internet Protocol was specified.

IPv6 is not a radical change to IPv4, it is rather an evolutionary step and coexistémeenipv4 andlpveé is
possible for a transition phase [11]. Except for the larger address spamena@autoconfiguratiorfeatures all
new functionality could also have beenfitted into IPv4. Neverthelessafter over 10 yearsof building and
enhancinghe Internetprotocol stack, it is necessanto clean and consolidatethe functionality of the very
central IP layer and make it a ready platform which will be able to cope with new Internet functioaiigd
in the near future.

3.2.2 The IPv6 protocol suite

The IPv6 protocol suite is not defined in a singpecificationbut comesin a whole collection of RFCs, the
most important of which are listed below:

» |Pv6 (RFC1883 [6]), IPv6 Addressing (RFC 1884 [7])

* ICMPv6 (RFC 1885 [8]) Internet Control Message Protocol, including address resolution

» Authentication Extension (RFC 1826 [9]), ESP Extension (RFC 1827 [10])
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All higher layer protocols in hosts (UDP, TCP, Web, DNS, ..) need &nhancedo be ableto usethe new
functionality of IPv6. There are Internet drafts availadsbehow to enhancehe IPv4 API (socketinterface)in
order to bring the IPv6 functionality to the application layer.

3.2.3 New addressing and routing

IPv6 uses 16 byte addresses and improves addressing flexibility through the definitdcast, multicastand
anycast addresses. Furthermore IPv6 supports plug and play features such as dBtacidessconfiguration
and re-numbering.

Scalability wasintroducedto IPv6 multicast routing by using addressscopes.In general,IPv6 routing is
almost identical to CIDR of IPv4, based the route selectionof longestmatchingaddresgprefix. With very
little modification, all of IPv4’s routing mechanisms can be used to route IPv6.

Source routing is used ifPv6 to easefuture implementationof new functionality suchas terminal mobility
and provider selection.

3.2.4 IPv6 packet structure

The IPv6 packet'dase header is a streamlined IPv4 header, reducing the processing paskethandlingand
limiting the packet size byemovingsomeof the fields and options. Someof the options removedfrom the

old header and some new options of IPv6rase supportecthroughan arbitrary numberof extension headers
following the baseheadergeachof themindicatingin its Next Headerfield the type of the next following
extension header. Examples for such extension headersare the source routing extension header, the
fragmentation header and the authentication header. Extension headensraky only examinedor processed

by the destination node. The uskextensionheadersntroduceshigh modularityin the IP packetsand easily
allows future options or extensions to be integrated. The data follows the last extension header. The structur
the IPv6 base header and of an IPv6 packet is given in Figure 3.

Version| Priority Flow Label

Payload Length Next Header Hop Limit

Source Address

40 Bytes

Destination Address

Base Extensio Extension Data
Header Header 1 Header n

Figure 3: the IPv6 packet structure

3.2.5 New features of IPv6

IPv6 introducesflow labelling capabilities (Flow Label field in base header),which allows packets
belongingto the sameflow to be labelled. The sendercanrequestspecialhandlingof a flow by the routers,
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such as non-default quality of service or “real-time” service. Rostmrsacheflow information obtainedfrom
processing the first packet of a flow and thus speed up processing for following packets of the same flow.

The Priority field in the base header allows the degiediVery priority of a packet to be specified, btiis
is only relative to the priority of other packets from the same source.

IPv6 introducesnetwork layer security definedin the authenticationand the ESP extensionheader.
Authentication isusedto guaranteghe packetsender'sidentity and ESP meansthe encapsulatiorof security
payload so that a third party can not read it.

IPv6 supportsource routing capabilities defined in another extension header.

IPv6 allows only restricted fragmentation, i.e. fragmentationis only allowedat the packetsourcebut
NOT at intermediatedPv6 routers.This is achievedby either using the minimum MTU guaranteedby all
delivery systems (576 octets) or by using ICMPv6 messages for path MTU discovery.

3.2.6 Transition from IPv4 to IPv6

IPv6 and IPv4 are similar but all the same are distinct proto€olsllow for anincrementalupgradeof IPv4
equipment to IPv6, during which both protocols can coexist, it is crucial thatithbath a way to interwork
betweenthe two protocolsandto tunnel IPv6 througha cloud of IPv4. Given today’s vast installedbaseof
IPv4 equipment this was a key issue during IPv6 protocol design.

To address the transition problem, there is RFC 1933[11], wigfihesa set of mechanismghat IPv6 hosts

and routers should implement in order to be compatible with H&#dsandrouters.The proposedsolution is

based on dual IP layer nodes, tunnelling, and DNS support.

» Dual IP layer node is a host or router that implements both IPv6 and IPv4
All such nodes need an IPv6 and an IPv4 address. For this purpddevtheompatiblelPv6 address'was
defined, which uses the IPv4 address in its lower 4 bytes and all zeros for the 12 higher bytes.

» Tunnelling defines how IPv6 packets have to be encapsulated within IPv4 datagrams, so that they can be
carried over IPv4 routing infrastructure, and addresses the tricky issues of fragmentation and ICMP error
message mapping.

» DNS is used to provide IPv4 and IPv6 addresses for a machine name.

It is very important to note here thidiis is only a shortterm solution which will work aslong asthe IPv4
addressspaceis not exhaustedas all dual layer nodesneedIPv6 and IPv4. Other, much more complex
solutions, such as real address translations, will have to be defined after the address space exhaustion.

3.2.7 State and availability of IPv6

Work on the IPv6 protocol hdseenfinishedthoughthereis still someremainingwork on higherandlower
layers, such as to support IPv6 in all routing protocols over all different media and enhance the API for IPv6

There is already a variety obuter andhost implementationsavailablefrom different vendorsandfor different
architectures. A global IPv6 based backbone (6bone) is operational and growing.

3.2.8 Assessment

IPv6 is a neat new version of IP, cleaning up old functionality and adding some new functionaléieit a
stableandfuture proof network layer. It comesas a SW upgradeto currentIPv4 equipmentand offers an
incremental transition phase, minimizing costs for new equipment and protecting past investments.

A very important new feature of IPv6 is its basic support of QoS atetweork layer throughflow labelsand
priority indication. This does not mean however, that IPv6 alone can guarantee real end-to-end quality of sen
as therds no way to make network resourcereservationsBut IPv6 providesthe network layer functionality
which allows end-to-endquality of serviceto be provided when usedtogetherwith protocolsfor network
resource reservation like RSVP (see section 3.3). IPv6 basic QoS suppproaldesthe basicfunctionality

for a future, traffic based charging.
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The larger addressspaceovercomeghe currentlimits of the Internetgrowth andhasthe potentialto provide
world-wide, universal connectivity. The big challenge for IPv6 is for its transition toimpletedbeforelPv4
routing and addressing break. If this can not be achieved, very complex address translation solutidres/@vould
to be used to be able to keep the Internet paradfgamiversalconnectivityalive. This puts a lot of pressure

on finishing standardisation work and speeding up the deployment of IPv6.

The security features of IPv6 support authentication and privacy. They also privdiesic functionality for
service charging.

With its new plug and play features, IPv6 networks are much easier to configure and maintain.

All higher layer protocols and applicationsedto be portedto be ableto makeuseof the new functionality
provided by IPv6.

3.3 Resource ReSerVation Protocol (RSVP)

3.3.1 Motivation

IP provides best effort datagram delivery that is sufficient for most otdheentionalapplicationssuchas e-

mail, WWW and file transfer. However, a new classapplication(e.g. multimedia)is emergingthat requires
guaranteed resources from thetworkin orderto function properly. Typically suchrequirementgor resource
guarantees are related to stringent real time requirements.

To address the problem of resource reservation in the Internet, the IETF forneghetedServicesworking
group. This working group with the goal of “efficient Internetsupportfor applicationsthat require service
guarantees” is defining an Integrated Services framework, of which RSVP is an integral part.

It has to be noted here that RSVP is enhancing IP based networks to support end-to-end gaalitedf is
however not related to ATM.

RSVP is a signalling protocol for the Internet.

3.3.2 Protocol overview

Resource ReSerVation Protocol, RSVP [12][13], has been proposed to be the protai@wisadpplications
to reservenetworkresourcesn an IP networksuchasthe Internet.It is currentlyin draft statein the IETF.

RSVP operates on top of IP (either IPv4 or IPafdlit relieson standardnternetrouting. It is usedboth in

hostsandroutersto reserveresourcedor a simplex (uni-directional)datastream,calleda flow. A flow is a
sequence of datagrams identified either by théd§tinationaddresqeither multicastor unicastaddress)pr by

the IP protocol ID andoptionally by a destinationport. The requestedQoS for the flow is describedby a
flowspec together with dilter spec. These two form #ow descriptor that iscarriedin the resourcereservation
message.

(specification of packets

[FilterSpec = belonging to a flow)
Flow
Descriptor = TSpec = (data flow description)
IFlowSpec =
RSpec = (QoS description)

Figure 4: RSVP flow descriptor

RSVP is designed for both unicasid multicastcommunicationin a heterogeneousetwork, wherereceivers
may have different characteristics and multicast membership is dynamic. These requikadénta solution,
where theeceiver is responsible for initiating the resource reservation.
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The message flow for thestablishmenbf a networkreservatiorfor a multicastcommunicationis shownin
Figure 5.

N
t~L 0 . .- »
Multicast Packet Flow

- — - — — > Path message (multicast)
______ — Resv message (unicast)

Figure 5: RSVP message exchange in the multicast tree

It is assumedhat a multicastgroup alreadyexists (createdby Internet Group Managementrotocol, IGMP

[14]). The sender S1 sends a Path message to a multicast group announcing the chara€téristiow it is

going to sendThe Path message&ontainsa Tspec,describingthe maximum traffic characteristicof its data

flow, and a Filter Spec, describing the packet format of the flow. When the receivers, R1 and R2, want to mz
a resource reservation, they will send a Resv message up$tiaming exactly the inversepath of the Path
message. The Resv message contains the desired reservation style (see &iglftevir)descriptor.The Resv
message creates reservation state in each RSVP capable router along the path from the recaerdéolthe

a multicast situation as the one shown in Figure 5 there are nodes that will receive two or monedages
from different branches of a multipoint tree. These nadesyethe receivedreservationsandforward only one
merged reservation request upstream, containing the most demanding (maximum) flowspec.

Host Router

[CApplication ] | Routing Process |
» RSVP !
Process 5
olicy
Data

Admission
oniro

v ~
| Eacfei j ||
Classifier Scheduler [ Classifier

Control
—
ned e

Figure 6: RSVP in hosts and routers

The resource reservation request indicated in the Resv message has to pass admission qmiicyl @otrol
modulesin all RSVP equippedroutersandhostson its way. Thesecheckif the reservationcan be accepted.
Admissioncontrol determinesvhetherthe node has sufficient resourcesand policy control [15] dealswith
administrativeissuessuchas accountingand accesgights. If the reservationpasseshesetwo checks,flow
relatedparametergare setin the packetclassifier and packetscheduler.If either of the checksfail, an error
notification isreturned.The packetscheduleiis responsiblegfor negotiationwith the link layerto reservethe
transmission resources. It is here that mapping from the flow level QoS to the link layer QoS takes place.

The treatment of RSVP reservations in routers depends on the reservation style ibhgicheeBesvmessage.
The different styles and attributes are listed in the following figure.
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Reservations

Distinct Shared
Explicit Fixed-Filter Shared-Explicit
Sender FF( S1{Q1}, S2{Q2}, ...) | SE((S1, S2, ...){Q}H
Selection
Wildcard Wildcard-Filter
WF({Q})

Figure 7: RSVP reservation attributes and styles

The reservation styles indicate either if there should be a separate reservation for each sender of a session (F
Filter), or if the reservation can lsharedamongthe namedsenderof the session(Shared-Explicit)or if the
reservation can bgharedby all the sendergWildcard-Filter). Fixed-Filter, Shared-Explicitand Wildcard-Filter

style are mutually incompatibl&@his resultsin rulesfor mergingthe reservationsFor example merging of
shared reservations with distinct reservations is prohibited.

RSVP usessoft state for the reservation.This meanswhen a reservationis made,it must be periodically
refreshed (suggestedfreshperiodis currently 30 seconds)Refreshingis accomplished by sendingPath and
Resv messages. The advantage of using soft state for the reservttairhie route of the connectioncanbe
changed dynamically inside the network and the reservation will be re-establiserthe new Path and Resv
messagesas passedthrough the new route. Soft statesalso help to allow for dynamic multicast group
membership

In additionto Resv and Path messagefRSVP has messagedor tearing down the reservationstate. The
PathTear message is sent from the sender taltear the path andthus the reservationstateand ResvTealis

sent from the receiver. A sender can request reservation confirmation to its Resv message, theasender or
that is merging the reservation to another reservation sends a ResvConf message to confirm the reservatior

3.3.3 Assessment

RSVP definesan efficient, flexible and robust solution for setting up resourcereservationsin IP based
networks,but it doesnot scalewell for large numberof flows. RSVP is especiallytailored for the needof
multicast connections in heterogeneous networks.

With the support of resource reservation in the network application requested end-to-end QoS becomes poss
However it remains unclear, how routers are going to map the resegmeationgo internal settingsfor the
packet classifier and scheduler and how reliably they are going to support the requested re$arthgomore
end-to-endQoS canonly be guaranteedf all the routersand hostsalong the routedpath are running RSVP
software, because tunnelling through non-RSVP clouds destroys all end-to-end QoS.

The fact that RSVP sets up reservationshe upstreanmdirection of a pre-establishedhulticasttree makesit
impossible that QoS information is used for routing decisions.

The use of RSVP in the Internet may provide input for traffic based charging.

There is an IETF RSVP Working Group that is in charge of evolving the RSVP specificatioRS#eWG
also coordinatesits work with the parallel IETF working group that is consideringthe service model for
integratedservice,in orderto haveRSVP compliantwith the overall integratedservice architectureand the
requirements of real-time applications. The RSVP-WG also coordinates its worthe/ifPng-relatedvorking
groups.
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4. ATM Technology

4.1 Introduction

Asynchronous Transfer Mode (ATM) iscdll-based, connection-oriented switchingtechnologythat is designed

to supporta wide variety of services,ncluding cell relay, framerelay, SMDS, and circuit emulation.ATM
transmits all information usingmall (53 byte) fixed length cells over broadbandr narrowbandransmission
facilities. It is asynchronous becausethe cells carrying user data are not requiredto be periodic. The
asynchronous anchultimediacharacteristico®f ATM arewhat makesit possiblefor ATM networksto carry
both circuit and packdypesof traffic simultaneouslywith completetransparencyo the applications ATM

was designed to provide large amounitdandwidtheconomicallyand on-demandWhen a userdoesnot need
access to a network connection, the bandwidth is available for use by another connection that does need it.

The ATM technologywas defined by the ITU-T, mainly formed by the representativesf public network
operators.The ratherslow developmenbf standardsn ITU-T wasspedup by the ATM Forum (foundedin
1991), a growing group of companies focusing on private network and data communication.

Theterm ATM can be interpretedin a variety of ways. In fact, it is true to say that thereis no single
definition. It takes on manforms, encompassesoth hardwareand software,and canrun on severaltypes of
digital transmission facilities. ATM can refer to a physical interface (the 53-byteasilitching technology,
or a unifying network technology that provides integrated access to multiple services.

Thereis a broadconsensushat ATM will first be implementedwithin wide areanetworks primarily as a
switching technologyto supportexisting servicesin private WANs and in public service networks. ATM
excels primarily as a backbone technology, because ittlssrcontextthat most of the benefitsof cell relay
are realised.

4.2 Virtual Paths and Virtual Channels

EachATM cell containsa two-partaddressa Virtual Path Identifier (VPI) and a Virtual Channelldentifier
(VCI), in the cellheaderThis addressuniquelyidentifiesan ATM virtual connectionon a physicalinterface.

The physical transmission path (such as DS1 or DS3) contains one or more virtual paths, aintbabphth

can contain one or more virtual channels.

The VPI and VCI are tied to an individual link on a specific transmission path, and have local signiiacignce

to each switch. The VPI and VCI addresses are translated at each ATM switch in the network connection rou
- each switch maps an incoming VPI and VChtooutgoing VPI andVCI. Therefore theseaddressesanbe
reused in other parts of the network as long as care is taken to avoid cofsfligtscan perform switching on

a transmission path, a virtual path, or a virtual channel.

4.3 Permanent Virtual Circuits and Switched Virtual Circuits

ATM provides two virtual circuitommunicationsservices:SwitchedVirtual Circuits (SVCs) andPermanent
Virtual Circuits (PVCs). SVCs establishshort-termconnectionghat require call setup and teardown,while
PVCs aresimilar to dedicatedprivate lines becausethe connectionis set up on a permanentbasis. Users
establish PVCs either by requestitihgm from a public carrier providing the framerelay or ATM service,or
from the WAN administrator of the private network. ATM virtual connections can operate at a coitstate
(CBR) for voice and video traffic, at a variable bit r@#8R) for bursty traffic andat availablebit rate (ABR)
or unspecifiedbit rate (UBR) for best effort traffic. Eachvirtual connectionhasits own set of parameters
(Minimum Cell Rate (MCR), Sustained Cell Rate (SCR), Péak Rate (PCR)), that determinethe amount
of bandwidth, priority, Quality of Service (QoS), etc.

4.4 ATM Signalling, Routing and Addressing

ATM Signalling Protocolsvary by the type of ATM link - ATM UNI signalling is usedbetweenan ATM
endsystem and an ATM switch across an ATM UNI; ATM NNI signalling is used across NNI links.
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Figure 8: ATM network architecture and interfaces

The current standard for UNI signalling is described in the ATM Forum UNI4.0 specifi¢a6hnwhich is an
enhancementb the earlier UNI3.1 and providessomekind of alignmentto the recommendation$or public
UNIs specifiedby ITU-T. Besidesthe basiccall setup andteardown functionality UNI4.0 defines point-to-
multipoint operation, addressregistration and extended QoS support. An overview of UNI signalling
capabilities can be found in [17].

ATM switches are interconnected \oae of threeNNIs: P-NNI in private ATM networks,B-ISUP in public
networks and B-ICl between different public networks. NNI interfaces define nosigmigilling proceduredut
also routing. P-NNI definedby the ATM Forum [18] supportsnot only signalling proceduressimilar to
UNI4.0 but also topology discoveryvia the distribution of reachabilityinformation, hierarchicalrouting and
addressing and QoS.

WhereasITU-T haslong settledupon the use of telephonenumber-like E.164 addresse$or public ATM
networks,the ATM Forum defineda private addresformat basedon the syntaxof an OSI Network Service
Access Point (NSAP) address to be used in private networks.

Application Programmer Interfaces (APIs) for ATM are still under definition. The industrial stavwdag8bck?2
(for Windows based applications) is becoming available now.

4.5 Assessment

The most significant advantages of pure ATM solutions are:

» ATM supports end-to-end QoS guarantees on a per virtual connection basis. ATM virtual connections allc
users to expect a guaranteed minimum amount of bandwidth for each connection. ATM supports several
Quality of Service (QoS) classes to accommodate the differing delay and loss requirements for each type «
traffic.

» ATM uses statistical multiplexing, which allows bandwidth to be shared among many users. Bandwidth is
only provided when it is needed “on demand”, thus reducing the cost of network resources.

» ATM supports multiple services. ATM can be used to transport literally any kind of information and can
simultaneously support a broad range of user interfaces. Only ATM WANs can provision frame relay,
SMDS, native ATM, voice, video, and existing leased circuit services (circuit emulation) over the same
wide area circuits.

e ATM provides high performance.

» ATM enables traffic based charging.

On the othehand,ATM hasgot somedisadvantagethat may interferewith widespreadieploymentgaseof

high-speed implementation or present architectural concerns.

» ATM technology is very complicated and the control software is extensive and complex.

» Connection establishment times may be prohibitive for short duration data flows.

» Applications have to know their QoS demands in advance and can not easily adapt to changing network
load.

* No multipoint-to-multipoint support
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Currently there are hardly any applications available that run directly on top of ATM and can exploit its
benefits. ATM APIs are only emerging now and today’s TCP/IP based applications will have to be change
considerably to be adapted to ATM and make subtle use of resources.

ATM does not provide security. This will have to be handled in higher layers.

As public ATM network deployment is still very slow, the connectivity in the public WAN area is bad
today.

ATM generates quite a lot of overhead (~ 20 %).
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5. IP/ATM Co-Existence

Given the vastinstalledbaseof LANs today, the variety of LAN basedapplicationsand the network layer
protocols operating on these networks, the key to the success of ATM in the short and medium term will be
ability to allow for interoperability betweeitself andthesetechnologiesTo enablethe connectivitybetween

ATM and existing LANSs it is essential to use the same network layer protocolsasihIPX) to providea
uniform network view to higher level protocols and applications.

Today, there are two standards available to run the predoniihambtocol over ATM: ATM Forum’s LAN-
Emulation (LANE) andIETF'’s “ClassicallP over ATM”. Both use the so-calledoverlay model, where IP
addresseare mappedto ATM addressesATM is only usedas a very fast packettransmissionsystemand
neither LANE nor Classical IP over ATM can therefore exploit ATM’s QoS support as the IPvhidgsall
the good features of ATM frorhigher layers.Moreoverboth technologiesan establishATM end-to-endvC
connections only inside a ‘subnét’IS or VLAN) andrequirelP routersfor traffic across'subnets’,with the
routers becomingpotential performancebottlenecks.LANE and Classical IP over ATM are presentedin
Section 5.1.

There are also several ongoing activities in the ATM Forum and the IETF to enhance their overlay gmtocols
make better use of ATM. NHRP and MPOA are discussed in Section 5.2.

However there are solutions available already today, which can bring QoS to IP basedapplications by
supportingend-to-endATM VC connectionson a per flow basis and acrosssubnet borders. Section 5.3
introducesArequipa, providing application requestedend-to-endATM connectionswith QoS for IP based
applications, and some of the approadted combinethe label switching technologyof ATM with network
layer routing (IP Switching, Tag Switching) while avoiding the usageof ATM addressing,routing and
signalling altogether.

5.1 Co-Existence without QoS Support

There are two fundamentally different ways of running netwwodtocolsover ATM networks.One methodis
the native mode operation,wherenetwork layer addresseare mappeddirectly to ATM addresseand network
layer packets are sent directly across the ATM network, the other methéN Emulation.

5.1.1 LAN Emulation (LANE)

5.1.1.1 General overview

The ATM Forum specified LAN Emulation (LANE) in order to accelerate the deploymeXidf in the local
area while native modeperationis still underdefinition. LANE offers a solution to the problemof running
predominantlocal areaprotocolslike Ethernetand Token Ring transparentlyover an ATM network. The
current version of LANE can be found in [19].

LANE emulatesa bridgedLAN on top of an ATM network by offering a serviceinterfaceto network layer
which isidentical to that of existing LANs (e.g. IEEE 802E3hernetor 802.5 TokenRing) andit sendsdata
across the ATM network using appropriate LAN MAC encapsulation. In brief, LANE mak&$Mnnetwork
look and behave like an Ethernet or Token Ring, alb&stone. The big advantagef emulatinga LAN s,
that all network layer protocols and applications can be used without any modifications.

Today, LANE protocol softwareis widely availableon ATM hosts (either implementedin the operating
systemsor on ATM networkinterfacecards(NIC)) and on LAN Switching Equipment. ATM switchesare
transparenfor the operationof the LANE protocol. They do not needto be modified for the use of LANE,
although some of the LANE server components could be implemented on them.

The main issueson emulatinga LAN technologylike Etherneton an ATM network is addressresolution,
broadcast and data encapsulation. Address resolution from MAC to ATM addressigeddy using a special
protocol called LE_ ARP betweenhosts and a special LANE entity known as the LES (LAN Emulation
Server). Broadcasting is emulated by sending packets to another LANE entity known as the BUS (Baagdcast
Unknown Server)which distributesthe packetsto all hosts. The LAN packets(e.g. Ethernetframes) are
encapsulated in AALS.
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5.1.1.2 Architecture

In the upper parof Figure 9, the architectureof a standardbridgedLAN environmentis shown.On a shared
mediumLAN (suchas Ethernet)all packetssentby one stationtravelto all otherstationson the medium.
Bridges are intelligent repeaters(layer 2) which try to avoid unnecessaryforwarding of packets. The
functionality of a LAN segment can be emulated by an ATM network running LANE (lower part of Bigure
This emulatedLAN segmentis called an EmulatedLAN (ELAN). Togetherwith the remainingold LAN
infrastructure it forms a virtual LAN (VLAN).
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Figure 9: Classical LAN and Emulated LAN architecture

For the operation of LANE the following entities are needed:

e« LEC (LAN Emulation Client)
A LEC runson everyhost. It providesa standardLAN interfaceto upperlayers.The LEC issuesaddress
resolution requests and performs data encapsulation and forwarding.

 LES (LAN Emulation Server)
Thereis a single LES per ELAN. It registersthe mappingof MAC to ATM addresseand repliesto or
forwards address resolution requests.

» BUS (Broadcast and Unknown Server)
Thereis a single BUS per ELAN. It emulatesbroadcastingoy forwarding packetsto all known ATM
addresses on the ELAN.

 LECS (LAN Emulation Configuration Server)
There is a single LECS per domain, used for the configuration of several ELANSs.
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Several Virtual Channel Connections are needed between these entities. Figure 10 shows the\2G@sin
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Figure 10: ATM connections for LANE

All these VCCs are established by signalling (SVCs). The VCCs are either UBR or ABR.

5.1.1.3 LANE procedures

LANE Configuration:

e LEC establishes the Configuration Direct VCC to LECS.

e LEC learns from LECS the ATM address of LES over the Configuration Direct VCC.

e LEC sets up the Control Direct VCC to LES and registers its ATM and MAC address in LES.
e LES adds LEC as a leaf to its point-to-multipoint Control Distribute VCC.

e LEC learns ATM address of BUS by using LE_ARP to LES for the MAC broadcast address.

e LEC sets up the Multicast Send VCC to BUS.

e BUS adds LEC as a leaf to its point-to-multipoint Multicast Forward VCC.

LANE Operation:

e LEC1 wants to send to LEC2, but only knows its MAC address.

e LEC1 uses LE_ARP request to LES to map LEC2's MAC address to its ATM address.

«  While waiting for the reply, LEC1 sends packets to BUS, which floods it to all connected LECs.

» After receiving the LE_ARP response LEC1 sets up the Data Direct VCC to LEC2.

» Before sending on the Data Direct, LEC1 has to send a flush to BUS to make sure that all packets
previously sent to LEC2 over BUS were delivered (to preserve frame ordering).

5.1.1.4 Assessment

LANE is a good solution to interconnect legdc&N equipmentin a private network, exploiting ATM's fast
transmission speed witiminimal changego LAN equipmentandno changesat all to higherlayer protocols
and applications. Its a working solution for today and allows for a smooth integratioh ANmo ATM in a
corporate network.

LANE evenintroducesenhancedconfigurationflexibility and improved managementomparedto standard
LANSs with its concept ofirtual LANSs.

HoweverLANE cannot be the ultimate solution for a modernintegratedservicesnetwork becauseof the

following limitations:

* LANE totally hides the QoS support of ATM with its emulation of a connectionless shared media
technology.

» LANE is unable to run protocols in native mode.
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e LANE is limited to a logical subnet (VLAN).

« Allinter-VLAN traffic has to pass through routers even if direct ATM connectivity would be possible.
These routers are likely to become bottlenecks.

» LANE address translation is very inefficient because addresses are translated from Layer 3 addresses to M
addresses to ATM addresses, using two different address resolution mechanisms.

« LANE operation needs a lot of connections, limiting the number of stations that can be attached to an
emulated LAN

« LANE has not recovery mechanisms for the server, thus it does not foresee the possibility to define backi
LES and BUS to manage the VLAN in emergency conditions.

* LANE has limit on the MTU size.

5.1.2 ClLassical IP over ATM (CLIP)

5.1.2.1 General description

A solution to overlaying IP networks on ATM networkstlie so-calledClassical IP over ATM, specifiedby
the IP-Over-ATM working group of the IETF and described in detail in RFC 1577 [20].

The Classical IP modelrefersto a networkwherehostsare organizedin subnetworkssharinga common IP
addressrefix, wherethe ARP is usedfor IP addressso MAC addressresolution and where communication
across subnetworks goes through routers. Preserving the classical IPomédeél meansthat ATM is used
asa directreplacemenfor the "wires" andlocal LAN segmentsonnectinglP end-stationg"members")and
routers operating in the "classical" LAN-based paradigm.

The ClassicallP over ATM specificationdefinesclassicallP and ARP in an ATM network environment
configured as a Logical IP SubnetwdildS) asillustratedin Figure 11. It doesnot describethe operationof
ATM Networks in general.

It is the goal of RFC 1577 to allow compatible and interoperableimplementationsfor transmitting IP
datagram@and ATM AddressResolutionProtocol (ATMARP) requestsandrepliesoverthe ATM Adaptation
Layer 5 (AALDS).

e

ARP
server

ARP p;
server

Figure 11: Classical IP over ATM network architecture

Datatransmissionin ClassicallP over ATM is basedon the virtual connection(VC) switched environment
providedby ATM networks. The VCs can either be establishecby managemen{PVCs) or by signalling
(SVCs). EachVC is directly connectingtwo IP memberswithin the sameLIS and carriesall IP dataflow

between them.

The ATM connections could in principle be of any type (CBR, UBR, VBR, ABR), but 6BIR andUBR is
used in today’s implementations..
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5.1.2.2 Encapsulation of IP Datagrams

IP packets are transmitted using AAL5 with a maximum packet size (MTU) of 9180 Agtitionally, when
using SVCs, IPpacketsmust be encapsulatesvith LLC/SNAP [21] andthe SETUP signalling messageso
establish these SVC must carry Lower Layer Information (BLLI) indicating that the packets baaldi/ered
to the LLC entity [22].

5.1.2.3 Address Resolution Mechanisms

When SVCs are used for transmission, special address resolution mechanisms are neededaddnespdf®
ATM addresses and vice versa. Similar to classical IP networks where ARP [4] and InARP [23] are used to it
between IPand MAC addresse<ClassicallP over ATM definesATMARP andInATMARP servicesto map
between IP and ATM addresses. For example, if Host A wishes to send IP datagrams to Host B itageds to
the ATM address of Host B to be able to establish a switched VC using signalling. For this IP taddElss
resolution, the ATMARP service is used. The originating host sends an ATMARP request to angeoid
entity, the dedicated ATMARP server of the LIS. The ATMARP server, knowing the IRBEMdaddressesf

all hosts and routers in its LIS (see below), maps the provided IP address &f tdaste correspondingATM
addressand sendsit backto Host A. Host A canthen establishan SVC to Host B using normal signalling
proceduresHost B then usesINnATMARP procedure®n this newly establishedconnectionto learn the IP
address of Host A.

When hosts are connected by PVCs, they mayayseconfiguredableto map IP addresseto VCs but they
have a mechanism for resolving VCs to IP addresses via INATMARP for new VCs.

Each host must know its own IP and ATM address(espnd must respondto addressresolution requests
appropriately. It must also be configured with the ATM address of an ATMARP server (for SVCoaigjl
within the LIS (there is only one server per LIS). At power-up a host establishes a connection to the server.
each new incoming connection the ARMARErversendan INATMARP requestandregistersthe reply. The

reply contains the information for the ATMARP server to build its ATMARP table cadhis.informationis

used to generate replies to the ATMARP requests it receives.

Because ATM does not support broadcast addressing, there is no nfapmng broadcasaddresseto ATM
broadcastservices.This is currently also true of multicast addressservices,although an Internet draft for
multicast support already exists [24].

All hosts as well as the server must maintain an ATMARP tablabfe entry containsthe IP addressATM

addressand VCI/VPI of a connectiontogetherwith encapsulatiorinformationanda timestamp.Hosts must
refreshthe entriesat leastevery 15 minutesand the servermust refreshthe entriesat least every 20 min.
Connections are released after a certain idle period.

It is important to stress the fact that the address resolution mechanisms of ClRssie@ATM canonly be
used inside a single LIS and not across LIS borders.

5.1.2.4 Routing

Classical IP over ATM uses exactly the same end-to-end routing architecture as the classical IP network. As
classical IP network uses ARP protocols and tables for the routing indide sifbnetwork,so doesClassical

IP over ATM useATMARP protocolsandtablesfor the routing inside of a LIS. For communicationacross

LIS borders routers are needed in the same way as when cregbimgtbordersin classicallP networks.This

leads to the necessity of using several hops B¥eoutersacrossan ATM networksfor traffic betweenhosts

in different LIS (see Figure 12).
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Figure 12: routing for traffic across LIS borders

5.1.2.5 Assessment

The main advantage of using Classical IP over ATM is its full compatibility with normal 1P, enabling the vas
set of higher layer protocols and applications to run transparently over ATM while making use of ATM'’s hig

bandwidth availability. Anotheadvantagés that ClassicallP over ATM allows easyintegrationof IP based
services with other ATM services (e.g. voice).

The major shortcoming dflassicallP over ATM is thatit cannot benefitfrom ATM’s inherentend-to-end
QoS guarantees for the following reasons:

» Direct ATM connections can only be established inside a LIS but not across LIS borders.
Becauseof using the classicallP routing mode (addresgesolutionis limited to a LIS) IP traffic between
hostson differing LISs alwaysflows via one or moreintermediateP routerswho canonly provide best
effort delivery on IP level. This resultsin a concatenatiorof ATM connectionseven though it may be

possible to open a direct ATM connection between the two hosts, thus preempting end-to-end QoS. In ot

words, IP packetsacrossLIS bordershop severaltimes throughthe ATM network insteadof using one
single hop.

» All'IP data flowing between two hosts shares the bandwidth of a single VC.
Having only one sharedvC betweentwo hostsmakesit impossiblefor individual applicationsto get a
QoS guarantee for their specific data flow.

Other shortcomings of Classical IP over ATM are that neither multicast nor anysapprtedthat IP layer
implementationsieedto be adaptedo interfacewith ATM directly andthat it is necessaryo deployrouters
with ATM interfacesin every LIS. Furthermorethereis no default path to forward IP datagramsbefore a
connection is established, resulting in a high delay for the passing of the first datagram.

Unlike LANE ClassicallP over ATM doesnot allow to usemuch of the old legacyLAN equipmentput it
offers a more appropriate MTU size (larger).

5.2 QoS Support by Emerging Standards

Both the IETF and the ATMForum are awareof the shortcomingof their respectivesolutionsof running IP
over ATM (CLIP, LANE) and try to solve them by definimgw additionalstandardsNHRP, underdefinition
in IETF, tacklesthe extra-hopproblem (router hops are requiredfor traffic acrossLIS insteadof direct ATM

connections) to provide end-to-end ATM connectivity and bring the QoS features closer to IP based applicatic

while generalizingon Layer 2 (IP over any layer 2). MPOA, underdefinition in the ATM Forum, definesa
way to emulate a routed protocol over ATM and also addressestitachopproblembut generalizeon Layer
3 (any layer 3 over ATM).
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5.2.1 Next Hop Resolution Protocol (NHRP)

5.2.1.1 General description

The IETF is generalising its approach to support IP (and attennetworkingprotocols)not only over ATM
but over all kinds of Non-Broadcast Multiple-Access (NBMA) networks, astATM, FrameRelayor X.25.
For this purpose, the IP over NBMA (ION) working group was formed as a succesBerRduting on Large
Clouds (ROLC) andhe IP over ATM (ipatm) working groups.The Next Hop ResolutionProtocol (NHRP)
was defined by ION as a key element of supporting IP BNBMIA. NHRP is currently only an InternetDraft
[29].

NHRP addresses one of the key problems in NBMA networks, namely the probktationscommunicating

over a Non-Broadcast Multiple-Access (NBMA) subnetwork, that are not on the same LIS. The NHRP protoc
allows the internetworkinglayer addressesind NBMA addressesf suitable "NBMA next hops" toward a
destination station to be determined.

As we already pointed out in the description of Classical IP A¥é (seesection5.1.2), the addresssolving
problemariseswhenthe stationsarein the sameNBMA network, but not in the sameLIS. In fact, in this
scenario, classical address resolution as described in RFC15anfRIFC1209[30] doesnot work, because

it can only discover a router that is a member of multiple LISs, and pazketop severaltimes throughthe
NBMA network instead of using one single hop. NHRP solves this problem with the definition of an inter-LI<
addressresolution mechanism,providing the source station with a "short-cut" routing, that allows to
communicate through the NBMA network without having to involve intermediate routers.

In this sense NHRP is not a routipgotocol, but just an inter-LIS addresgesolutionmechanisnthat makes
useof networklayer routing in resolvingthe NBMA addressof the destination.ThereforeNHRP doesnot
replace existing routing protocols, that are still used to determine the source path (other means thaamouting
be used to do it, for example, static configurations).

NHRP replaces the concept of LIS with the concept of Local Address Groups (LAGS). LAGs were introduced
[31] to extend IP architecture, thiamits direct communicationbetweenhostswith the samesubnet,to large

data network. LAGs are identified by an IP address prefix, and group hosts and routdifendtht subnet.As
described in [29]for NHRP the essentialdifferencebetweenusing the LIS or the LAG modelsis that while

with the LIS model the outcomeof the “local/remote” forwarding decisionis driven purely by addressing
information, with theLAG modelthe outcomeof this decisionis decoupledrom the addressingnformation

and is coupled with the Quality of Service and/or tratfi@racteristicsThis implies that two stationsthat are

on the same NBMA, but thatre not necessarpn the sameLlS, candirectly communicatebeing part of the
same LAG, as illustrated in Figure 13.

ARP
|server

Figure 13: the Local Address Group (LAG) concept

5.2.1.2 Protocol overview

For NHRP operationtherehasto be one Next Hop Server(NHS) in everyLIS. All hostson a LIS register
their NBMA and internetwork layer (e.g. IP) address with their NHS when booting.
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Assume a Host S wants to send an internetwork layer packet (e.g. IP) to Host D which lies outksdeTibs
resolve the NBMA address of D, S sends a nextResplution Request to its NHS.The NHS checkswhether
Host D lies in the sameLIS (is servedby the sameNHS). If the NHS doesnot serveHost D, the NHS
forwards the request to the next NHS along the routed path. Using this algorithm theiregasseédn from
NHS to NHS and eventually arrivesthe NHS that servesHost D. This NHS canresolveHost D's NBMA
address and sends it back to Host S in a nexRaggution Reply either along the routed path or directlyitlf
is sent back along the routed path, intermediate NHSs can optionally store the address infappiation for
Host D contained in the Resolutidteply to answersubsequenResolutionRequestsUsing this mechanism
NHRP provides S with the NBMA address of D, if D is directly attached to the NBMA, or in thecatbethe
addresf an egresgouter at the edgeof the NBMA which hasconnectivityto D. Host S andHost D may
choose to cache the address mapping.

Host S canchooseto either drop the packettriggering NHRP, retain it until the arrival of the Resolution
Reply or forward the packet along the routed path towards Host D.

5.2.1.3 Use of NHRP

Issuing anNHRP requestwould be an applicationdependengction[31], in particularbecauseNHRP allows
the specialfeaturesprovided by the NBMA to be used.Thus, when a "cost" is associatedwith NBMA

connectionsthereis an evidentadvantagan using NHRP short-cuts,i.e. only one connectionacrossthe
NBMA. For example,whenthe NBMA networkis ATM and the applicationrequestsQoS guaranteesthe
short-cutrouting of NHRP helpsto establisha direct VC in the ATM domain acrossseverallP subnets,
allowing the application to benefit from the QoS features of ATM.

R2
R1 R3
NHS
LIS 1 LIS 2

ATM Network

Direct VC

Figure 14: NHRP established direct ATM connection across LIS borders

For this reason, the Multiprotocol Over ATM (MPOA) Working Group of the ATM Fohasdecidedto use
NHRP for resolving the ATMaddressesf MPOA communicationsvherethe destinationdoesnot belongto
the same Internetwork Address Sub-Group of the source [32], as illustrated in Figure 14.

5.2.1.4 Assessment

The main advantagef NHRP is thatit can solve the multiple-hop problem through NBMA networks by
offering inter-LIS addresgesolution,thus enablingthe establishmenbf a single-hopconnectionthroughthe
NBMA network. If the NBMA networkis ATM, this meansthat by using NHRP a single direct VC canbe
established across several LIS, bringing Qo$he IP dataflow betweenthe VCs endpoints But NHRP can

only achieve this if the routed path lies entirely within M@WVIA networkandonly underthe conditionsthat
NHRP is supported on all routers along the routed path. Furthermore it is also important to note, tha even
direct connection can be established through the NBMA network, it will be shaadt IBytraffic betweenthe

two endpoints, which means that it does not bring QoS to an individual application.
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Anotherproblemwith NHRP is that stablerouting loops may occur, if NHRP initiating and responding
stationsare routers, which are additionally connectedover anothernetwork. Avoiding theserouting loops
imposesrestrictionson the network configuration. But thereis alreadywork in progress[33] to augment
NHRP to solve this problem.

Another negative effect that could arise with NHR#2ol ution Request is the domino effect. This occunghen
a router originates a NHRResolution Request for a transit packet(a packetarriving over one of its NBMA
attachednterfaces)If the routerforwardsthis datapacketwithout waiting for an NHRP transit path to be
established, then the next transititer receivingthe packetcanoriginateits own NHRP Resolution Request
andforward the packet,andso on. One solution proposedto solve this problemis that a router doesnot
generate NHRIResolution Request for transit packets, but only for packets on its non NBMA interfaces.

Deployment of seamless NHRP functionality requires additional softwaa#i tiwstsand routersconnectedo
the NBMA network.

The current NHRP specificationworks only for unicastcommunication,it does not suit a broadcastor
multicast setting.

NHRP is only a draft and is far from being generally deployed.
5.2.2 Multiprotocol over ATM (MPOA)

5.2.2.1 Motivation

The ATM Forum's MultiprotocoDver ATM (MPOA) subworkinggroupis defining an approachto support
seamless transport of layer 3 protocols across AiEbvorks.Multiple layer 3 protocolsareto be supported,
such as IP, IPX, Appletalk, etc.

MPOA is extending the VLAN beyondhat was definedin LANE basedVLANSs, addressinghe well known
shortcomingsof LANE that router hops are required for VLAN interconnectionand its inability to run
protocolsin native mode,which could exploit ATM’s QoS features.In other words, MPOA tries to offer
transparenemulationof routed protocols over ATM network, much the sameas LANE offers transparent
emulationof a LAN protocolover ATM network. MPOA providesend-to-end_ayer 3 connectivity between
hosts attached to the ATM fabric and hosts attached to legacy subnetwork techi®@yy.operatesat layer
2 and 3, but uses LANE for layer 2 forwarding.

MPOA was built with the following design goals in mind:

» Allow MPOA devices to Establish Direct ATM connections

* No significant changes to installed Bridges, Routers and Hubs
e Integrate with LAN emulation

e Support Network Layer Multicast and Broadcast

e Support Auto Configuration at ATM hosts

e Separate Switching from Routing

Much as the IP oriented IETF is trying to run onlyd¥er all underlyingtechnologiefATM beingonly one
of them), the ATM Forum trieso run all kind of Layer 3 (IP only one of them) protocolsover only ATM.
Where “IP over ATM” is concerned theio standardisatiomodiesconvergeandthe IP versionof MPOA can
be consideredhe unification of ClassicallP over ATM (togetherwith MARS and NHRP extensions)and
LANE.

So far the ATM Forum produced a MPOA Baseline document [32].

5.2.2.2 The MPOA reference model

The basic unit of organisation within MPOA is the Internetwork Address Sub-Group (IAS&)definedas a
range of internetwork layer addresses summarized into an internetwork layer pyotmepl. In the caseof IP
this is essentially aubnet.
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An IASG will containa numberof devicesactingas MPOA serversandclients as describedin the MPOA
reference model (Figure 15). Servers are those devices providin@lageordination,addresgesolution,route
distribution and broadcast/multicast forwarding. Clients are users of the MPOA services.

A
IASG Default Remote Route
Coordinatio Forwarder Forwarder Server MPOA Servers

ATM v
Network A

MPOA Host ’4
v
Edge

Devices
Non ATM-attached Hosts Non ATM-attached Hosts

Figure 15: MPOA reference model

MPOA Clients are:

» MPOA Hosts: hosts that are directly attached to ATM, running MPOA protocol stack

» Edge Devicesphysical devices that are capable of forwarding packets between legacy LAN interfaces an
ATM interfaces at both Layer 2 and Layer 3. However they do not run layer 3 routing protocols to get the
information for the Layer 3 packet forwarding, but they query the Route Server for this information.

The services offered by MPOA Servers can be classified in the following functional groups:

* ICFG (IASG Coordination Functional Group): coordinates the distribution of an IASG across
multiple traditional LAN ports and/or ATM connected hosts, it is responsible for the configuration of the
IASG

* RSFG (Route Server Functional Group) runs layer 3 routing protocols, provides address
resolution and route distribution

» DFFG (Default Forwarder Functional Group): forwards traffic within an IASG if no direct client
to client connection exists and performs the Multicast Server Function (MSF) within the IASG

* RFFG (Remote Forwarder Functional Group): forwards traffic between IASGs

5.2.2.3 MPOA architecture

Typically the MPOA server functionality is split among two physical entities, the RRerteerandthe IASG
Coordinator. The IASG Coordinator provides ICFG and DFFG functionality. The Route Server provides RSF
and RFFG functionality.

MPOA Hostshavedirect VCs to the IASG Coordinatorandto the Route Server.EdgeDevices,Bridgesand
LANE Hosts connect to the server entities over LANE, implying thatMPOA serversandthesedevicesall
run a LEC.

5.2.2.4 MPOA procedures

Proceduresn MPOA are highly complex. Neverthelessa simplified descriptionis given which relatesto
Figure 16.
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When initializing, all MPOA Hosts and Edge Devices announce their own Bagad ATM addresseandthe
layer 3 addresseseachableghroughthemto the IASG Coordinatorandthe Route Server.In parallel normal
LANE initialisation takes place.

Whena MPOA host desiresto know how to contactanotherhost over ATM it issuesan addressresolution
query to ICFG. If the destination host is a MPOA host within the same INJ&5 canreply with its ATM

address. If the destination host is in another IASGreljgestwill be passecamongthe RSFGsacrossiASG
borders. In the destination host’s IASG a RSFG/ICFG knows the ATM addréss déstinationhost andcan
reply to the address resolution query. In either cases the source host can then establisiTavtlioectnection
to the destinationhost. Note that this functionality is identical to NHRP and indeedMPOA relies on this
protocol. But in additionto the functionality of establishinga direct ATM connection,MPOA offers the
passing of packets before the ATddnnectionis establishedy sendingit from the sourcehost over DFFG
and several RFFG to the destination host along the routed path.

Now consider an Edge Device trying to send packets to anotheover#TM. The edgedevicefirst looks at

the MAC destination address. If it is not the MAC address of a router within the liA®@sto remaininside
the IASG andthe EdgeDevice usesLANE eitherto sendit directly if it knows the MAC to ATM address
mapping (e.g. destination &LANE host) or to sendit to ICFG for forwarding. If the MAC addresss the

MAC address of a router, the Edge Device looks at the internetwork address contained in the takketvf
the internetwork to ATMaddressmapping(e.g. destinationis a MPOA host) the Edge Device canforward it

directly. If the internetwork address is unknown, the Edge Devicetasli®oute Serverfor an internetworkto

ATM addresgesolution. In the latter casethe Edge Device has the samebehaviourlike the MPOA host
described in the previous paragraph.

- o ATM ST~
_ — Network ~
’ IASG 1 IASG 2 .
NHRP
) v 4 > w

MPOA Host
Edge _Edge MPOA Host
Devices - - = = Devices
LANE Host LANE Host
Non ATM-attached Non ATM-attached
Hosts Hosts

Figure 16: MPOA architecture

5.2.2.5 Assessment

MPOA is a very complex technology and the work in 8%M Forum hasonly startedandis far from being
completed. IP might be worth the complexity because it iwidely used,but it canbe doubtedif this holds
true for other layer 3 protocols as well .

Nevertheless, the MPOA model is a very promising technology providing the following benefits:
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« MPOA provides the connectivity of a fully routed environment, supporting even multicast and broadcast a
layer 3.

* MPOA takes maximum advantage of ATM:
» because it offers direct ATM connection between MPOA devices, without intermediate hops
» because it supports Native ATM, exposing QoS to layer 3 protocol stacks

« MPOA reduces infrastructure costs by defining a new network architecture. Instead of deploying common
routers with both the functionality of switching, which is very cheap as it can be done in hardware, and
route computation, which is rather expensive as it needs to run on a high performance platform, the
switching is distributed in Edge Devices and there is only a single, centralised router

e MPOA provides an universal approach for layer 3 protocols over ATM

 MPOA easily integrates with LANE

Apart from its complexity, a disadvantage of MPOA is that host protocol stacks have to be changed.

5.3 QoS Support with Existing Technologies

This section discusses some of the solutions available today to bring ATM’s high speed and QoS sifipport tc
based applications. Most of these solutiegre born as proprietarysolutions of router vendorsor educational
institutions and then put forward to the IETF to make them standards (RFC).

Section 5.3.1 discusses Arequipa, an extension to Classical IP over ATM, which allows applicatquestio
their own SVC with guaranteed QoS by bypassing the IP layer during connection establishment.

The rest of Section 5.3 discusses two of the various solutions of how to use the fast Layer 2 label sfvitching
ATM in conjunction with network layer routing. The basic idea belilhdf thesetechnologiess to increase
the packetforwarding performanceof routers by replacing slow and expensivenetwork layer forwarding
decisions with fast, low cost Layer2 label-swappiagedforwarding (cut-throughpacketforwarding) while at
the sameimproving routing functionality, scalability and flexibility. If thesetechnologiesare seamlessly
deployed in an ATM basedetwork, end-to-endATM VC connectionwith guaranteedoS canbe established
for IP traffic, without havingto use ATM addressingrouting and signalling like in the overlay model. The
IETF Working Group MPLS (Multiprotocol Label Switching) is currently working on unifying and
generalizing the different approaches which vary in such things as theftygedlabels, the trigger eventfor
label binding, the way how labels are distributed in the networks and the prateepfipport.Section5.3.2
introducesthe conceptof IP Switching becausethis was the first proposalin this areaand Section5.3.3
presentsTag Switching, which is probably the most advancedsolution in this areatoday. Other related
approachedike Cell Switch Router (CSR, Toshiba), AggregateRoute-BasedP Switch (ARIS, IBM) or
Switching IP Through ATM (SITA, Telecom Finland) are not discussed in this paper.

5.3.1 Arequipa extension to Classical IP over ATM

5.3.1.1 General description

The Arequipa (Application REQuestedIP over ATM) protocol is a mechanismwhich allows IP based
applicationsto requesttheir own SVCs with guaranteed)oS. It was developedoy EPFL (a memberof the
ACTS-EXPERT project) as an extension to CLIP, and is described in RFC2170 [25].

Arequipa is a mechanism which allows applicationsgtablishend-to-endATM connectionsundertheir own
control, and to use thes®nnectionsat the lower protocollayer to carry the IP traffic of specific sockets,as
illustrated in Figure 17.
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Figure 17: Arequipa established VCs across LIS borders

Unlike the connections set up by Classical IP over ATM or by LANE, which are shared énytitledP traffic
flow betweenthe connectionendpoints Arequipa connectionsare used exclusively by the applications that
requested them. The applications can therefore exactly determine what QoS will be available to them.

Figure 17 illustratesthat Arequipaconnectionsare end-to-end despitethe LISs topology, in line with the
extensions to IP architecture described in [31]. It shalss that eachflow hasits own connectionwith QoS
requirements.

In its broadestsense Arequipaoffers the meansto use propertiesof a network technologythat is usedto
transport another network technology (dfy.on ATM) without requiringthe explicit designand deployment
of sophisticated interworking mechanisms and protocols.

Traditional protocol layering typically only allows accessto functionality of lower layersif upper layers
provide their own meansto expresghat functionality. This approachcan introducesignificant complexity if

the semantics of the respective mechanism are dissimilar. Also, if the upper layer fails to provnderfhee,

no direct access is possible and the lower layer functionality may be wasted or used in an inefficient way (e.c
using heuristics to decide on the use of extra features). This is apjpatkatcasewith the QoS functionality

of ATM which is hiddenby the IP layer whenIP is run on top of ATM. Arequipaenablesapplicationsto
exploit the hidden properties of lower layers by allowing applications to control them directly.

It is important to note that Arequipa coexists with “normal” use of the networking staekapplicationsnot
requiring Arequipado not needto be modified andthey will continueto usewhateverother mechanismsare
provided. Moreover, althougtnaffic betweenapplicationsusing Arequipadoesnot passthe normal routedIP
path anymore, gener#? connectivitymay still be necessarye.g. for ICMP messagesr for traffic of other
applications.

5.3.1.2 Protocol overview

Arequipa provides two new socket primitives to applications:
» Arequipa_preset(): opens an end-to-end SVC and sends all data from the socket over that connection
» Arequipa_expect(): allows incoming Arequipa connections in the reverse direction

Typically the server side of the application opens and binds a socket and then calls Arequipa_jerquest(y
the socket for incoming Arequipa connections. The client side apeasket,calls Arequipa_preset(vith the
desired QoS and the server's ATM address and port number and then connects the socket.

Note, that in order to establish the direct VC connection, the ATM address and port number of tHeas¢over
be known.

In the protocol stack Arequipa can be seen as a device. Figure 18 shows the protocol Areckiifmxand the
interaction for a Arequipa_preset call.
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Figure 18: Arequipa in the protocol stack

5.3.1.3 Applicability

Arequipa is applicable, for IP and ATM, if the following two conditions are met:

» applications can control “native” connections over the lower layer communication media, that is that there
has to be a signaling APl which can be used by an application

* both IP and ATM allow communication between the same endpoints (or they share at least a useful
common subset of reachable endpoints)

The next two conditions do not have to be met, but without them the use of Arequipa may be questionable:
» all IP traffic between a pair of hosts typically shares the same ATM SVC
» multiple lower layer connections are possible between a pair of endpoints

In orderto simplify interactionwith the protocol stack, Arequipaassumeshat datasentto destinationsfor
which no Arequipa lower layer connection has been established will be delivered by some default mechanisir

Note that despiteits name(Application REQuestedP over ATM), Arequipais not only limited to IP and
ATM. The upperlayeris typically IP or somesimilar protocol (e.g. IPX). The lower layer can be ATM,
Frame Relay, N-ISDN, etc.

5.3.1.4 Application changes

TCP/IP based applications have to be slightly changed in their socket opening behaviour to enableuthem
over Arequipa. Basically all that has to be changed is the calling ofaeketfunctions Arequipa_preset(@nd
Arequipa_expect().

Thereis alreadyan Arequipabasedapplicationpublicly availableto demonstratehe power of the Arequipa
approach. This is a Web-over-ATM application written by EPFL, which allows HTML pages to be downloade
with QoS guarantees.

5.3.1.5 Assessment

Arequipa has the following advantages:

» Arequipa enhances CLIP to allow IP based applications to make full use of ATM’s QoS guarantees by
allowing them to set up and control their own VC connections.

» Arequipa is a rather light software that only needs to be run on hosts and needs no network support like
NHRP or RSVP.

» By establishing direct end-to-end connections routing overhead can be avoided.

* Arequipa is a solution that works and is availabtay.

» Arequipa is co-existent with the normal CLIP stack allowing “normal” and “Arequipa enhanced”
applications to run simultaneously.
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The only disadvantagén using Arequipacanbe seento be the fact that existing IP applicationsneedto be
“Arequipa enhanced'to be able to take full advantageof its features,though software changesare only
minimal.

5.3.2 IP Switching

5.3.2.1 General Overview

An IP Switch is a hybrid between an ATM Switch and a gigediter. Datagramforwarding is handledby an
ATM switching fabric (as opposed to a router backplane) and routing is performed by traditionadotiutae
on an IP switch controller (Figure 20).

IP Switch Controller E

GSMP

ATM Switch

Figure 19: IP Switching Architecture

By using the high performance, low cost switching hardwareTdfl togetherwith the simple, well tunedIP
software for addressing and routing, IP Switching combines the strength of both technologies (Figure 20).

=} ATM Forum =]
Software Soft.vare Software

MAC Layer
( Trazsnort

IP Router ATM Switch IP Switch

Figure 20: IP Switching concept

IP Switching uses flow classification to optimise the load on the IP switch controlflervAs an extended IP
conversation. More specifically, a flow is a sequence of IP packets sent from a pasticutato a particular
destination sharing the same protocol type (such as UDP or TCP), tgpeviae,and other characteristicsas
determined by information in the packet header. The switch controller idetuifigsr durationflows, asthese
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can be optimised by cut-through switching in the ATM hardware. The rest of the traffic continues to receive tl

default treatment - hop-by-hop store-and-forward routing.

5.3.2.2 Flow Classification

The main task ofhe flow classificationprocesss to selectthoseflows that areto be switchedin the ATM

switch, and those that should be forwarded packet by packet by the IP switch controligciSlemto switch
flows directly throughthe ATM switch is called short-cutrouting. Long durationflows arewell adaptedfor
sucha short-cutrouting. Short durationflows shouldbe handleddirectly by the forwarding engineof the IP
switch controller. Application information providesan approximateindication for flow duration. Multimedia
traffic (voice,image, video-conferencingis an exampleof long durationflows, whereasnameserverqueries,
are typically of short duration.

For the flows selectedfor short-cutrouting, a VC must be establishedacrossthe ATM switch and the
association of flow and VCI label has to be communicatedeapstreamP switch in orderthat this switch
can use a short-cutroute. The Ipsilon Flow ManagementProtocol is a meansto communicatethis
information, another solution would be to use RSVP.

5.3.2.3 lIpsilon Flow Management Protocol (IFMP)

IFMP [26][27] enablescommunicationsetweenmultiple IP Switchesor betweenhostsandIP Switches.It

associatedP flows with ATM virtual channelsand defines the format for flow-redirect messagesand
acknowledgements. IFMP is implemented in stations,suchas routers,shared-mediaubs, LAN switches,
or TCP/IP hostsequippedwith an ATM NIC to connectdirectly to an IP Switch. On ATM links it usesa
default VC (VPI 0, VCI 15). The ATM VCI for a specific IP flow is selectgdthe receivingendof the link.

All packets of flows that have not been switched are forwarded hop-by-hop betwaeitcPcontrollersusing
the default VC.

At system start-up, each IP node sets up a virtual channel on each of its ATM pliwylsiced be usedasthe
defaultforwarding channel.IP datatraffic from existing network devicesflows into an upstreamhost, edge

router, or IP Switch gateway equipped with an ATM network interface card (NIC) and IP Switching software.

Default Operation Flows Upstream labelled

IP Switch IP Switch|
Controlle Controllel
A A
U 0 /] N\ gd 1
pstream|m=—_ Downstream Upstream L Downstrea
Node Node Node '»6 JATM Node
Switch
Flows Downstream labelled Cut-Through Switching Complete
IP Switch IP Switch
Controlle Controlle!
A
Upstream Downstr ealn Upstream Downstrea
Node Node Node ~ =A™ =1 Node
6|\ svih /|®

Figure 21: From default routing to cut-through ATM connection

An ATM input port insidethe IP Switch receivesincoming traffic from the upstreamdevice on the default
channelandsendsit to the intelligent routing software of the IP Switch Controller (1). The ATM switch
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hardwarefunctionssimply as a high speed/O extensionof the routing software.The IP Switch Controller
forwards the packetin the normal mannerover the default forwarding channel. It also performs flow
classification,a decision-makingprocesshat enableslP Switchesto optimise datatraffic. Once a flow is
identified, the switch controller asksthe upstreamnode via IFMP to label that traffic using a new virtual
channel (2). If the upstream node concurs, it selects a new \Ghaahelandthe traffic startsto flow on this
virtual channel(3). Independentlythe downstrearmodecanalso askthe IP Switch Controller to set up an
outgoing virtual channelfor the flow (4). When the flow is isolatedto a particularinput channeland a
particular output channel(5), the IP Switch Controller instructsthe switch to make the appropriateport
mappingin hardware pypassingthe routing softwareandits associategorocessingoverhead6). This design
allows IP Switchesto forward packetsat rateslimited only by the aggregatethroughputof the underlying
switch engine. First-generation IP Switches support up to 5.3 million PPS throughput. Further, thecause
is no need to reassemble ATM cells into IP packets at intermediate IP Switches, throagtgnsoptimised
throughout the IP network.

5.3.2.4 General Switch Management Protocol (GSMP)

The control protocol usedbetweenthe IP switch controller and the ATM switch is the General Switch
Management Protocol (GSMP) [28]his allows IP switchingto be usedwith ATM switchesfrom different
suppliers. Different ATM switches are designed with different size, cost and functionality trade-aft$h@oe
has to be made. GSMP can also support a standard ATM Forum control protocol stack instedr] e itoh
controller software. Thus, a choice of network control software is possible for the same hardware.

GSMP is a simple master-slaverequest-responsprotocol, and the switch issuesa positive or a negative
responsewhenthe operationis complete.Unreliabletransportis assumedetweencontroller and switch for
speedand simplicity. All GSMP messagesare acknowledged,and the implementationhandlesits own
retransmission.

GSMP runson the default VC (VPI 0, VCI 15) over AAL 5 with LLC/SNAP encapsulationThe most

frequent messages (connectimanagementire designedo fit into single cell AAL 5 packetsAn adjacency
protocol is used to synchronise states across the control link and to discover the idémgigntity at the far

endof the link. Therearefive typesof messageconfiguration,connectionmanagementport management,
statistics, and events.

GSMP has been implemented on at least eight different ATM switches. The codeG@Nteslaveis about
2000 lines. A referenceimplementationis available. The measuredperformanceof the GSMP slave on
Ipsilon’s IP switch is just under 1000 connection setups per second. This camigrbeedby hardwareSAR
support.

5.3.2.5 Assessment

IP Switchingis describingan optimizedand scaleablevay of supportinglP over ATM. It makesuseof the
strengthof both ATM andIP to increasethe throughputof the Internet: ATM hardwareoffers fast speedsat
relatively low prices; IP routing is much simpler than the complicated ATM addressingg andsignalling
protocols defined by the ATM Forum (UNI, P-NNI). Persistent flow traffic (e.g. file transfer) is typically worth
the connection establishment delay and ATM overhead becaustherigect VC is establishednly fastcell
switching is performedby the network node without having to reassembleand analyze IP datagramsfor
routing. On the other hand, the delay and overhead of establishing an ATM connection doaisersensefor

short duration,non-persistentlataflows (e.g. DNS lookup), which consistsonly of a few datagramswhere
normal IP datagram routing is much better suited.

End-to-end QoS can in principle be achieved in a homogeneous, IP Switching equipped network. Bo8ever
is only expressed with a priority for a flow and not with the usual ATM paramete@ofér Furthermoreit is
important to note here, that it is not the applicaitself but the networkthat initiates the connectionsetup.
This means that an application has no means to request a special QoS.
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5.3.3 Tag Switching

5.3.3.1 General Overview

Tag Switching is a proprietary proposal by CISCO [34], [35]. Its objective is to increasepedtemancan
WANSs (for example irthe global Internetor in the backboneof ISPs) by reducingthe complexity of packet
forwarding while providing bettescalability andricher functionality to network layer routing. Unicastpacket
forwarding in an IP router involves searching in a table of IP adgre§izes(called network layer reachability
entries) for the prefix which has the longest match. Tag switching aireplatingthis operationas much as
possible by a simple fixed length label lookup in hardware, exactly as is done with ATM or FrameTRislay.
improves packetforwarding performanceand introducesnew functionality, increasedscalability and more
flexibility in the network layer routing.

Tag Switching consistsof two componentsthe forwardingcomponentthat usesthe tag informationin the
packetsand the Tag Information Basein the switch to perform fast packet forwarding, and the control
component which is responsible for tag creation and distribution.

Tag Switching is not restrictedto uselP as networklayer protocol and ATM on Layer 2 but is a general
approach applicable to any network layer and Layer 2 protocol.

5.3.3.2 Tags

Tags are short, fixed length labels, enabling Tag Switches to do simple and fast table loblaungsare Tag
Switching doesnot defineits own packetformat it only addsa tag to an existing packetformat. The tag
information can be carriedin a packetin a variety of ways. For examplea 32-bit tag is addedin front of a
network layer packagewhich could be IPv4, IPv6, Appletalk or anotherformat. Figure 22 showsthis tag
format. A tagged packet is carried on any layer 2 mechanism (e.g.: Et#eFMt,andis identified by a layer
2 protocoltype (i.e., therewould be an Ethertypedefining unicasttaggedpackets and anotherEthertypefor
multicast packets). A minor difference compared to the ‘tags’ used in ATM and IRelagis the presenceof
a time-to-live field, which allows to use normal IP routing for tag distribution.

32 bits = 19 3 2 1 7

IPv4 packet

IPv6 packet

TTL :time to live
COS :class of service
RES :not used

BOS : bottom of stack

Figure 22: A tag format

Given the variety of ways to carry tag information enables the use of Tag Switching over any kind of media.

Tags mayoptionally be stacked.This enablesaggregatiorof traffic flows. It canbe usedto speedup packet
processing in backbones, and also to scale reservation mechanisms. Figjuoe/28 possibleuse of stacked
tags in the Internet. Tag switch R1 adds an IGP tag to a BGP tpggketto routeit insidethe domain.Tag
switch R2 makesits forwarding decisionsolely on the IGP tag. Tag switch R3, the egressrouter of the
domain, removes the IGP tag.
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BGP tag BGP tag

= I
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IGP tag BGP tag

Figure 23: Stacked tags

5.3.3.3 Forwarding Component

The forwarding component of a tag switch is based on the notion ofsabelping.Every tag switching node
maintainsa Tag Information Base(TIB), which is similar to ATM label swappingtables.If an incoming
packet is tagged, then the Tag Information Biasgearchedor an exactmatchingentry. If oneis found, then
the Tag InformatiorBaseentry indicatesthe outgoinginterfaceto which the packetshouldbe forwarded,and
the value of the new tag to be used. Unlike with ATM switchingpientry is found, then the network layer
information contained in the packet is used.

It is important to note that the forwarding component of Tag Switching is network layer independent.

5.3.3.4 Control Component

The control component of a tag switch is responsiblefeatingand distributing the tag binding information
among tag switches.

In contrastto IP Switching wheretag bindingsaretriggeredby the detectionof a persistentdataflow (data
traffic driven) Tag Switching uses topology driven tag binding, which means that a tag switch is pojtslating
TIB with incoming and outgoing tags for all routes to which it has reachability.

Tag Switching supportsa wide rangeof forwarding granularitiesto supportsa wide range of forwarding
granularitiesto provide good scaling characteristiceand accommodataliverse routing functionality: at one
extreme a tag could be bound to a groupooites,at the other extremea tag could be boundto an individual
information flow.

There are three permitted methods for tag allocation and TIB management:

» downstream tag allocation

» downstream tag allocation on demand

e upstream tag allocation

In downstream allocation a switch is responsible for creatingitedjingsthat apply to incoming datapackets
and receives tag bindings for outgoing packets from its neighbors (see Figtop)24Upstreamallocationis
the other way round.

There are two families of methods for tag distribution, namelyisigibution by explicit reservationsandtag
distribution based on destinations.

In tag distribution by explicit reservation, tags are distributed alaitiy the reservatiormechanismijf RSVP
is used, then thealue of the tag is part of the RESV messageThis is very similar to the connectionsetup
mechanism of ATM.

In tag distribution based on destination, the tagsdistributedby the routing protocol. For this purposethe
tag switchesalso haveto be routersfor the protocolsthey support(IPv4, IPv6, Appletalk, etc.). Routing
protocolsare usedto write the prefix entries,which are then associatedvith tags. Routing updatesmay
piggybackthe tags (distanceor path vector protocols),or the tags may be distributedby a separateprotocol
called TagDistribution Protocol[36] (link stateprotocols).Binding tag distribution togetherwith routing is
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much simpler than using the overlmyodel(like in IP over ATM). The presenceof the TTL field in the tag
avoids problems of temporary loops.

Figure 24 showsan exampleof tag distribution with a distancevector protocol and IPv4 addresformats. It
also shows the resulting Tag information Bases and the forwarding of tagged packets.

[
233:128.178/1 723:128.178] -
= 99: 10/ 8
L |z, €e—— |
R1 7
Tag |nf Base nput Tabl
233 128. 178/ 1p |233] 23] 2 Brslio0/8 |
9910/ 8 991875l 3

- da=128.178. 156. 24
da=128.178. 156. 24 - da=128.178. 156. 24 ) []

: R3
2 S

1[:2 ‘ 1

M I Rl M I

S [

da=10. 149. 231. 65 - da=10. 149. 231. 65

- da=10. 149. 231. 65

Figure 24: Tag distribution by routing updates (top) and forwarding of tagged packets (bottom)

5.3.3.5 Tag Switching with ATM

The characteristicoof ATM switchesrequire some specializedproceduresand conventionsto support tag
switching (see [37]).

Tags can be carried in the VCI field of ATM cells, or if two levels of tagging are needed in the VCI and VP
fields.

Thedownstream on demand tag allocation procedure is used.

ATM switches need to implement the control component of Tag Switching, have to actively participate as
a peer in the network layer routing protocol and may need to support network layer forwarding.

ATM tag switches are only allowed to be interconnected over conventional ATM switches if VP
connections are used (only one level of tagging).

To avoid cell interleaving an ATM tag switch needs to have several tags allocated with one route .

The existence of the tag switching control component on an ATM switch does not preclude the ability to
support the ATM control component defined by the ITU and ATM Forum on the same switch and the sarr
interfaces. The two control components, tag switching and the ITU/ATM Forum defined, would operate
independently.
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5.3.3.6 Assessment

Tag Switching is a very powerful way of integrating the fast forwarding of cell-switching technologies with the
simple addressingand routing of frame-switching technologies.The simplicity of the Tag Switching
forwarding paradigmimprovesforwarding performancewhile maintainingcompetitive price/performanceBy
associating a wide range of forwarding granularities with a tag , a wide varietytofg functions (destination
based routing, multicast routing, QoS-based routing, hierarchy of routing knowledge) can be supported.

Tag Switching differs from IP Switchingp that tags are neverallocatedbasedon flow analysisbut basedon
the network topology. Becausethe network topology is quite static, topology-basedtag allocation has a
performance advantage over flow-based allocation. Another difference to IP Switching is tBatiftduing is
a multiprotocol technology, whicts neitherboundto a particularnetwork layer nor to a particulardatalink
layer

If Tag Switching is used with IP and ATM, the whole huge ATM control plane as defindeByTM Forum
or ITU (UNI, P-NNI, etc.) can be replacedby the much simpler control componentof IP Switching. A
drawback of using Tag Switching with ATM is that the ATM tag switches ba\marticipateas a peerin the
network layer routing protocol and may even need to support network layer forwarding. ITAGBwitching
is used inconjunctionwith a reservatiorprotocollike RSVP it is possibleto provide VC connectionswith
guaranteed end-to-end QoS for IP flows or even applications in a homogeneous network.

Tag Switching is mainly a backbonetechnology,which is well suited for Internet Service Providersto
efficiently route their Internet traffic across a high speed switching technology such as ATM.

Securityand chargingissueswere not yet addresseéh Tag Switching but they dependheavily on the used
protocols.

Tag Switching is defined in a series of RFC and IETF drafts and is one of today’s hotteshto@tsorking.
Cisco announced the availability of a commercial implementation of Tag Switching by autumn 97.
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6. Conclusion

In this paper we gave a technical overview on the competing integrated services setwioks,suchas P,
ATM and the different available and emergingtechnologieson how to run IP over ATM networks, and
identified their potential and shortcomings of being a solution for an integrated services network.

The following table summarizes some of the technical details of the discussed technologies.

Classification

Pure IP_Solution X X X

Pure ATM Solution X X

IP over ATM Solution (overlay model) X X X X

Label Switching Solution X X
Native ATM support X X X X X X
Emulation of LAN X X

Multiple Layer 3 supported X X
Multiple Layer 2 supported X X X X X
Network Scope

Local Area Networks (LAN) X X X X X X X X X

Wide Area Networks (WAN) X X X X X X x | x X
Addressing

IP addressing on application level X X X X X X X X X
E.164/NSAP addressing on application Ig¢vel X X

IP --> ATM address translation X X X

IP --> MAC address translation X X X X X

MAC --> ATM address translation X X

User Data Encapsulation

IP_Packets X X X X X X X X X X
LLC/SNAP Packet encapsulation X X X X X X X X | x X
MAC Packet encapsulation X X X X X

AAL5 Packet encapsulation X X X X X X | x X
Data connection

Connectionless X X X X X
ATM permanent VCs X X X X X X
ATM switched VCs (Signalling used) X X X X X X
End-to-end ATM connection in subnet X X X X X X X X
End-to-end ATM connection across subngts X X X x | x X
Traffic Type

Best Effort / UBR X X X X X X X X X X X
Priority Based X X X X
ABR X X X X

CBR X X X X X

VBR X X

Table 1: Technological details

Table 2 canbe usedto comparethe potential of the discussedechnologiego satisfy the requirementof an
integrated services technology.
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Quality of Service Support

Best effort delivery (also UBR) X X X X X X X X X

QoS for IP flows in subnetwork X | nfa] x X X X X

QoS for IP flows across subnetwork X | n/a X X X

QoS on application level in subnetwork X X

QoS on application level across subnetworks X X

Addressing Flexibility

Unicast X X X X X X X X X X

Multicast X X X X X X

Anycast X X X

Deployment

ATM Hardware X X X X X X X X

ATM Signalling Software X X X X X X

ATM Routing Software X X X X X X

IP Hardware X X X X X X X X

IP Signalling Software X

IP Routing Software X X X X X X X X

Integrates with legacy IP_network equipmehnt x X X X X X X X

Charging Support

Flat rate network charging X

Traffic based network charging X X X X X X X X X

Universal Connectivity

Today X X X X X X X X

Future X X X X X X X X X

Secuity Support

Network Layer Security X | | | |

Availability Today

Draft-Standards X X X X

Standards X X X X X X X

Implementations available X X X X X X X

Applications available X X X X X X X X
if IPv6 is used

not yet supported but possible
3Q97

Table 2: Meeting the requirements of an integrated services network

It remains the question, which of these networking technologies will play a major rolefirtute We try to

answer this question for the short term and the medium-long term.

6.1 Short term

We think, that for the shortterm, IP is keepingits leadingposition on the networklayerandATM is only
going to be used as a transport network because of the following reasons:

» There is a vast base of Internet equipment deployed in WAN and LAN area

» ATM deployment is scarce and mainly concentrated in the campus, backbone/WAN area

» There is an unmatched variety of applications based on IP

» There are hardly any applications available that make full use of the superior ATM features
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This means, that for the short term theerlay model solutionslike LANE and CLIP will play animportant
role in the deploymentof ATM in LANs and backbones.Especially LANE’s excellent potential of
interconnectingandthus re-usinglegacyLAN equipmentwill makeit the first choice of corporatenetwork
providers and ISPs who are willing to introduce ATM.

Using LANE or CLIP means, that there is no quality of service supportibe applicationlayer, asthe IPv4
layer hidesall featuresof the underlyingATM network from higherlayers.Only the high speedof ATM is
exploited by these technologies.

If QoS support is requested by IP based applications today, a proprietary solution like Anegigae used.
Arequipa could play an important role in the short aretliumterm becauset allows IP basedapplicationto
request a quality of service by bypassinglfhdayer while the necessangoftwareonly hasto be deployedin
the hosts and not in the entire network.

6.2 Medium-Long term

Despitethe proceedingwork of standardizatiororganizations(ATM Forum, ITU, ETSI), it is not evident
whether ATM will ever become an end-to-end solution because of various reasons:

» |IPis extensively deployed (hardware and software)

« ATM software for signalling, routing, management and services is growing very complex and expensive
» Too much overhead to establish VC connections for short duration data flows

» Applications have to be changed considerably to use native ATM

e Full replacement of legacy LAN equipment needed to run end-to-end ATM

On the othehhand,|IETF’s IntegratedServicesframework (IPv6, RSVP, ..) is catchingup very fast with the
ATM technology by introducing reservation, security and charging support aniheviforebecomea serious
competitor for ATM.

This meansthat evenin the future, several network technologieswill coexist and ATM’s role in this
heterogeneouscenariowill remainlargely the one of a WAN/backbonetechnologyinsteadof an end-to-end
technology, for the reasons listed in the previous section.

ATM andIP will still coexistand solutions that can work in this heterogeneousvorld and that can take
advantagef both technologiesn a way that is transparento the user,will play a key role. MPOA could
potentially be used in the medium-long term, replacing LANE and CLIP whictotlscalevery well to large
networks and can not offer end-to-end connections, assuming that the highly complex MPOA standeed will
be broadly accepted and implemented. It is ntikedy, that Label Switching technologieqi.e. IP Switching,

Tag Switching) will be used in WANs/backbones because they can replace the huge control plane of ATM w
the much simpler control software for label binding and label distribution. Using Label Switebhhmplogies
would reduce ATM to a mere transport technology.

As it is expectedthat the numberof applicationsrequestingQoS will increasethe demandof Integrated
Servicesnetworkswill raise,andATM will haveto co-operateto be able to provide end-to-endQoS in a
heterogeneousetwork. The mappingof QoS requirementsfor different service classesbetweendifferent
technologies will be a key issue in the future.
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Abbreviations

AALS ATM Adaptation Layer 5 LLC Logical Link Control
ABR Available Bit Rate MAC Media Access Control
ACTS  Advanced Communications MARS  Multicast Address Resolution Server

Technologies and Services MCR Minimum Cell Rate
API Application Programmer Interface MPOA  Multi Protocol Over ATM
ARIS Aggregate Route-Based IP Switch MPLS  Multiprotocol Label Switching
ARP Address Resolution Protocol MSF Multicast Server Function
Arequipa Application REQuested IP over ATM MTU Maximum Transfer Unit
ATM Asynchronous Transfer Mode N-ISDN Narrowband ISDN
BGP Border Gateway Protocol NBMA  Non-Broadcast Multiple-Access
B-ICI Broadband Inter Carrier Interface NHRP  Next Hop Resolution Protocol
B-ISUP Broadband ISUP NHC Next Hop Clients
BLLI Broadband Low Layer Information NHS Next Hop Server
BUS Broadcast and Unknown Server NIC Network Interface Card
CBR Constant Bit Rate NNI Network-Node Interface
CIDR Classless Inter-Domain Routing NSAP  Network Service Access Point
CLIP ClLassical IP over ATM IGMP Internet Group Management Protocol
CSR Cell Switched Router ISDN Integrated Services Digital Network
DFFG  Default Forwarder Functional Group ISUP Integrated Services User Part
DNS Domain Name System IPX Internetwork Packet eXchange
Ds-1 Digital Signal Level 1 (OK] Operating System
DS-3 Digital Signal Level 3 OSPF  Open Shortest Path First
EGP Exterior Gateway Protocol PCR Peak Cell Rate
ELAN Emulated LAN PNNI Private NNI
EPFL  Ecole Polytechnique Federale de PNO Public Network Operator

Lausanne POTS Plain Old Telephone System
ESP Encapsulating Security Payload PVC Permanent VC
GSMP  General Switch Management ProtocolQoS Quality of Service
HTML  Hypertext Markup Language RARP  Reverse ARP
IASG Inter Address Sub-Group RFC Request For Comments

ICFG IASG Coordination Functional Group RFFG  Remote Forwarder Functional Group
ICMP Internet Control Message Protocol RSFG  Route Server Functional Group

IEEE Institute of Electrical and Electronic RSVP  Resource reSerVation Protocol

Engineers SAR Segmentation and Reassembly
IETF Internet Engineering Task Force SCR Sustained Cell Rate
IFMP Ipsilon Flow Management Protocol  SITA Switching IP Through ATM
IGP Interior Gateway Protocol SMDS  Switched Multimegabit Data Service
IHL Internet Header Length SNAP  Sub Network Access Point
INARP  Inverse ARP SvC Switched VC
ION IP over NBMA TDP Tag Distribution Protocol
IP Internet Protocol TIB Tag Information Base
IPng IP next generation TCP Transmission Control Protocol
IPv4 IP version 4 TOS Type Of Service
IPv6 IP version 6 (=IPng) UBR Unspecified Bit Rate
ISP Internet Service Provider UDP User Datagram Protocol
ITU International Telecommunication UNI User-Network Interface

Union VBR Variable Bit Rate
LAG Local Address Group VC Virtual Connection
LAN Local Area Network VCC Virtual Channel Connection
LANE LAN Emulation VCI Virtual Channel Identifier
LE_ARP LAN Emulation ARP VLAN  Virtual LAN
LEC LAN Emulation Client VoD Video on Demand
LECS LAN Emulation Configuration Server VPI Virtual Path Identifier
LEC LAN Emulation Client WAN Wide Area Network
LIS Logical IP Subnetwork WWW  World Wide Web
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