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Abstract

In this paper we study the perceptual impact of data loss on MPEG-2 video coded

streams transmitted over an ATM network. This impact is measured using a perceptual

qualitymetric based on a spatio-temporal model of the human visual system. Video streams

have been transmitted on top of both new network and ATM adaptation layers which

provide a robust transmission by applying per-cell sequence numbering combined with a

selective Forward Error Correction (FEC) mechanism. We compare their performance

against a transmission over AAL5. Results show that the proposed AAL behaves better in

terms of both network performance and perceived quality of the MPEG-2 decoded sequence.

1 Introduction

Nowadays, quality assessment of image sequences becomes a very important issue and receives
a large amount of attention from the multimedia communications community. For the past
several years, a tremendous number of audiovisual services has been emerging (e.g. Video
on Demand (VOD), Interactive Distance Learning (IDL), home shopping, etc). Today, ATM
technology, e�cient compression techniques, and other developments in telecommunications
make possible the o�er of such services. These services should be optimized to be proposed
at very attractive prices. One of the major issues in order to achieve this optimization is the
utilization of a perceptual video quality metric. Such quality metrics that have the advantage
of being coherent with quality as perceived by human observers are only recently beginning to
emerge.

This work focuses on the study of the perceptual impact of data loss on MPEG-2 coded
streams transmitted over an ATM network. The paper is divided as follows : a perceptual
quality metric is presented in Sec. 2. The sensitivity to data loss of MPEG-2 video applications
is studied in Sec. 3. Section 4 gives some insights on the transmission of multimedia streams
over ATM networks. Section 5 describes the simulation setup and shows some results. Finally,
Sec. 6 concludes the paper.

2 A Perceptual Quality Metric

Several studies have shown that a correct estimation of subjective quality has to incorporate
some modeling of the Human Visual System [1]. A spatio-temporal model of human vision has
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been developed for the assessment of video coding quality [2, 3]. The model is based on the
following properties of human vision:

� The responses of the neurons in the primary visual cortex are band limited. The human
visual system has a collection of mechanisms or detectors (termed \channels") that me-
diate perception. A channel is characterized by a localization in spatial frequency, spatial
orientation and temporal frequency. The responses of the channels are simulated by a
three-dimensional �lter bank.

� In a �rst approximation, the channels can be considered to be independent. Perception
can thus be predicted channel by channel without interaction.

� Human sensitivity to contrast is a function of both frequency and orientation. The
contrast sensitivity function (CSF) quantizes this phenomenon by specifying the detection
threshold for a stimulus as a function of frequency.

� Visual masking accounts for inter-stimuli interferences. The presence of a background
stimulus modi�es the perception of a foreground stimulus. Masking corresponds to a
modi�cation of the detection threshold of the foreground according to the local contrast
of the background (see Sec. 3.2).

The vision model described in [2] has been used to build a computational quality metric for
moving pictures [3] which proved to behave consistently with human judgements. Basically,
the metric, termed Moving Pictures Quality Metric (MPQM), �rst decomposes an original
sequence and a distorted version of it into perceptual components by a Gabor �lter bank.
Indeed, the pro�le of the channels is very close to Gabor functions. A channel-based distortion
measure is then computed accounting for contrast sensitivity and masking. Finally, the data
is pooled over the channels to compute the quality rating which is then scaled from 1 to 5 as
described in Tbl. 1 [4] (see Fig. 1).

Rating Impairment Quality

5 Imperceptible Excellent
4 Perceptible, not annoying Good
3 Slightly annoying Fair
2 Annoying Poor
1 Very annoying Bad

Table 1: Quality scale that is often used for subjective testing in the engineering community
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Figure 1: Moving Pictures Quality Metric (MPQM) block diagram.

2



Recently, an improved metric, termed Normalized Video Fidelity Metric (NVFM), is based
on a �ner modeling of vision and has been introduced in [5]. This new metric adds a modeling
of the saturation characteristic of the cortical cells' responses and a modeling of inter-channel
masking. It is an extension of a still-picture model developed by Teo&Heeger [6].

Figure 2 presents the MPQM quality assessment of MPEG-2 video for the Mobile & Ca-
lendar sequence as a function of the bit rate. This sequence has been encoded, with a software
simulator of the Test Model v5 (TM-5) of MPEG-2 [7], as interlaced video with a constant
Group of Pictures (GOP) of 12 frames and 2 B-pictures between every reference frame. An
important result that can be extracted from the graph is that the perceptual quality satura-
tes at high bit rates. Increasing the bit rate may thus result, at some point, in a waste of
bandwidth since the end user does not perceive an improvement in quality anymore.
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Figure 2: MPQM quality assessment for the Mobile & Calendar sequence as a function of the

bit rate.

Additional compressed video sequences show results with the same behaviour in [3].

3 MPEG-2 Video Applications Sensitivity to Data Loss

3.1 Network Requirements

In the last years, multimedia applications have developed at a very fast pace. The principal
characteristic of multimedia data is that it is of a continuous nature. As such, it has very
stringent constraints in terms of delay and delay jitter. Multimedia applications are delay

sensitive. Data arriving beyond a certain point in time is considered as lost or meaningless
by the application. This has also been referred to as \Timely information" [8]. Conversely,
traditional data transfer applications are considered as loss sensitive. They generally rely on
robust transport protocols that guarantee no loss to the application. This has been achieved
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by using retransmission schemes to correct data loss. In return, low delays are not guaranteed.
The deployment of broadband networks such as ATM have reduced to some extent the delay
problem and are able to guarantee certain delay bounds when needed. The utilization of
compression techniques such as MPEG-2, considered as the standard for video applications,
considerably reduces the requirements of video applications in terms of bandwidth. However,
compression techniques basically reduce the redundancy in the data to be transmitted thus
making multimedia applications also sensitive to data loss. So basically, the transport of real-
time multimedia data has to be reliable and timely. ATM networks ful�ll both conditions but
in some cases may fail to guarantee loss ratios.
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Figure 3: Data Loss Propagation.

3.2 Perceptual Impact of Cell Losses

In an MPEG-2 video stream, data loss reduces quality depending strongly on the type of the
lost information. Losses in syntactic data, such as headers and system information, a�ect the
quality di�erently than losses of semantic data such as pure video information. Furthermore,
the quality reduction depends also on the location of the lost semantic data due to the predi-
ctive structure of an MPEG-2 video coded stream.

Let us consider Fig. 3 showing how network losses map onto visual information losses in
di�erent types of MPEG-2 pictures. Indeed, data loss spreads within a single picture up to
the next resynchronization point (e.g. slice headers) mainly due to the use of variable length
coding, run length coding and di�erential coding. This is referred to as spatial propagation
and may damage any type of picture. When loss occurs in a reference picture (intra-coded or
predictive frame), it will remain until the next intra-coded picture is received. This causes the
errors to propagate across several non intra-coded pictures until the end of the current GOP.
This is known as temporal propagation and is due to inter-frame predictions.

The impact that the loss of syntactic data may have is in general more important and more
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di�cult to recover than the loss of semantic information. This data loss may induce frame loss
in the decoded sequence. Indeed, when a frame header (a few syntactic bytes before each frame
in the bitstream) is lost, the entire corresponding frame is skipped because the decoder is not
able to detect the beginning of the frame. If the skipped frame corresponds to a predictive
picture (I or P), it may strongly reduce the perceptual quality due to the predictive structure
of the MPEG-2 video stream.

The problem is actually that when a header is lost, in general, the whole information it
carries is skipped. Some headers are thus more crucial than others. For instance, sequence
headers, predictive (I or P) picture headers, PES headers, slice headers in intra-coded pictures
can be considered as essential in comparison to slice headers in B pictures.

Error concealment algorithms have already shown that it is possible to reduce the impact
of data loss on the visual information [9, 10, 11]. These error concealment algorithms include,
for example, spatial interpolation, temporal interpolation and early resynchronization techni-
ques. Early resynchronization decoding techniques limit the spatial propagation of errors by
decoding some semantic information that is normally discarded from the damaged MPEG-2
video streams. In other words, it helps the decoder to resynchronize quickly (at least before the
following header). This method is based on the identi�cation of allowed codewords as proposed
in [10] and, unfortunately, works only with intra-coded frames. These techniques are thus, by
far, not perfect. Data loss may still involve very annoying perturbation in the decoded video,
especially when frames are lost.

4 Transmission over ATM

ATM Adaptation Layers (AAL) have been designed to provide speci�c sets of functions ada-
pted to di�erent identi�ed classes of service. Among these AALs, AAL5 is able to cope with
any ATM transfer capability and therefore can handle any kind of application. The main
reason for this is its simplicity and small overhead. AAL5 receives SDUs from the upper layer,
appends an 8 byte trailer and sends the AAL5-PDU to the ATM layer (see Fig 4). The in-
formation contained in the trailer consists of a length indicator, a CRC-32 check and padding
information for boundary alignment. The reason for this lack of sophisticated functions is that
AAL5 was basically designed for loss sensitive applications that make use of reliable transport
protocols that handle error correction with retransmission mechanisms based on some kind of
feedback scheme. Consequently, because upper layers are packet based, when cell losses are
detected by the AAL, the full AAL5-SDU is discarded.

As already stated in Sec. 3.1, multimedia applications are delay and loss sensitive. There-
fore, they cannot rely on retransmission mechanisms for error correction. The current speci-
�cations to transmit MPEG-2 based applications do not make use of any transport protocol
albeit they use AAL5. This means that in case of cell loss, no action could be taken to correct
the error or even to inform the receiver that data loss occurred. In addition, the packet discard
mechanism of AAL5 ampli�es this problem.

In order to meet the requirements of multimedia applications, some mechanisms need to
be included in the AAL. We proposed in [12] an AAL mechanism that improves the cell
loss detection mechanism, giving better results in terms of data loss seen by the application.
Basically, we increased the resolution of the cell loss detection to the cell level. To achieve this,
we introduced a cell sequence numbering. To make this possible, we use 47-byte cell payloads
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Figure 4: AAL5 Segmentation Mechanism.

which frees an octet per ATM cell to insert the sequence number. This packetization process,
however, does not provide any kind of PDU delineation, as AAL5 does with its trailer. Our
approach assumes that the PDU size is negotiated at connection setup and that it will remain
constant for the duration of the connection. Therefore, the receiver does not need any extra
information to delineate the packets. This scheme has proven to reduce the data loss seen by
the receiver because it increases the resolution of the data loss detection algorithm avoiding
the packet discard. The receiver uses the sequence numbers to detect the number and position
of the lost cell in a packet. This information can thus be passed to the upper layers that can
take necessary action to conceal data loss. In our proposal, we use a dummy cell insertion
mechanism, when cell losses are detected (see Fig 5).
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Figure 5: Dummy Cell Insertion Mechanism.

If we consider the transport of MPEG-2 TS packets, the proposed mechanism has several
advantages. First, it always gives an integer number of cells, since the length of the TS packets
is 188 bytes which gives exactly 4� 47 byte payloads. Second, if dummy cell insertion is ap-
plied, it can be used as an error message since sequences of 47 zero-octets are not allowed by
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the MPEG-2 standard [13]. This mechanism can thus be exploited by the decoder as an error
indicator.
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Figure 6: Proposed ATM Adaptation Layer for Multimedia.

To further improve the reliability of the AAL, a selective FEC mechanism has been propo-
sed in [14]. It is based on burst erasure codes (RSE) [15] which takes into account the speci�cs
of ATM. It relies on the fact that erasures are limited to �xed boundaries (cells) to correct cell
losses only. Since this mechanism does not rely on interleaving, it introduces low delay. The
advantage of such a selective method is twofold. First, it reduces the overhead, and second, it
adapts to highly structured information such as compressed video. Other advantages of such
a mechanism are that it is well suited for point-to-multipoint con�gurations that eventually
should be widely used by such multimedia applications and also that it can be used to protect
audio separately from video since losses in audio are much more noticeable and annoying for
the user than video losses. Besides, timing information can be selectively protected to reduce
the probability of losing synchronization.

However, to achieve this selective FEC mechanism, a knowledge of the data to be transmit-
ted is necessary. Since AALs are generic, another layer has to be able to detect which infor-
mation has to be protected. This is the task of the proposed Network Adaptation Layer (see
Fig. 7). It is an application speci�c layer since it has to identify information elements in
the bitstream. In our example, we have used MPEG-2 based applications so we have deve-
loped for our experiments a network adaptation layer speci�c to this standard. The network
adaptation main functionalities are: delivery of �xed-size PDUs (in the case of MPEG-2 it is
straightforward) which includes packet segmentation/reassembly and alignment to boundaries,
and detection of loss sensitive data combined with the generation of FEC request messages.
The second functionality in the case of MPEG-2 applications consists of detecting a set of
headers and generating FEC request messages accordingly. Based on these messages passed
with the PDU, the AAL will or will not generate the FEC data.

7



MPEG-2 SPTSMPEG-2 SPTS

188 Octets

376 Octets NA_PDU

Application

MPEG-2

System Layer

Network Adaptation

Layer

(NO)_FEC_Request

 IndicationAAL

Figure 7: Proposed Network Adaptation Layer for MPEG-2 Based Applications.

5 Simulation Experiments

This section �rst presents the simulation setup including system and video coding, network,
system and video decoding, and quality assessment setups. We present next some of the main
quality assessments obtained on MPEG-2 video streams transmitted over ATM network using
both AAL-5 and our proposed AAL.

5.1 Simulation Setup

5.1.1 Video Coding Setup

The tra�c under test (TUT) consists of a ski sequence of 1000 frames (720� 576) encoded at
4 Mbits/s, with a software simulator of the Test Model v5 (TM-5) of MPEG-2 [7], as interlaced
video, with a structure of 12 images per GOP and 2 B pictures between every reference picture,
and a single slice per line (i.e. 45 macroblocs per slice).

Before being transmitted, the MPEG-2 bitstream is encapsulated into 18800-bytes length
Packetized Elementary Stream (PES) packets and divided into �xed length Transport Stream
(TS) packets by the MPEG-2 system encoder.

5.1.2 Network Setup

To test the e�ciency of the perceptual metric as a performance tool, we have carried out a
set of simulation experiments. The simulation framework shown in Fig. 8 is composed of four
multimedia workstations and two ATM switches. Both switching modules are implemented
as multiplexers with limited bu�er size. The multimedia workstations are connected as two
point-to-point communications. One of the connections uses AAL5 to transmit the MPEG-2
bit stream while the other uses the proposed AAL. To generate cell losses in the multimedia
streams, we load the multiplexing stages with background tra�c provided by several On-O�
sources. This type of source model is widely used to simulate a multiplex of tra�c such as the
one that could be found at the entrance of an ATM switch. Moreover, two state Markov source
models encompass the peak cell rate parameter which is currently the most important tra�c
contract parameter [16]. To guarantee the same CLRs to both cell streams, the background
tra�c is replicated and sent simultaneously to both multiplexing stages.
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Figure 8: Simulation Setup.

The TS packets that form the Tra�c Under Test (TUT) are delivered at a constant packet
rate to the AAL. The resulting tra�c is sent to the switching stage at a constant cell rate
where it is multiplexed with the background tra�c. Since the switch bu�er is limited in size,
some of the TUT or background cells may be lost. The TUT is then routed to the receiver end
system where the data is reassembled prior to decoding. The background tra�c is assumed
not to interfere further with the TUT and thus is directly routed to a tra�c sink after leaving
the switching stage.

The transmission of video over AAL5 is based on the approved ATM Forum Video on
Demand speci�cation [17]. This scheme packetizes two TS packets into a single AAL5-SDU.
The AAL5 adds its 8-byte trailer and the resulting AAL5-PDU is segmented into 8 ATM cells
without any padding (see Fig. 4).

The transmission of video over the proposed AAL is based on the segmentation described
in Sec. 4. Two TS packets are passed from the Network Adaptation layer to the AAL. The
AAL-PDU is then segmented into 47-byte payloads giving exactly 8 ATM cells. When FEC
is applied, we add a single redundancy cell obtained by XORing the 8 data cells. A single cell
loss per PDU can be recovered.

5.1.3 Video Decoding and Quality Assessment Setup

When the MPEG-2 decoder detects data loss in semantic information, it tries to resynchronize
as quick as possible by applying early resynchronization algorithms presented in [9]. For not
resynchronized areas, it uses classical spatial and temporal concealment techniques [11].

When a frame has been lost because of the lack of a frame header, the previous decoded
frame is then considered instead. In general, when a system or video header is missing, the
decoder tries to recover as much video data as it can.

As stated before in Sec. 3.2, error concealment techniques reduce the impact of cell loss on
the perception of decoded video sequences. This implies that, for a given con�dence interval,
the mean value of the perceptual quality can be estimated on a lower number of frames. The
quality estimation using the vision model has been performed on 100 frames (720� 576) out
of the 1000 ski pictures. The mean quality value is then calculated.
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5.2 Simulation Results

To test the e�ciency of the perceptual metric as a performance tool, we have carried out a set
of simulation experiments for di�erent background loads varying between 79% and 86%. These
background loads generate cell losses measured at the receiver which, for AAL5, includes all
the data lost due to the packet discard mechanism (see Fig. 9).
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Figure 10: Quality rating versus network cell loss ratio for the proposed AAL.

Figure 10 shows the impact of cell losses on the user perception of the decoded sequ-
ence using the proposed AAL. While increasing the CLR, the perceptual quality remains �rst
constant at a maximum value corresponding to the quality of the MPEG-2 coded sequence
compared to the original not coded one. This is mainly due to the use of error concealment
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techniques which are e�cient for low cell losses. Beyond a certain CLR, the perceptual quality
drops smoothly as only a few number of frames are lost, keeping e�cient the error masking
mechanisms.
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Figure 11: Quality rating versus network cell loss ratio for the proposed AAL and AAL-5.

On Fig. 11, one can notice that AAL5 leads to a slightly di�erent behaviour. Indeed, due
to the packet discard mechanism of the AAL5 (see Sec. 4), the quality drops faster for lower
CLRs since an increasing number of pictures are lost. Moreover, as the e�ciency of error con-
cealment algorithms decreases with the increasing amount of lost video data in a row, AAL5
appears then to be less interesting than our proposed AAL.
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Figure 12 presents the gain in perceptual quality we obtained by protecting with FEC cells
crucial syntactic data, namely sequence, picture and PES headers. The overhead due to this
mechanism is very small (4:75e�3). It is obvious that, beyond the critical CLR, the quality
drops slower than the one obtained without any protection. Indeed, thanks to the selective
FEC mechanism, a lower amount of video data and frames are lost.
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Figure 13: Quality rating versus network cell loss ratio for the proposed AAL with and without

using early resynchronization algorithms.

As stated before, early resynchronization techniques work only with intra-coded frames.
In order to show the importance of such coded frames, we show in Fig. 13 the di�erence in
perceptual quality when early resynchronization algorithms are used or not with our proposed
AAL. It is clear that, even if there are only 84 I-frames out of 1000, the di�erence in quality
is signi�cant.

6 Conclusion

This paper studied the perceptual impact of data loss on MPEG-2 video coded streams
transmitted over an ATM network on top of AAL5 and new versions of both network and
ATM adaptation layers. We presented results showing that the proposed AAL behaved better
in terms of both network performance and perceived quality of the MPEG-2 decoded sequence.

Future studies will be done with improved data protection schemes to increase the ro-
bustness of audiovisual applications to data loss [18].
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