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Resumo

Os relatórios de Radiologia descrevem os resultados dos procedimen-

tos de radiogra�a e têm o potencial de ser uma fonte de informação

útil que pode trazer benefícios para os sistemas de saúde ao redor do

mundo. No entanto, estes relatórios são geralmente escritos em texto

livre e, portanto, é difícil extrair automaticamente informação a partir

deles. Contudo, o fato de que a maioria dos relatórios estão agora digi-

talmente disponíveis torna-os passíveis de utilização de ferramentas de

Prospeção de Texto (Text Mining). Outra vantagem dos relatórios de

Radiologia, que os torna mais suscetíveis à utilização destas ferramen-

tas, é que mesmo se escritos em texto livre, eles são geralmente bem

estruturados. O problema é que estas ferramentas são principalmente

desenvolvidas para Inglês e os relatórios são geralmente escritos na lín-

gua nativa do radiologista, que não é necessariamente o Inglês. Isso

cria um obstáculo para a partilha de informação de Radiologia entre

diferentes comunidades, partilha esta importante para compreender e

tratar e�cazmente problemas de saúde.

Existem basicamente duas soluções possíveis para este problema. Uma

solução é traduzir o próprio léxico que é utilizado pela ferramenta de

Prospeção de Texto que se pretende utilizar. A outra é traduzir os

próprios relatórios. Traduzir o léxico tem a vantagem de não ne-

cessitar de tradução contínua, ou seja, depois de traduzir um léxico

para, por exemplo, Espanhol, podemos usá-lo para processar tantos

relatórios Espanhóis não traduzidas conforme necessário. No entanto,

quando uma nova versão do léxico é lançada as mudanças também

precisam de ser traduzidas, caso contrário, o léxico traduzido �caria

desatualizado. Dada a crescente evolução de serviços de tradução hoje

disponíveis, neste trabalho é avaliada a opção alternativa de traduzir

os relatórios e veri�car a sua viabilidade. Esta abordagem tem a



vantagem de que os relatórios traduzidos seriam acessíveis a qual-

quer médico que entenda Inglês e as ferramentas estado da arte de

Prospeção de Texto focadas em texto em Inglês podem ser aplicadas

sem qualquer necessidade de adaptação.

Se a tradução for feita por pro�ssionais treinados em tradução de tex-

tos médicos, provavelmente pode-se assumir que informação não se

perde no processo de tradução. Chamamos a este tipo de tradução

Tradução Humana (Human Translation). Mas a utilização de tradu-

tores especializados é cara e não escalável. Outra opção é usar Tradução

Automática (Machine Translation). Não obstante a menor qualidade

da tradução, é mais barata e mais viável em grande escala. Final-

mente, uma opção que tenta obter o melhor dos dois mundos é usar

Tradução Automática seguida de Pós-Edição (Post-Edition) por hu-

manos. Nesta abordagem, o texto é automaticamente traduzido e, em

seguida, a tradução é corrigida por um humano. Mais barata do que

a opção de Tradução Humana e com melhor qualidade do que a de

Tradução Automática.

A escolha de abordagem de tradução é importante porque vai afetar

a qualidade dos resultados das ferramentas de Prospeção de Texto.

Atualmente não há nenhum estudo disponível publicamente que tenha

fornecido evidência quantitativa que auxilie a fazer esta escolha. Isto

pode ser explicado pela falta de um corpus paralelo que poderia ser

usado para estudar este problema.

Este trabalho explora a solução de traduzir os relatórios para Inglês

antes de aplicar as ferramentas de Prospeção de Texto, analisando

a questão de qual a abordagem de tradução que deve ser usada.

Com este �m, criei MRRAD (Multilingual Radiology Research Arti-

cles Dataset), um corpus paralelo de 51 artigos portugueses de inves-

tigação relacionados com Radiologia, e uma série de traduções alter-

nativas (humanas, automáticas e semi-automáticas) para Inglês. As

versões originais dos artigos, em Português, e as traduções humanas

foram extraídas automaticamente da biblioteca online SciELO. As



traduções automáticas foram obtidas utilizando os serviços da Yan-

dex e da Google e traduções semi-automáticas através dos serviços da

Unbabel. Este é um corpus original que pode ser usado no avanço da

investigação sobre este tema.

Usando o MRRAD estudei que tipo de abordagem de tradução au-

tomática ou semi-automática é mais e�caz na tarefa de Reconhec-

imento de Entidades (Named-Entity Recognition) relacionados com

Radiologia mencionadas na versão em Inglês dos artigos. Estas enti-

dades correspondem aos termos presentes no RadLex, que é uma on-

tologia que se foca em termos relacionados com Radiologia. A tarefa

de Reconhecimento de Entidades é relevante uma vez que os seus re-

sultados podem ser usadas em sistemas de Recuperação de Imagens

(Image Retrieval) e de Recuperação de Informação (Information Re-

trieval) e podem ser úteis para melhorar Sistemas de Respostas a

Perguntas (Question Answering). Para realizar o Reconhecimento de

termos do RadLex utilizei a API do Open Biomedical Annotator e

duas diferentes con�gurações do software NOBLE Coder. Assim, ao

todo utilizei três diferentes abordagens para identi�car termos RadLex

nos textos. A diferença entre as abordagens está em quão �exíveis ou

estritas estas são em identi�car os termos.

Considerando os termos identi�cados nas traduções humanas como o

padrão ouro (gold-standard), calculei o quão semelhante a este padrão

foram os termos identi�cados usando outras abordagens de tradução.

Descobri que uma abordagem completamente automática de tradução

utilizando o Google leva a micro F-Scores (entre 0,861 e 0,868, de-

pendendo da abordagem de reconhecimento) semelhantes aos obti-

dos através de uma abordagem mais cara, tradução semi-automática

usando Unbabel (entre 0,862 e 0,870). A abordagem de tradução

utilizando os serviços da Yandex obteve micro F-Scores mais baixos

(entre 0,829 e 0,831). Os resultados foram semelhantes mesmo no

caso onde se consideraram apenas termos de RadLex pertences às



sub-árvores correspondentes a entidades anatómicas e achados clíni-

cos.

Para entender melhor os resultados, também realizei uma análise qual-

itativa do tipo de erros encontrados nas traduções automáticas e semi-

automáticas. A análise foi feita sobre os Falsos Positivos (FPs) e

Falsos Negativos (FNs) cometidos pelas traduções utilizando Yandex,

Google e Unbabel em 9 documentos aleatórios e cada erro foi classi�-

cado por tipo. A maioria dos FPs e FNs são explicados não por uma

tradução errada mas por outras causas, por exemplo, uma tradução

alternativa que leva a uma diferença nos termos identi�cados.

Poderia ser esperado que as traduções Unbabel tivessem muitos menos

erros, visto que têm o envolvimento de humanos, do que as da Google,

mas isso nem sempre acontece. Há situações em que erros são até adi-

cionados mesmo durante a etapa de Pós-Edição. Uma revisão dos er-

ros faz-me propor que isso poderá ser devido à falta de conhecimento

médico dos editores (utilizadores responsáveis por fazer a Pós-Edição)

atuais da Unbabel. Por exemplo, um stroke (acidente vascular cere-

bral) é algo que ocorre no cérebro, mas num caso foi usado como algo

que acontece no coração - alguém com algum conhecimento sobre a

medicina não faria este erro. Mas a verdade é que a Unbabel atual-

mente não se foca em conteúdo médico. Prevejo que se eles o �zessem

e investissem em crescer uma comunidade de utilizadores especial-

istas com melhor conhecimento da linguagem médica, isso levaria a

melhores resultados.

Dito isto, os resultados deste trabalho corroboram a conclusão de que

se engenheiros de software tiverem recursos �nanceiros limitados para

pagar por Tradução Humana, �carão melhor servidos se usarem um

serviço de tradução automática como a Google em vez de um serviço

que implementa Pós-Edição, como a Unbabel. É claro que talvez

haja melhores serviços de Tradução Automática do que a Google ou

melhores serviços de Tradução Automática + Pós-Edição do que a



Unbabel oferece atualmente para o campo médico, e isso é algo que

poderia ser explorado em trabalhos futuros.

O corpus MRRAD e as anotações utilizadas neste trabalho podem ser

encontradas em https://github.com/lasigeBioTM/MRRAD.

Palavras Chave: Tradução, Reconhecimento de Entidades, Corpus

Paralelo, Radiology, RadLex





Abstract

Radiology reports describe the results of radiography procedures and

have the potential of being an useful source of information which can

bring bene�ts to health care systems around the world. One way to

automatically extract information from the reports is by using Text

Mining tools. The problem is that these tools are mostly developed

for English and reports are usually written in the native language

of the radiologist, which is not necessarily English. This creates an

obstacle to the sharing of Radiology information between di�erent

communities.

This work explores the solution of translating the reports to English

before applying the Text Mining tools, probing the question of what

translation approach should be used. Having this goal, I created MR-

RAD (Multilingual Radiology Research Articles Dataset), a paral-

lel corpus of Portuguese research articles related to Radiology and

a number of alternative translations (human, automatic and semi-

automatic) to English. This is a novel corpus which can be used to

move forward the research on this topic.

Using MRRAD, I studied which kind of automatic or semi-automatic

translation approach is more e�ective on the Named-entity recognition

task of �nding RadLex terms in the English version of the articles.

Considering the terms identi�ed in human translations as the gold

standard, I calculated how similar to this standard were the terms

identi�ed using other translation approaches (Yandex, Google and

Unbabel). I found that a completely automatic translation approach

using Google leads to micro F-Scores (between 0.861 and 0.868, de-

pending on the identi�cation approach) similar to the ones obtained

through a more expensive semi-automatic translation approach us-

ing Unbabel (between 0.862 and 0.870). To better understand the



results I also performed a qualitative analysis of the type of errors

found in the automatic and semi-automatic translations. The MR-

RAD corpus and annotations used in this work can be found at

https://github.com/lasigeBioTM/MRRAD.

Keywords: Translation, Named-entity Recognition, Parallel Corpus,

Radiology, RadLex
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Chapter 1

Introduction

1.1 Motivation

Radiology reports describe the results of radiography procedures and have the

potential of being an useful source of information, which can bring bene�ts to

health care systems around the world. However, these reports are usually written

in free-text and thus it is hard to automatically extract information from them.

Nonetheless, the fact that most reports are now digitally available make them

amenable for using Text Mining tools. Another advantage of Radiology reports

is that even if written in free-text, they are usually well structured.

A lot of work has been done on Text Mining of Biomedical texts, including

health records (Pons et al., 2016), but although Radiology reports are usually

written in the native language of the radiologist, Text Mining tools are mostly

developed for English. For example, (Hassanpour & Langlotz, 2016) created an

information extraction system for English reports that depends on RadLex, a

lexicon for radiography terminology, which is freely available in English. Given

this dependence, the system cannot be easily applied to reports written in other

languages. And even if the system was not dependable on an English lexicon, it

is not certain that the results would be the same if another language was used,

because of, for example, di�erences in syntax. This have been an obstacle in

the sharing of Radiology information between di�erent communities, which is

important to understand and e�ectively address health problems.

1



1. INTRODUCTION

There are mainly two possible solutions to this problem. One is to translate

the lexicon itself (Bretschneider et al., 2014) and the other is to translate the

reports. Translating the lexicon has the advantage of not requiring continuous

translation, i.e., after translating a lexicon to, for example, Spanish, we can then

use it to process as many untranslated Spanish reports as needed. However, when

a new version of the lexicon is released the changes need also to be translated,

otherwise the translated lexicon would become outdated. Given the increasing

evolution of translation services nowadays available, in this work I assess the al-

ternative option of translating the reports and check its feasibility. This approach

has the advantage that the translated reports would be accessible to any doctor

who understands English and any state-of-the-art Text Mining tools focused on

English text can be applied without any need for adaptation.

If the translation is done by experts in the translation of medical texts, we

probably can assume that not much information is lost in translation. We call this

type of translation Human Translation (HT). But expert translators are expensive

and limited in terms of the number of translations they can do in a certain amount

of time, which makes this solution unscalable. Another option is to use Machine

Translation (MT) techniques. Notwithstanding the lower translation quality, it

is way cheaper and more feasible in a large scale. Finally, an option that tries

to get the best of both worlds is using Machine Translation with Post-Editing

(MT-PE) by humans. In this approach the text is automatically translated and

then the translation is corrected by a human. Cheaper than the HT option and

with better quality than the MT one.

The choice of translation approach its important because it will a�ect the

quality of the output of the Text Mining tools. To the best of my knowledge,

currently there is no publicly available study that provided a quantitative evidence

that would help make this choice. This could be explained by the lack of a parallel

corpus that could be used to study this. To the best of my knowledge, the most

similar work to this one is (Castilla, 2007). He founds that a rule-based MT

system has a good performance in translating Portuguese text to English for the

purposes of applying a text mining tool (better described in 2.3.5.1). The author

does not compare translation systems, something that is done on the present

work.

2



1.2 Objectives

Speci�cally, I focused on the Text Mining task of Named-entity recognition

(NER). This is a relevant task since the outputs from NER systems can be used

in Image Retrieval (Gerstmair et al., 2012) and Information Retrieval (Antony

& Suryanarayanan Mahalakshmi, 2015) systems and can be useful for improving

automatic Question Answering (Toral et al., 2005).

1.2 Objectives

Thus, I aimed at addressing the following research question: lacking the resources

to pay for Human Translation services, what kind of automatic (MT) or semi-

automatic translation (MT+PE) approach should be used in the task of trans-

lating Portuguese Radiology-related text to English, for the purposes of �nding

RadLex terms in the translated text? I propose the following hypothesis:

Hypothesis: MT+PE is a good trade-o� between quality and cost, compared

with MT and HT, for translating Portuguese Radiology reports to English,

for the purpose of identifying RadLex terms in the translated text.

For this to be true, these conditions have to hold:

1. MT+PE has to be cheaper than HT

2. The terms identi�ed in the MT+PE translations have to be similar enough

to the ones identi�ed in the HT translation

3. The terms identi�ed in MT+PE translations have to be more similar to

the ones identi�ed in the HT translation than the ones identi�ed in MT

translations

The �rst condition is known to be true. The last condition its important

because if MT+PE quality is similar to MT quality, as MT cost is lower, then it

is worth to just use MT. In this thesis I only try to answer to the quality issues,

not doing a thorough economic analysis of the problem.

3



1. INTRODUCTION

1.3 Methodology

To test this hypothesis I have compared the RadLex terms identi�ed in MT and

MT+PE translations to the terms identi�ed in HT translations, which I assumed

to be a gold standard.

For this purposes I have created MRRAD (Multilingual Radiology Research

Articles Dataset), a parallel corpus containing 51 Portuguese scienti�c articles re-

lated to Radiology and corresponding HT, MT (Google and Yandex) and MT+PE

(Unbabel) English translations. These translations were annotated with RadLex

terms using the Open Biomedical Annotator and NOBLE Coder. More than

one annotation approach was used to experiment with di�erent kinds annota-

tion approaches. For each translation and annotation approach I created the

set of the RadLex terms that were found in that translations with that annota-

tion approach. The terms found in the MT and MT+PE translations were then

compared with the ones found in the HT translations.

The MRRAD corpus and annotations used in this work can be found in a

public GitHub repository1.

1.4 Contributions

This thesis lead to the following contributions:

� MRRAD Corpus

� A Portuguese-English parallel corpus of research articles related to

Radiology, called MRRAD (Multilingual Radiology Research Articles

Dataset), containing for each article the original Portuguese document,

the HT translation, two alternative MT translations and a MT+PE

translation;

� Main Scienti�c Results

1https://github.com/lasigeBioTM/MRRAD

4
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1.4 Contributions

� Measurement of the performance of multiple automatic or semi-automatic

translation approaches in the task of translating Portuguese Radiology-

related text to English, for the purposes of �nding RadLex terms in

the translated text;

� Bioinformatics Open Days 20171

� Abstract submission and oral presentation describing this work;

� Co-organization and co-presentation of workshop on Biomedical Text

Mining with other members of the LaSIGE team2;

� BioCreative V.5

� I was member of a team who participated in the CEMP (Chemical

Entity Mention recognition) and TIPS (Technical interoperability and

performance of annotation servers) tasks of the BioCreative V.5. See

3.2.3.1 for details.

� Multilingual Report Annotator

� Development of a proof of concept web application for translation and

annotation of Radiology text (Campos & Couto, 2017a);

� Scienti�c Publications

� First author of research paper describing the main work developed

in this thesis. Submitted and under revision but not yet published

(Campos & Couto, 2017b).

� Second author of proceedings paper describing participation in CEMP

task of BioCreative V.5 (Lamurias et al., 2017).

� Second author of proceedings paper describing participation in TIPS

task of BioCreative V.5 (Couto et al., 2017).

� First author of technical report of the Multilingual Report Annotator

application (Campos & Couto, 2017a).

1http://bioinformaticsopendays.com/
2https://sites.google.com/view/biomedicaltextminingworkshop
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1. INTRODUCTION

� First of author of paper on crowd annotation (Campos et al., 2017) to

be presented at the 9th INForum - Simpósio de Informática (INForum

2017)1. I write a little about this work on 3.2.3.2

� Other Open-Source Contribuitions

� A Python binding of the BioPortal REST API2;

� Converter of NOBLE Coder annotation �le to Webanno TSV 2 anno-

tations �les3;

1.5 Document Structure

The rest of the document is organized as follows:

� Chapter 2 (Related Work) Review of relevant literature on Text Mining

and Translation, with a focus on Biomedical text.

� Chapter 3 (Multilingual NER of Radiology Text) Description of the work

developed during my thesis, including descriptions of main experiments,

participation on international competitions and development of web appli-

cation.

� Chapter 4 (Experimental Results) Presentation and discussion of results

of experiences that tested the main scienti�c hypothesis of this thesis.

� Chapter 5 (Conclusion) Main conclusions of the work and some thoughts

on consequences of the results and on future work.

1http://inforum.org.pt/INForum2017
2https://github.com/LLCampos/pybioportal
3https://gist.github.com/LLCampos/5f1680941984c4b63f986965e7384e6c
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Chapter 2

Related Work

2.1 Text Mining

Text Mining consists in the machine supported analysis of text (Hotho et al.,

2005). It can be used, for example, to help researchers cope with information

overload (Cohen & Hersh, 2005) due to the big volume of scienti�c data in the

form of unstructured literature. More related to this thesis, it can also be used

to extract information from free-text Radiology reports (Pons et al., 2016).

2.1.1 Named-entity Recognition

Named-entity recognition (NER) is a task of Text Mining that has the goal of

locate and classify all the named-entities in a certain document. Named-entities

are elements of the text that belong to one of certain prede�ned classes. For

example, there are NER systems that can identify mentions of chemical entities

(Zhang et al., 2016), diseases (Wei et al., 2016) or terms from speci�c ontologies

like HPO (Human Phenotype Ontology) (Groza et al., 2015). Considering the

case of diseases, in the phrase Atrial �brillation has strong associations with other

cardiovascular diseases the term Atrial �brillation is a named-entity that repre-

sents a disease. This is a relevant task since the outputs from NER systems can

be used in Image Retrieval (Gerstmair et al., 2012) and Information Retrieval

(Antony & Suryanarayanan Mahalakshmi, 2015) systems and can be useful for

improving automatic Question Answering (Toral et al., 2005).
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The approaches of NER can be divided into three categories (Mohit, 2014):

Rule-based approaches, Machine Learning based approaches and hybrid approaches.

� In rule-based approaches the identi�cation and classi�cation subtasks are

based on rules crafted by humans, usually domain speci�c.

� In Machine Learning based approaches the subtasks are turned into clas-

si�cation problems and Machine Learning algorithms are used to identify

and classify named-entities. These approaches are easily ported to di�erent

domains other than the ones they were originally developed to be applied

on.

� Hybrids approaches combines the two last approaches.

Lexicon based-approaches are a subset of the rule-based approaches. In this

approach we already have a list of the terms (a lexicon) that we want to identify

in the text. For example, if we want to identify chemical entities in text, we use

a lexicon with all the terms naming chemicals. The goal of the lexicon based-

approach is then to identify, in text, mentions of terms presented in the lexicon.

This could be done by direct matching, as implemented by the Open Biomedical

Annotator1 (Jonquet et al., 2009). In this strategy, the system only tries to �nd

in text terms that are also in the lexicon, not considering, for example, lexical

variations. The recall can be lower than expected because lexical variants (like

plurals), abbreviations and partial matchings of lexicon terms are not identi�ed

in the text. For this purpose, more complex tools like NOBLE Coder2 (Tseytlin

et al., 2016) or Concept Mapper (Stewart et al., 2012) can be used.

2.1.2 Natural Language Processing

Because Text Mining has to manipulate text, it is not too surprising that it

borrows tools from Natural Language Processing (NLP), a research �elds that

seeks to improve computational understanding of natural language. In the next

sections I will brie�y explain some of the NLP tasks relevant to this thesis.

1http://bioportal.bioontology.org/annotator
2http://noble-tools.dbmi.pitt.edu/
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2.1 Text Mining

2.1.2.1 Tokenization

Tokenization is one of the main tasks of NLP and consists in dividing a certain

text in pieces called tokens. A token can be de�ned as "an instance of a sequence

of characters in some particular document that are grouped together as a useful

semantic unit for processing" (Manning et al., 2009c). So, for the sentence the

mother had a surgery, it is possible to divide it in �ve tokens, one for which word,

using the heuristic that each token is separated by a whitespace. For more com-

plicated text, one could intuitively think that a good strategy would be to split

on all non-alphanumeric characters, but this sometimes raises problems. This

strategy would tokenize isn't in isn and t which is intuitively wrong. More com-

plicated strategies are needed. Relevant to this work, the tokenization strategies

used are language speci�c. For example, one should not use an English tokenizer

to tokenize Portuguese text (Branco & Silva, 2003).

2.1.2.2 Stemming and Lemmatization

Sometimes it is necessary to normalize lexical variations of a word to a base

form, e.g., normalize the words car, cars, car's and cars' to just car. This can

be useful, for example, in lexicon-based NER applications. If the the word car

in the lexicon, it can make sense to consider lexical variations of the word car to

be mentions of car. This can be accomplished by normalizing the words in the

lexicon and in the text. This is done by using one of two techniques, Stemming or

Lemmatization (Manning et al., 2009b). In Stemming, crude rules are applied to

cut o� the su�xes of a word, the most popular stemmer being Porter's algorithm

(Porter, 1980). On the other hand, Lemmatization does something similar but

considers the context of the word.

2.1.3 Application of Text Mining on Radiology Reports

Text Mining tools can be used for automatic detection of important �ndings

in Radiology Reports. For example, (Dreyer et al., 2005) used an algorithm

based on information theory to classify reports as having or not having important

clinical �ndings and as having or not having recommendations for subsequent
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action. (Cotik et al., 2015) did something similar for Spanish reports, using a

translation of RadLex terms. These tools can also be used to detect the presence

of more speci�c �ndings, as the presence of invasive mold diseases (Ananda-

Rajah et al., 2014) or invasive fungal diseases (Martinez et al., 2015), both using

a classi�er based on a Support Vector Machine. Also possible is to extract general

information about reports (Hassanpour & Langlotz, 2016) and the data obtained

can be used as input to other tools.

In literature its possible to �nd some examples of Radiology reports/images

search applications, that use NLP tools. The goals of these search tools include

search for educational, research and clinical decision support purposes. One ex-

ample of such a system is Render (Dang et al., 2009), which even applies one

of the information extraction system mentioned above (Dreyer et al., 2005) to

improve the relevance of the retrieved information.

Other applications include studying the appropriateness of existing Radiology

reports templates, as done by Hong et al. (Hong & Kahn, 2013).

2.1.4 Ontologies

To answer the questions presented in Chapter 1, the RadLex ontology is used.

An ontology is a "common, controlled knowledge representation designed to help

knowledge sharing and computer reasoning" (Robinson & Bauer, 2011). It is

a way to represent a subset of the real word which can be used as basis for

communication between parties wanting to change information about that subset

of the real word.

RadLex, for example, is a representation of the subset of the world related to

Radiology which can be used as a standard on how to talk about Radiology. On-

tologies usually have a tree structure in which a class, representing some abstract

entity in the real world, can have subclasses. For example, in RadLex, there is

the class clinical �nding which has subclasses benign �nding and pathophysiologic

�nding (among others). This subclasses have a is a relationship with their parent

classes: benign �nding is a clinical �nding. Other common relationship used in

ontologies is the part of relationship.
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2.2 Datasets and Corpora

Other popular examples of ontologies include the Gene Ontology1, focused

on gene products, SNOMED CT2, a healthcare related ontology and ChEBI3, an

ontology of small molecular entities.

2.2 Datasets and Corpora

Since one of the main goals of this thesis was to study Radiology reports, I did

research on the available relevant datasets/corpora. Although I found a lot of

public accessible Radiology documents, translations were not available and so

they were not used in the work leading to this dissertation. A brie�y description

of each of the datasets/corpora found is presented next.

2.2.1 MIMIC II Clinical Database and MIMIC III Critical

Care Database

The MIMIC II Clinical Database4 is one of the MIMIC II (Multiparameter In-

telligent Monitoring in Intensive Care) Databases. This dataset contains clinical

data on tens of thousands of patients in Intensive Care Units, collected between

2001 and 2008. The data includes a number of procedures reports, including

Radiology reports.

In August of 2015, a extension of MIMIC II was launched, called MIMIC

III5 (Medical Information Mart for Intensive Care III)(Johnson et al., 2016),

containing new data collected between 2008 and 2012.

2.2.2 Lurie Children's Teaching File Library

The Medical Imaging Resource Community (MIRC) is an open-source project

which aims to develop free software tools for education and research in Radiology.

Lurie Children's Hospital of Chicago6 makes use of one of these tools, the Teaching

1http://www.geneontology.org/
2http://www.snomed.org/snomed-ct
3https://www.ebi.ac.uk/chebi/
4https://physionet.org/mimic2/mimic2_clinical_overview.shtml
5https://mimic.physionet.org/
6https://www.luriechildrens.org/en-us/Pages/index.aspx
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Files System (TFS), to make available1, for education purposes, more than 2,000

Radiology reports accompanied with corresponding Radiology images.

2.2.3 iDASH - Clinical Notes and Reports

iDASH2 openly provides 2,363 medical transcription samples, including Radiology

reports, extracted from Medical Transcription Samples website3.

2.3 Translation

2.3.1 Terminology

During this dissertation I use a couple of terms related to translation practices.

In this section I brie�y explain these terms (Koehn & Philipp, 2010).

Parallel Corpora - A corpus is just a set of texts (corpora is used if you

want to refer to more than one of these sets). The term parallel corpus is used to

refer to a set of texts paired with corresponding translations into other languages.

Language Pair - This term refers to the languages involved in a translation.

For example, in a translation from Portuguese to English, we can say that the

language pair is Portuguese-English, Portuguese being the source language and

English the target language.

2.3.2 Machine Translation

Machine Translation (MT) is the use of computers to automatically translate

natural language text. Currently, Statistical Machine Translation (SMT) is the

most popular approach to MT. Other approaches included Rule-Based Machine

Translation (RBMT) and Neural Machine Translation (NMT). RBMT involves

the use of hand-crafted rules on how to do the automatic translation and NMT

uses neural-networks and its use has recently been growing (Bentivogli et al.,

2016). I will now brie�y review word-based and phrase-based which are both

covered by the SMT approach. This is mostly based on (Koehn & Philipp, 2010).

1http://mirc.luriechildrens.org/query
2https://idash.ucsd.edu/
3urlhttp://www.medicaltranscriptionsamples.com
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2.3 Translation

2.3.2.1 Word-Based Models

These kind of models are not the state of the art anymore, but many of the

principles and techniques of this approach are still in use today. The idea here is

to translate the sentences word by word. Here is an example, translating English

to Portuguese:

English - The bone is broken

Portuguese - O osso está partido

This is easy for a human to translate, but how would a computer know that

partido is the translation of broken when broken has other potential translations?

For example, the word broken could be interpreted as being �nancially ruined, as

in "I've spent all the money in the casino, I'm completely broken". In that case,

broken would be translated to falido. Of course, this does not make sense but the

computer does not know that.

One way to teach the computer which translation to use would be to pick a

large collection of English texts paired with the corresponding Portuguese trans-

lation and check how many times broken is translated to partido and how many

times it is translated to falido. Lets assume that in our collection of texts the

word broken is translated to partido 80% of the times and to falido 20% of the

time. With this we could create a lexical translation probability table for the

word broken. We could have a table like this for every word in the source text.

Table 2.1: Lexical translation probability table for the word broken
broken

t p(t|s)
partido 0.8
falido 0.2

Here t stands for target, s stands for source and p(t|s) is the probability that

the target word is the translation of the source word. So, when the computer is

translating the sentence above and arrives to the word broken, it checks the table

and chooses partido as the translation because it has the higher probability of

being the real translation. This type of estimation is called maximum likelihood
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estimation. What we are doing here is estimating what is called lexical translation

probability distributions.

The example above was easy because the sentences were aligned word by

word. This is not always the case. For example, the English expression red

swelling should be translated to inchaço vermelho, not vermelho inchaço1. Mean-

ing, sometimes we must do some word reordering so that the translation is correct.

This is accommodated by using an alignment model. But how can we generate an

alignment model from a pair of collection of texts if we do not know which word

is aligned with which word? This is done by using the expectation maximization

algorithm, which, in this case, iteratively applies the alignment model to the texts

(expectation step) and learns the alignment model from the texts (maximization

step) until convergence of the parameters in the algorithm.

With the lexical translation probability distributions and an alignment model

we have a translation model. But this is not enough. A translation could be

syntactically and semantically right but still not sounding right. For example,

two possible translations of chá forte are strong tea and powerful tea. However,

the second option does not sound right, it is not �uent. This problem is solved by

using a language model. With an English language model, for example, we could

calculate the probability that a certain sentence is correct English, considering all

the data that was used to train the model. A language model would probably give

a low probability to the phrase powerful tea because normally the word powerful

is not used with the word tea.

We combine the language model and the translation model this way:

arg max
t

Pr(t|s) = arg max
t

Pr(s|t) Pr(t) (2.1)

We want to �nd the target word (t) with the higher probability of being

the translation of the source word (s). Pr(s|t) represents the translation model

and the the Pr(t) represents the language model. This way of combining the

translation and the language models is called noisy-channel model.

1red can be translated to vermelho and swelling to inchaço

14



2.3 Translation

2.3.2.2 Phrase-Based Models

In this approach, instead of translating a sentence word by word we translate small

words sequences at a time, sequences that we call phrases. These models have

a better performance than the word-based models and this is not too surprising.

Sometimes words are not the best unit of translation: there are cases when two

words in the source sentence are translated into one word in the target sentence,

for example. Another advantage is that translating phrases instead of words can

help to solve ambiguities, as in the problem of deciding how to translate the

text chá forte (see last section). We would check a parallel collection of texts

and realize that most of the times chá forte is translated to strong tea. So, the

idea here is to divide the sentence in phrases, translate the phrases and do some

reordering if necessary.

2.3.3 Post-editing

Post-editing (PE) is the task of editing, modifying and/or correcting a text that

was pre-translated by use of MT, in order to improve the translation. (Somers,

2003) refers to the lower cost of MT+PE compared with HT to explain the

growth of PE: companies want to become global but cannot a�ord the cost of HT

to translate from native language to the many languages they want to operate

on.

(Koponen, 2016) tried to understand if MT+PE is really worth, compared

with just HT, concluding that yes, most of the times it is worth it. But this

depends on the quality of the MT, which in turn depends on, for example, the

quality of the MT system and on the language pair.

Most of the research regarding PE refers to work done by professional trans-

lators. One approach that has been gaining traction is the use of the crowd

to do the PE (Tatsumi et al., 2012). The advantages of this strategy include

lower per-word cost and sometimes an higher speed, compared with HT. One big

disadvantage is less assurance of quality.
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2.3.4 Machine Translation Services

2.3.4.1 Yandex

Yandex1 is a Russian search-engine company. Currently, Yandex.Translate (the

name given to Yandex's MT system) uses a statistical approach. From their

website2, the system is composed by three components, a translation model, a

language model and a decoder which is the part that actually does the translation.

I could not �nd any research paper evaluating the translation's quality of

Yandex.Translate in the language pair Portuguese-English.

2.3.4.2 Google

Google3 is a company from the United States that sells a lot of technological ser-

vices, including Machine Translation. For the language pair Portuguese-English,

their translation services now uses Neural Machine Translation4 (see section

2.3.1), although it is still possible to obtain Statistical based translations through

their API.

2.3.4.3 Unbabel

Unbabel5 is a Portuguese start-up which sells translation services focused on

conversational content like costumer service or website copywriting, using an

MT+PE approach. Although it is not mentioned in the Unbabel's API doc-

umentation, for the language pair Portuguese-English, Unbabel currently uses

Google Translate's services in the MT step of the MT+PE approach (personal

communication). Next is an overview of one of the Unbabel's translation pipelines

(and the one relevant to this dissertation):

1. Text is translated by MT (in this case, using Google Translate);

1https://yandex.com/
2https://tech.yandex.com/translate/doc/intro/concepts/

how-works-machine-translation-docpage/
3https://www.google.com
4https://blog.google/products/translate/found%2Dtranslation%2Dmore%

2Daccurate%2Dfluent%2Dsentences%2Dgoogle%2Dtranslate
5https://unbabel.com/
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2.3 Translation

2. MT translated text is post-edited by users of the Unbabel platform. Users

translate the text using Unbabel's web-interface or mobile app;

3. Translation resulting from last step is reviewed by an Unbabel's senior user,

an user that was promoted for having good ratings;

From now on I am going to call this type of translation Unbabel Translation.

2.3.5 Translation of Medical Text

2.3.5.1 Multilingual Text Mining

There is not much research studying the e�ect of translation on Text Mining tools.

(Castilla, 2007) is the most similar work to the one developed on this thesis and

curiously, also studies translation of Portuguese medical text. In the main part of

the study, Portuguese-written Radiology reports were translated to English using

the SYSTRAN MT system, which uses a rule-based approach complemented with

a specialized medical translation dictionary. Then the translation was processed

by the Medical Language Extraction and Encoding System (MEDLEE) to extract

information on the presence of mentions of certain medical conditions. The results

were compared to reference results created by three radiologists on the original

reports. The results are really positive, with values of sensitivity, speci�city,

positive and negative predictive values all above 88%. These results suggest that

for this speci�c task of information extraction a MT translation retains a lot of

information from the original text.

2.3.5.2 Machine Translation of Doctor-Patient Communication

Most of the work I found on medical translation focuses on translation of doctor-

patient communication. This has the objective of breaking language barriers

that sometimes exist between a doctor and a patient who do not speak the same

language, with health-related consequences to the patient (Schyve, 2007). This

could be done with trained medical interpreters but that option is costly compared

with using MT and raises problems regarding patient con�dentially.

Several MT speech-to-speech translation systems for doctor-patient communi-

cation exist, but for most of them, evaluations are not found in the literature. One
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exception is (Bouillon et al., 2005) which studies MedSLT, a multilingual spoken

language translation system tailored for headache, chest pain and abdominal pain

domains. However, (Bouillon et al., 2005) only studies the appropriateness of the

design choices within the system, not comparing its performance with any other

system. Others example of systems of this type are Jibbigo1, Universal Doctor2

and Transonics (Nagata & Pedersen, 2005).

(Kaliyadan & Pillai, 2010) did a small study on the use of Google Translate to

translate between English and French during doctor-patient interaction in India

medical o�ces, with promising results regarding patient satisfaction. Also using

Google Translate, (Patil & Davies, 2014) studied the quality of the translation of

10 commonly used medical statements to 26 languages. Of all the 260 transla-

tions, 57.7% were right. The results were better for Western European languages

than for others. Portuguese had the highest score, with 9 of the 10 sentence

translated being right. Other work was also done on non-European languages,

which have less resources (Kathol et al., 2005; Musleh et al., 2016).

Some researchers (Kaliyadan & Pillai, 2010; Marta R. Costa-jussà, Mireia

Farrús, 2012; Randhawa et al., 2013) suggest that MT should be used very cau-

tiously in this situations, because of imperfect performance in a domain where

accuracy is really important. One way to improve the systems could involve the

use of existing public medical terms database (Eck et al., 2004).

2.3.5.3 Machine Translation of Public-Health Information

In the USA, most of the public health information is written in English, although

a substantial percentage of the population have limited English pro�ciency. One

of the barriers for more widespread translation is the cost of translation services

and a way of streamlining the process would be using MT+PE. (Kirchho� et al.,

2011; Turner et al., 2015) studied the feasibility of this system for translation

from English to Spanish, with some promising results, and to Chinese, which was

more problematic.

1http://jibbigo-translator-2-0.soft112.com/
2http://www.universaldoctor.com/
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2.3 Translation

2.3.5.4 Machine Translation for Information Retrieval

The ACL 2014 Ninth Workshop on Statistical Machine Translation had a Medical

Translation Task (Bojar et al., 2014), which consisted in two subtasks: translation

of sentences from summaries of medical articles and translation of queries entered

by users of medical information search engines. This task was supported by

the Khresmoi1 project which develops a multilingual search and access system

for biomedical information and documents, allowing the user to make search

queries and read summaries of the results in their own language. The task had

8 participants, the winner being the UEDIN team (Durrani et al., 2014) which

used the Moses phrase-based system2.

2.3.5.5 Machine Translation of Other Types of Medical Text

Studies of the translation of other types of documents are also present in the

literature. For example, (Woªk & Marasek, 2015) compares neural based with

statistical Machine Translation of descriptions of medical products in the language

pair Polish-English, obtaining mixed results.

More related to the work done on this thesis, (Castilla, 2007) studied the

use of the MT application SYSTRAN to translate sentences from Radiology re-

ports. The MT system uses a ruled-based approach and was complemented with

a specialized medical translation dictionary. The translations were evaluated by

an expert in the �eld, �nding good scores for understandability, �delity with

original text and translation coverage of the original text.

(Zeng-Treitler et al., 2010) tested if a general-purpose machine translation tool

like the Babel Fish3 is adequate to translate sentences of discharge summaries,

surgical notes, admission notes and Radiology reports from English to Spanish,

Chinese, Russian and Korean. They found that most of the times the translation

is incomprehensible and inaccurate.

More recently, there was a Biomedical Translation Task during the ACL 2016

First Conference on Machine Translation (WMT16) in which the participants

1http://khresmoi.eu/
2http://www.statmt.org/moses/
3https://www.babelfish.com/
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were asked to submit systems to translate titles and abstracts from scienti�c

publications (Bojar et al., 2016). The evaluators note that the quality of the

machine translation is still poor in comparison to the reference translations. The

only submissions to the English-Portuguese and Portuguese-English translation

tasks (Aires et al., 2016) were the ones with the worse results relative to the

baseline system.

2.3.6 Translation of Biomedical Lexicons

One alternative solution to the one I am exploring in this thesis, translating the

medical text to English, is to translate the lexicon, on which the task at hand

depends on, to the language of the medical documents we want to study. For

example, if a researcher has a Spanish corpus and wants to annotate it with

terms of some lexicon, it will be a problematic task since most of the available

ontologies are not multilingual (exceptions include HPO1 (Köhler et al., 2017) and

MeSH2. Radlex is also partly translated to German). To solve this the researcher

could translate the ontologies she wants to use to the language of the corpus.

This example is similar to (Cotik et al., 2015), in which all RadLex terms were

translated to Spanish using Google Translate and medical reports were annotated

with this translated terms.

One example of work for the German language is (Bretschneider et al., 2014).

Having in mind that translating all the entries of an ontology one wants to use

would be expensive, the authors propose translating only a subset of the ontology,

a subset relevant to the task at hand. They do this semi-automatically with the

help of the corpus they wanted to annotate. With this, the authors improved the

annotation of German text with RadLex terms.

2.4 External Tools and Terminologies

Some of the work done during the thesis used and was inspired by some external

tools and terminologies that I now brie�y review.

1https://github.com/Human-Phenotype-Ontology/HPO-translations
2https://www.nlm.nih.gov/research/umls/sourcereleasedocs/current/MSHPOR/

index.html
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2.4 External Tools and Terminologies

2.4.1 RadLex

RadLex1 is an ontology which focuses on Radiology-related terms. It was devel-

oped to standardize annotation, indexation, and retrieval of Radiology informa-

tion resources in the digital world (Langlotz, 2006) and it helped to �ll a gap in

Radiology terminology (Langlotz & Caldwell, 2002; Woods & Eng, 2013). The

RadLex terms were originally gathered from existing ontologies at the time, in-

cluding the American College of Radiology (ACR) Index, SNOMED-CT, and the

Foundational Model Anatomy and it is a highly dynamic ontology: its number

of terms grew from around 8.000 to around 75.000 in just ten years. Being an

ontology, RadLex can be visualized as a tree, which contains other subtrees. This

characteristic can be used to extract subsets of the RadLex ontology. For exam-

ple, if someone just wants to use the RadLex classes related to clinical �ndings

she could just use the RadLex subtree containing just the children of the RadLex

class clinical �nding.

There are a few studies on the completeness of RadLex. (Marwede et al.,

2008) found that an old version of RadLex covered 84% of terms extracted manu-

ally from 250 thoracic CT reports, with higher coverage for terms in the Findings

(90%) category and lower coverage for theModi�er category (78%). Curiously, in

a study using more recent versions of RadLex (versions 3.1�3.5) (Woods & Eng,

2013) found a lower coverage of 62% using the same type of reports (they used

less reports in this study, just 100). They �nd higher coverage for the categories

of anatomic objects and physiological conditions and lower coverage for the cate-

gories of imaging observations and procedures (the categories used in both studies

are not the same). The authors justify the lower coverage with the inclusion in

the study of categories such as procedures, which did not had any match with

RadLex terms. They also used a di�erent methodology to �nd matches between

manually extracted terms and Radlex terms. These studies analyzed the coverage

of RadLex of terms mentioned in the contents of Radiology reports. (Hong et al.,

2012), on the other hand, studied how well RadLex covers the terms of templates

of structured Radiology reports developed by the Radiological Society of North

America, �nding that 41% of the terms found in the templates matched exactly

1http://www.rsna.org/RadLex.aspx
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2. RELATED WORK

to RadLex and that 26% matched partially. Since these analysis, new versions

of RadLex were launched so the results and critics present in the studies are not

necessarily relevant anymore.

One could use RadLex to assist in the matching of research articles manuscripts

to reviewers pro�les, like done by the RadioGraphics journal (Klein, 2013). Or

to help in the visual analysis of neurography images (Wang et al., 2015). Having

said this, most of the examples described in the literature are of applications

related to Information Retrieval (IR), the task of extracting some information

resource from a collection of information resources. These resources can be im-

ages or websites, for example. One such example of a IR system using Radlex, is

(Spanier et al., 2016), who takes advantage of the tree structure of this ontology

to create a new method of case-based image retrieval (M-CBIR). Most existing M-

CBIR systems use low-level characteristics of medical images (like color, shape

and texture) to induce similarity between them. But this is problematic since

medical images which show the same type of content can have di�erent low-level

characteristics. One solution is to induce this similarity from the information

contained in the textual radiological reports that accompany the images and the

authors take advantage of RadLex to do just that. This can help radiologists to

�nd related medical cases in a certain database which then can help them in their

decision-making process. Other approaches to IR systems using Radlex include

the ones described in (Do et al., 2010), (Kurtz et al., 2014) and (Gerstmair et al.,

2012).

2.4.2 Open Biomedical Annotator

The Open Biomedical Annotator (OBA)1 is an open-source tool for NER using a

lexicon-based approach, made available by the North-American National Center

for Biomedical Ontology (Jonquet et al., 2009), which can be used to annotate

text with concepts from ontologies. For example, if you go to the website, input

a Radiology report and choose the ontology RadLex, the tool will return all the

mentions in the text of terms belonging to the RadLex terminology. OBA uses

MGrep, which implements a radix-tree based data structure that allows for a fast

1http://bioportal.bioontology.org/annotator
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match between terms in a lexicon and terms in text. OBA can easily be used

as a web-service and it is relatively fast. It uses a case-insensitive direct match

approach, not considering lexical variations of words (see 2.1.1).

2.4.3 NOBLE Coder

NOBLE Coder1 (Tseytlin et al., 2016) is a software for NER using a lexicon-based

approach. The lexicon is set by the user (it has to be in UMLS (RRF)2, OWL3

or OBO4 formats or be present in BioPortal5). The lexicon is processed into two

hash-tables which are then used during by NOBLE to �nd, in an arbitrary text,

mentions of terms found in the lexicon.

Unlike the system used by OBA, NOBLE can �nd mentions of lexical varia-

tions of the terms present in the lexicon because it applies word Stemming. For

example, lobe is a term present in the RadLex terminology, but its plural, lobes, is

not. However, NOBLE considers that lobes is a mention of the term lobe, which

is right. But this can sometimes go wrong; for example, NOBLE considers that

headings is a mention of the RadLex term head, which is wrong. So although this

strategy can improve recall it does so at the cost of precision.

The NOBLE tool is �exible in what is considered a mention of a lexicon term,

giving the user the power to adapt the tool for her speci�c purposes. This can

be done by choosing to use or not a certain matching option. These include:

� Subsumption - Only match the longest mention. For example, toe, toe

skin and skin are all RadLex terms. If the "Subsumption" option is set, in

the text toe skin, only the term toe skin will be identi�ed. Otherwise, the

terms toe and skin are also identi�ed.

� Overlap - If this option is used, matched terms can overlap each other. For

example, if this option is not set, NOBLE will only identify the terms deep

and lateral margin in the text deep lateral margin. If it is set, it will also

regnize the term deep margin which overlaps with the two other terms.
1http://noble-tools.dbmi.pitt.edu/
2https://www.ncbi.nlm.nih.gov/books/NBK9685/
3https://www.w3.org/OWL/
4http://www.geneontology.org/faq/what-obo-file-format
5http://bioportal.bioontology.org/ontologies
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Table 2.2: NOBLE matching strategies present in the GUI interface. Adapted
from (Tseytlin et al., 2016). This correspond to the options used in the GUI tool.

Combination of matching options

Task Subsumption Overlap Contiguity Order Partial
Best match Yes Yes Yes (gap=1) No No
All match No Yes No No No
Precise match Yes Yes Yes (gap=0) Yes No
Sloppy/Partial match No Yes No No Yes

� Contiguity - Terms must be contiguous to be matched. For example, if set,

in the text multiple ducts lesions both multiple ducts and multiple lesions

are considered matches, although multiple and lesions are not adjacent to

each other. Its possible to set how many irrelevant words can be between

words belonging to a term (in Table 2.2, this is called gap).

� Order - Terms must be in the same order as in the lexicon to be considered

mentions. If not set, lesions multiple is considered a mention of the Radlex

term multiple lesions.

� Partial - Partial match with terms in lexicon are considered a lexicon term

mention. If set, multiple is considered a mention of multiple lesions.

The user can also choose to, for example:

� Skip single letter words

� Skip stop words

� Use heuristics to �lter out potential false positives

� When a term can be considered a mention of more than one concept in the

lexicon, select only the highest scoring one

Di�erent combinations of these options are useful for di�erent purposes. NO-

BLE already o�ers some built-in matching strategies, listed in Table 2.2.

The authors of the tool provide suggestion for what kind of task each strategy

is more appropriate. For example, they suggest that the Best match strategy
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is best for concept coding and information extraction and that the All match

strategy is more suitable for information retrieval and text mining.

(Tseytlin et al., 2016) compares the NOBLE tool with other lexicon-based

NER tools, �nding that its performance in identifying terms from lexicons its

comparable with other similar software like Concept Mapper (Stewart et al.,

2012) or cTAKES12, although it probably depends a lot on the corpus used.

One big advantage of NOBLE is its ease of use compared with other similar

systems. Little or no programming skills are needed to use the software since it

includes a GUI (Graphical User Interface) which allows an user to upload lexicons

in a number of formats and easily annotate texts.

2.5 Evaluation Metrics

For a certain task (for example, annotation of a corpus with terms related to

diseases) it is useful to have standard evaluation metrics so that we can compare

many systems and know which one is the best. In information retrieval and

information extraction systems precision (P), recall (R) and F-score (F) are the

measures that are mostly used. For example they were the measures used in a

competition which involved a task similar to the example I gave above (Elhadad

et al., 2015).

To use this measures we need to have a reference, a gold-standard, which we

assume represents the perfect performance in a certain task, the ground truth. In

the example of identi�cation of disorder mentions, it could be an annotation done

by an human expert. These measures are based on the number of true positives,

false positives and false negatives. I will illustrate each one of these with the

example of the annotation of diseases mentions.

� True positive (TP) � The system being tested annotated a term also anno-

tated in the gold-standard;

1https://cwiki.apache.org/confluence/display/CTAKES/cTAKES+3.0+-+

Dictionary+Lookup
2https://cwiki.apache.org/confluence/display/CTAKES/cTAKES+3.2+-+Fast+

Dictionary+Lookup
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� False positive (FP) � The system annotated a term that is not annotated

in the gold-standard;

� False negative (FN) � The system did not annotate a term that is annotated

in the gold-standard;

Precision corresponds to the fraction of the terms annotated by the system

that are also annotated in the reference.

P =
TP

TP + FP
(2.2)

If out of the ten terms annotated by the system, only six are annotated by the

reference, then the system has a precision of 0.6. If every term identi�ed by the

system is also identi�ed by the reference, then the system has a precision of 1, the

best score possible. But the system can have a score of 1 if it only annotates one

right term, even though there are a lot of other terms annotated in the reference.

This system, although having a score of 1, would not be very useful. Recall is a

measure that helps to solve this issue.

Recall calculates what fraction of all terms annotated in the reference are

annotated by the system.

R =
TP

TP + FN
(2.3)

If the system annotates eight terms of the ten that are annotated in the

reference, then it has a recall of 0.8. If it annotates all of them, it has a recall

of 1, the perfect score. But, as is the case with precision, this measure also has

problems. If the system annotates all the terms in a corpus, it will have a perfect

score in the recall measure, because it is sure to have annotated all the terms

annotated in the reference, although it also annotated a lot of wrong terms.

As you can see, both measures have problems when used in isolation. One

way to combine them is by using the F-score measure, that corresponds to the

harmonic mean of precision and recall.

F-Score = 2 ∗ P ∗R
P ∗R

(2.4)
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2.5.1 Micro- and Macro- Evaluation Metrics

Now imagine that you want evaluate your system on more than one document.

How do you aggregate the metrics explained above? You can sum the TP, FP

and FN values of each document and then use the Precision, Recall and F-Score

formulas exposed above. With this approach, you would calculate the Micro

Precision, Micro Recall and Micro F-score.

Another approach is to calculate Precision, Recall and F-Score for each doc-

ument and then average for all documents. This would give you the Macro

Precision, Macro Recall and Macro F-score values.
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Chapter 3

Multilingual NER of Radiology

Text

3.1 MRRAD (Multilingual Radiology Research Ar-

ticles Dataset) Corpus

To the best of my knowledge there is no parallel corpus of Radiology reports.

So I created a Portuguese-English parallel corpus of research articles related to

Radiology, assuming that the writing style and content of these research articles

are similar to Radiology reports. For each research article the MRRAD corpus

contains:

1. Original Portuguese text

2. Human Translated English text

3. Machine Translated English text (Yandex)

4. Machine Translated English text (Google)

5. Machine Translation + Post-Editing English text (Google + Unbabel)

In the next sections I will explain how I constructed the corpus.
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3.1.1 Web Crawl of the articles (1,2)

To obtain a list of research articles related to Radiology, that were available

both in English and in Portuguese, I used used the NCBO Entrez Program-

ming Utilities (E-utilities)1 to query the PubMed database with the search query

�portuguese[Language] AND english[Language] AND radiography[MeSH Major

Topic] AND hasabstract[text]� (search done on Dec 11, 2016). The last �lter is

used to avoid getting texts for which only the title is available.

Then I programmatically crawled each article PubMed page to get the URL

where the full article could be found. Most of the articles were hosted in SciELO2

and only articles hosted in there were included in the corpus. More, only articles

for which the original language is Portuguese are included in the corpus.

Finally, I programmatically crawled the SciELO pages for each article to get

both the original Portuguese texts and the corresponding English translations.

From the HTML of each page I extracted everything from the abstract until, but

not including, the references/bibliography.

Three of the articles were surveys, not containing much vocabulary about

Radiology (PMIDs: 19936506, 22002140, 23515770). They were excluded from

the corpus. Other two contained encoding problems and were also excluded

(PMIDs: 21793046 and 24263777).

The �nal result is a parallel corpus of 51 articles, distributed by journal as

shown in Table 3.1.

To give a sense of the corpus size, the human English translations have a

total of 163,423 words3 the longer article having 12,451 and the smaller 848. The

articles have an average of 3,204 words each.

3.1.2 Note On Human Translations

It is not known for sure how exactly the original human translations were per-

formed, since some of the articles are not recent and some of the journals did

not answer my request for more information about the translation, but all the

1https://www.ncbi.nlm.nih.gov/books/NBK25501/
2http://www.scielo.br/
3Tokenization done by NLTK's word_tokenize function (http://www.nltk.org/)
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3.1 MRRAD (Multilingual Radiology Research Articles Dataset)
Corpus

Table 3.1: Number of articles by journal in parallel corpus

Journal Number Of Articles

Arquivos Brasileiros de Cardiologia 24
Jornal Brasileiro de Pneumologia 14
Revista do Colégio Brasileiro de Cirurgiões 4
Brazilian Journal of Otorhinolaryngology 2
Arquivos Brasileiros de Cirurgia Digestiva 2
Revista Brasileira de Cirurgia Cardiovascular 2
Jornal da Sociedade Brasileira de Fonoaudiologia 1
Einstein (São Paulo) 1
Revista Brasileira de Reumatologia 1

answers received mentioned the use of specialized translation services. Having

said this, it is being assumed that the translations are of high quality since they

are published by scienti�c magazines.

3.1.3 Yandex Translation (3)

I used Yandex's free Translate API1 to machine translate the Portuguese version

of the articles. Yandex is a Russian company which, among other things, sells

automatic translation services, but it has a limited free service. It currently uses

a Statistical approach to Machine Translation. Each translation request had a

limit of 10,000 characters so I developed software to break the text to various

pieces, without breaking the text in the middle of sentences, send the translation

request for each piece and then join everything back.

3.1.4 Google and Unbabel Translation (4,5)

Both MT with Google and MT+PE with Unbabel were obtained using Unbabel's

API2. I obtained Google's Statistical Machine translation using themt_translation

endpoint of the API and Unbabel's Machine Translation + Post-Editing using the

translation API's endpoint. The requests for Unbabel Translations have a limit of

words, so I used a software similar to the one utilized for the Yandex Translations.

1https://tech.yandex.com/translate/
2http://developers.unbabel.com/
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Table 3.2: OBA parameters used
Parameter Value

expand_class_hierarchy false
expand_mappings false
minimum_match_length 3
exclude_numbers false
whole_word_only true
exclude_synonyms false
longest_only false

3.2 Annotation

All the English versions of the articles in the corpus were annotated three times

with RadLex terms, one time using a direct matching approach and two using

two of the built-in matching strategies provided by NOBLE Coder. I am calling

the three approaches Direct Match (See Section 2.1.1), All Match and Best Match

(See Section 2.4.3). Three di�erent kinds of approaches were used to check what

e�ect the annotation strategy have on the results, if any.

3.2.1 Direct Match - Annotation with Open Biomedical

Annotator

The articles were annotated with OBA using the REST API1. The default pa-

rameters were used, namely the ones shown in Table 3.2.

3.2.2 All Match and Best Match - Annotation with NO-

BLE Coder

NOBLE Coder was chosen against others similar tools because of its comparable

quality and higher ease of use. Each of the articles was annotated twice with this

tool, using two di�erent matching strategies, Best match and All match (these

strategies are described in section 2.4.3).

1http://data.bioontology.org/documentation#nav_annotator

32

http://data.bioontology.org/documentation#nav_annotator


3.2 Annotation

More information on how NOBLE Coder was used can be found at the MR-

RAD GitHub repository1.

3.2.3 Related Work on Annotations

3.2.3.1 Participation in BioCreative V.5

While working on the main question of this thesis, I also participated in the

CEMP (Chemical Entity Mention recognition) (Lamurias et al., 2017) and TIPS

(Technical interoperability and performance of annotation servers) (Couto et al.,

2017) tasks of BioCreative V.52, as member of a team composed by other members

of the LaSIGE group.

The goal of the CEMP task (Pérez-Pérez et al., 2017b) was to identify and

localize mentions of chemical entities (a NER task) in titles and abstracts of

patents. For this task the team used two systems, IBEnt (Identifying Biomedical

Entities)3 and MER (Minimal Named-Entity Recognizer)4. IBEnt uses a Machine

Learning approach and MER uses a lexicon-based approach.

The TIPS Task (Pérez-Pérez et al., 2017a), on the other hand, had has its

objective the development of annotation servers. For this we used the MER tool

mention before.

The participation in this competitions was relevant since it made me more

familiar with annotation systems.

3.2.3.2 Crowd Annotations

One alternative to use automated NER tools is to crowdsource the annotation

process. That is, instead of having automatic tools or medical experts annotating

documents, its possible to have members of the general public doing it. In theory,

this will be cheaper and faster than using medical experts and the annotations

will have a better quality than just using automatic tools.

1https://github.com/lasigeBioTM/MRRAD/blob/master/notes_on_dataset_

creation/using_noble_coder.md
2http://www.biocreative.org/news/biocreative-v5/biocreative-v5-cfp/
3https://github.com/lasigeBioTM/IBEnt
4https://github.com/lasigeBioTM/MER
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If you think about it, this is analogue to use crowdsourced MT+PE instead of

MT or HT. One idea is even to use automatic annotations as a basis for the crowd

members annotations. This is the strategy used on recent work on crowd NER: (Li

et al., 2016) studied the use of the crowd to validate the automatic identi�cation

of chemical-induced disease relations in PubMed abstract while (Burger et al.,

2014) did something similar for gene�mutation relations.

I co-organized and co-presented a Workshop on Biomedical Text Mining, in

which we experimented with having participants of the Workshop annotating

Radiology reports with RadLex terms, using annotations by OBA as a basis: in

the annotation interface, the users could see the annotations by OBA and could

accept or reject them or add new annotations. We also did another experiment

of the same kind, but this time using annotation of HPO (Human Phenotype

Ontology) terms and having a gold-standard by experts. This allowed us compare

the annotations of the crowd with the expert's annotations (Campos et al., 2017).

3.3 Evaluation

For each document and annotation approach I created the set of the RadLex terms

(identi�ed by their RIDs) that were found in that document with that annotation

approach. This is the data used in the assessment of translation solutions that

follows.

The RadLex terms identi�ed in each MT or MT+PE translated article were

compared against the ones identi�ed in the corresponding HT translated article,

which was considered the gold standard. Both Micro- and Macro- Precision,

Recall and F-scores were calculated. This was done for each matching approach.

To facilitate the understanding of the results, I will now walk trough a short

example. Consider that we have one Portuguese document and corresponding

HT English translation and MT English translation. Four terms of interest were

identi�ed in the HT translation, bone, cell, �nger, colon1. This is going to be our

gold standard. In the MT translation, two terms of interest were found, brain,

bone. One of these terms is also in the gold standard, which means TP = 1, but

1I use here human understandable names instead of RIDs so that the example is easier to
follow
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3.4 MRA - Proof of Concept of a Multilingual Report Annotator
Web Application

the other term is not, FP = 1. In the gold standard there are three terms that

were not found in the MT translation, which means FN = 3. After calculations

(see 2.5), this gives us a Precision score of 0.5, a Recall score of 0.25 and F-Score

of 0.33. These methods measure how similar are the terms annotated on the MT

or MT+PE texts to the terms annotated on the HT texts.

3.4 MRA - Proof of Concept of a Multilingual Re-

port Annotator Web Application

As an example of what could be done when integrating translation with medi-

cal applications I have built a web application called MRA (Campos & Couto,

2017a)1 which translates text from six languages to English, followed by annota-

tion with RadLex terms.

The �ow of the application goes like this. The doctor or researcher uploads

a text �le containing a medical report to the application, and the text of this

report is sent to Unbabel's translation services. In this prototype only machine

translation is being used, for demonstration purposes. In a real-life scenario,

human translation could also be used for more reliable results. So, the text is

sent to translation and after a while (approximately 2 minutes, to simulate a real

human and machine translation) the translation is ready.

Then, the translated text is sent to OBA services. After this is done it is

possible to explore the annotations in the translated text. The interface of the

annotations was partly inspired by a similar project called LexMap (Hostetter

et al., 2015).

The idea is that this application can be used to bootstrap other, more useful

applications. It was inclusively demonstrated to a clinical facility during talks to

create a partnership between the facility and Faculty of Sciences.

1https://github.com/lasigeBioTM/MRA
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Chapter 4

Experimental Results

4.1 NER Lexicon-based approach

Table 4.1: Number of RadLex terms found by document

Translation Direct Match All Match Best Match

Human 119.55 177.92 145.0
Yandex 116.06 173.92 145.16
Google 120.8 179.49 147.61
Unbabel 120.92 178.86 148.16

Table 4.1 presents the number of RadLex identi�ed by document using the

di�erent annotation approaches. One of the highlights here is that the All Match

approach consistently found more terms than the Best Match approach, which

itself found more terms than the Direct Match approach. This was expected

since the All Match approach its the most �exible one in what it considers to be

a mention of a RadLex term. The Best Match approach is more strict than the

All Match approach but less than the Direct Match approach, considering lexical

variations and word reordering, for example. But in all cases we can see that

many terms are being identi�ed in each document.

As seen in Figures 4.1, 4.2 and 4.3, the terms identi�ed in Google translations

are more similar to the ones identi�ed in HT translations than the ones from

Yandex translations. This could be just because the human translators used
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Google Translator to help them in their translation process. This argument loses

strength if we assume Google Translate translation outputs changed since the

articles were human translated (publication years of the articles in MRRAD range

from 2003 to 2013), but data could not be found to corroborate this assumption.

The terms identi�ed in Unbabel and Google translations are really similar, the

F-scores being almost equal. That the translations are similar is not too surpris-

ing since the Post-Editing phase at Unbabel is done after MT translation using

Google. What could be surprising is that Unbabel does not have a signi�cantly

higher score. One conclusion to take from this is that Post-Editing step on the

MT+PE does not add value for this task. The results are similar when a Macro

Evaluation is done (see Appendix Tables 1, 2 and 3).

In the Introduction to the thesis I have proposed the following hypothesis:

Hypothesis: MT+PE is a good trade-o� between quality and cost, compared

with MT and HT, for translating Portuguese Radiology reports to English,

for the purpose of identifying RadLex terms in the translated text.

I have written that for this to be true, "The terms identi�ed in MT+PE
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translations have to be more similar to the ones identi�ed in the HT translation

than the ones identi�ed in MT translations". This does not hold. So, for this

task, if someone had to choose between Google and Unbabel, this someone would

be better o� using Google since it is cheaper.

I have also written that for the hypothesis to be true, "The terms identi�ed

in the MT+PE translations have to be similar enough to the ones identi�ed

in the HT translation". The terms identi�ed in any of these translations are

not extremely di�erent but they are also not equivalent to the ones identi�ed

in the human translation. It could be the case that for some applications only

translations close to human quality are acceptable, while for other applications

a mediocre translation would be good enough. Therefore, the suitability of the

MT and MT+PE translations probably depends on the practical usage for these

translations and annotations.

To better understand the results I will now provide a detailed analysis on the

annotations for the clinical �nding and anatomical entity subtrees of RadLex.

These are two of the subtrees that probably would be more important when

applying RadLex to a Information Retrieval system, a type of application for

which the results of this study can be useful.

4.1.1 Clinical Finding and Anatomical Entity Subtrees

Depending on the type of annotation approach and translation it was found be-

tween 35.25 and 55.55 clinical �nding or anatomical entity terms per document

(See Appendix Table 1). As seen in Figures 4.4, 4.5 and 4.6, the scores obtained

are similar to the ones obtained for all terms, with Yandex translation identi�ed

terms being the less similar to the HT translation identi�ed terms and Google and

Unbabel having similar scores. Similar results were found when Macro evaluation

was performed (see Appendix Figures 4, 5 and 6). But why these scores?

In an attempt to better understand the results, I did an analysis of the False

Positives and False Negatives errors committed by the MT and MT+PE transla-

tions, focusing on the terms belonging to the clinical �nding or anatomical entity

RadLex subtrees. From preliminary analysis I knew that some of the FPs and
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FNs are not caused by a erroneous translation but due to other causes, for exam-

ple, an alternative translation which is correct but causes a di�erent annotation,

e.g., translating parênquima pulmonar to pulmonary parenchyma instead of to

lung parenchyma. Both translations are correct but the second one leads to the

identi�cation of the term lung while the �rst does not. Still, I expected a higher

number of real translation errors using Yandex compared with the Unbabel or

Google translations, since both of these types of translation had better scores.

I did an analysis on the FPs and FNs errors committed by Yandex, Google

and Unbabel translations in 9 random documents and each error was classi�ed by

type1. The results from the Best Match Approach were used. As predicted, the

percentage of errors of Yandex due to a wrong translation (25% of 100 FPs or FNs)

was higher than the percentage of errors of Google and Unbabel (22.09% of 86

and 21.18% of 85 FPs or FNs, correspondingly), but only slightly (See Appendix

Table 2). The reasons for the others FPs and FNs included, among others, cases i)

1The data resulting from this analysis can be found as Table 6 at https://drive.google.
com/open?id=0B5R2YTHDeD6saHdKeUgzUGZTVzA
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4.1 NER Lexicon-based approach

of di�erent translations which are both correct but lead to di�erent annotations,

as described above and ii) in which the word identi�ed does not have the same

meaning in the text as it has in RadLex. For example, the case of identifying the

anatomical term hand from "(...) on the other hand, it has to be considered that

(...)" , in which the word hand is used metaphorically. This happens because

a rule-based approach is being used, which does not consider the context of the

term.

There were a lot of these ii) cases, which maybe would happen less if a Machine

Learning NER approach was used. I thought about this but the problem is that,

to the best of my knowledge, there is no data readily available to conduct an

experiment of this type, i.e., I could not �nd English Radiology text resulting

from human translation of Portuguese text and annotated with RadLex terms by

experts.

Next I analyzed what kind of real translation errors were causing the FPs and

FNs1. These subcategories included cases in which:

� There was an extra word in the translation;

� There was a missing word in the translation;

� A wrong hyphenation was used;

� An acronym was not translated;

� The test translation used a term that was too general;

� A wrong lexical variation was used;

� The most correct medical term was not used;

Each of these cases had a low number of occurrences and so it is not worth a

deeper analysis. One interesting thing to note is that in the Yandex translations

there were some cases (six) in which the original Portuguese word was not even

translated. This never happened in the Google and Unbabel translations that

1The data resulting from this analysis can be found as Table 9 at https://drive.google.
com/open?id=0B5R2YTHDeD6saHdKeUgzUGZTVzA
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were analyzed. This could be explained by the fact that probably Yandex focuses

on di�erent languages than Google and so their Portuguese-English translation

and/or language models are not so well trained. But most of the errors correspond

to just to a general wrong choice of terms to use as a translation. For example,

translating média to middle instead of mean or lesões de via biliar to lesions via

bile instead of lesions to the biliary tract. This type of problems could probably

be solved by training Google and Yandex models with more data, speci�cally

data related to medicine.

One could expect that Unbabel translations would have a lot less mistakes

than Google's but this is not always the case. There are situations where errors

are even added during the Post-Editing step. A review of the errors makes me

propose that this could be due to the lack of medical knowledge of Unbabel

current editors. For example, a stroke is something that occurs in the brain but

in one case it was used as something that happens in the heart - someone with

some knowledge on medicine would not make this error. But the truth is that

Unbabel currently do not have a focus on medical content. I predict that if they

did and invested in growing a crowd of experts with a better knowledge of medical

language, this would lead to better results.
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Chapter 5

Conclusions

In the Introduction of this thesis I wrote that I was going to answer the question

"lacking the resources to pay for human translation services, what kind of auto-

matic (MT) or semi-automatic translation (MT+PE) approach should be used

in the task of translating Portuguese Radiology-related text to English, for the

purposes of �nding RadLex terms in the translated text?".

For this purposes, I have created the MRRAD corpus, a corpus of 51 Por-

tuguese research articles related to radiology and four alternative translations

to English for each one of these articles. This corpus can be used to study the

e�cacy of translation solutions in biomedical text, particularly text related to

Radiology. To the best of my knowledge this is the �rst corpus of this type.

This corpus could even be extended by other researchers, using di�erent types of

translation or languages, for example.

Using this corpus I did a quantitative evaluation of the performance of multi-

ple automatic or semi-automatic translation approaches in the task of translating

Portuguese Radiology-related text to English, for the purposes of recognizing

RadLex terms in the translated text. To better understand the results I also did

a qualitative analysis of the type of errors found. The results will certainly be

helpful for the decision-making of developers who want to develop multilingual ap-

plications that apply Text Mining tools, specially in Radiology text. The results

corroborates the conclusion that if the developers have limited �nancial resources

to pay for Human Translations, they will be better of using a Machine Translation
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service like Google instead of a service that implements Post-Editing, like Unba-

bel. Of course, maybe there are better Machine Translation services than Google

or better Machine Translation + Post-Editing services than Unbabel is currently

o�ering for the medical �eld, and this is something that could be explored in

further work.

Parallel to this main work I also developed a proof of concept web applica-

tion involving NER and translation; I was part of a team that participated in

two international competitions related to NER; helped in the organization and

presentation of a workshop on Biomedical Text Mining.

Since this work explores a way to annotate non-English text using English

terms, these results can motivate the sharing of annotations of biomedical text

across communities. Linked-data (Barros & Couto, 2016) approaches, for exam-

ple, will bene�t from this sharing because they will have access to data that would

be hard to access behind language barriers, which creates the possibility of devel-

oping semantic knowledge bases (Monteiro et al., 2016) with multilingual content.

This sharing will allow, for example, �nd reports from di�erent languages when

searching for Radiology reports about left shoulders.

During this work I only experimented with rule-based NER. The results could

be di�erent if some kind of Machine Learning based approach was used instead,

something that could be explored in further work. More, in this dissertation I

just assessed the application of recognizing RadLex terms from translated text.

A more realistic approach would be to test the performance of each kind of trans-

lation in a real application, like an Information Retrieval (Manning et al., 2009a)

or Question Answering system. But even if we discover which translation strat-

egy is better for each kind of system, the question of the feasibility of integrating

translation in systems used in real-word settings (e.g. hospitals) remains and

this is something that could be explored in further work, through, for example,

a partnership with a clinical facility.

Doing translations of Radiology reports to be consumed by software its just

part of what needs to done to break language barriers in this �eld. Web platforms
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like Radiopaedia1, MyPACS2 and AuntMinnie3 have the goal of sharing radio-

logical information in the Radiology community, but the information available is

in English, which could be a obstacle to some radiologists. Not just because of

di�culties in writing or reading English, but the fact that the text is not in the

native language of the user can make her feel less welcome to the community.

My point being that further work could explore the task of translating Radiology

text for human consumption.

1https://radiopaedia.org/
2https://www.mypacs.net
3http://www.auntminnie.com/
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A. MACRO EVALUATIONS
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Subtrees Analysis

Table 1: Number of RadLex clinical �nding or anatomical entity terms found by
document

Translation Direct Match All Match Best Match

Human 36.82 54.76 41.20
Yandex 35.25 53.33 41.75
Google 37.73 55.55 42.35
Unbabel 37.59 55.14 42.45
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Error Evaluations

Table 2: Number of Errors Belonging to Each Category, by Translation Type.
The column "?" contains the count of the errors for which I could not attribute
a category

Translation Wrong Translation Not Wrong Translation ? Total

Yandex 25 71 4 100
Google 19 64 3 86
Unbabel 18 64 3 85
Total 62 199 10 271
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