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Abstract
This paper describes our exploratory work in applying the Auto-
matic ToBI annotation system (AuToBI), originally developed
for Standard American English, to European Portuguese. This
work is motivated by the current availability of large amounts
of (highly spontaneous) transcribed data and the need to fur-
ther enrich those transcripts with prosodic information. Manual
prosodic annotation, however, is almost impractical for exten-
sive data sets. For that reason, automatic systems such as Au-
ToBi stand as an alternate solution. We have started by applying
the AuToBI prosodic event detection system using the existing
English models to the prediction of prominent prosodic events
(accents) in European Portuguese. This approach achieved
an overall accuracy of 74% for prominence detection, simi-
lar to state-of-the-art results for other languages. Later, we
have trained new models using prepared and spontaneous Por-
tuguese data, achieving a considerable improvement of about
6% accuracy (absolute) over the existing English models. The
achieved results are quite encouraging and provide a starting
point for automatically predicting prominent events in European
Portuguese.
Index Terms: prosody, automatic prosodic labeling system,
spontaneous speech.

1. Introduction
The role of detecting prosodic events is becoming more and
more pervasive in different automatic speech processing tasks.
The detection of prosodic events has proved to be useful
for, e.g., improving speech summarization [1], in ASR mod-
els [2, 3, 4], in predicting ASR recognized turns in dialogue sys-
tems [5], in predicting structural metadata events [6, 7, 8, 9], in
improving unit-selection synthesis [10] or in detecting phono-
logical units for expressive speech synthesis [11], and in identi-
fying paralinguistic events [12].

The literature has documented a set of acoustic and visual
correlates of prominence - duration, intensity, pitch, voice qual-
ity, and visual cues [13, 14, 15, 16, 17, 18, 19, 20, 21]. Sys-
tems built to predict prominence based on acoustic correlates
are being used for cross-language studies. One such example
is the Automatic ToBI annotation system (AuToBI) for Stan-
dard American English (SAE) by [17, 22]. AuToBI is a publicly

available tool1, which detects and classifies prosodic events fol-
lowing SAE intonational patterns. AuToBI relies in the funda-
mentals of the ToBI system, meaning it predicts and classifies
tones and break indices using the acoustic correlates - pitch,
intensity, spectral balance and pause/duration. AuToBI uses a
modular architecture, which allows to perform six tasks sep-
arately and provides English trained models for spontaneous
and read speech (for further details, vide [17] and references
therein). The six tasks correspond to: i) detection of pitch
accents; ii) classification of pitch accent types; iii) detection
of intonational phrase boundaries; iv) detection of intermedi-
ate phrase boundaries; v) classification of intonational phrase
boundary tones; and vi) classification of intermediate phrase
boundary tones. Previous work on prosodic event detection us-
ing AuToBI [17, 22, 23, 24] have shown that prominence and
phrase boundaries can be predicted in a cross-language (Amer-
ican English, German, Mandarin Chinese, Italian and French)
context, albeit with language specific properties. Those studies
also found little support for the hypothesis that language fami-
lies are useful for cross-language prosodic event identification.
Taking into account the described results, the aim of this work
is to extend the AuToBI prosodic event detection system from
English to Portuguese in two stages. First, English models are
used to predict prosodic events in European Portuguese (detec-
tion and classification of pitch accents). Second, AuToBI capa-
bilities are adapted using a relatively small amount of annotated
data to train Portuguese models.

This paper is organized as follows. Section 2 comprises the
description of the corpus used in the experiments. Section 3
presents the process of converting of tone inventories from P-
ToBI to SAE, a pre-requirement to apply AuToBI to European
Portuguese. Section 4 describes the experiments conducted and
the main results achieved. Section 5 presents our conclusions
and future work.

2. Corpus
This study uses a subset of CPE-FACES [25, 26], an European
Portuguese Corpus Spoken by Adolescents in School Context.
The corpus consists of spontaneous and prepared unscripted
speech from 25 students (14-15 years old) and 3 teachers, all

1http://eniac.cs.qs.cuny.edu/andrew/autobi/



Corpus subset → train test total

total time (minutes) 33.4 10.9 44.2
useful time (minutes) 20.6 6.6 27.2

number of pitch accents 2061 717 2778
number of phrasing units 1382 489 1871
number of words 4361 1456 5817

Table 1: Properties of the CPE-FACES subsets.

speakers of standard European Portuguese (Lisbon region), to-
taling approximately 16h. It was designed to represent some
of the speech tasks that are common in school context and it
was collected in the last year of compulsory education (9th
grade), in three Lisbon public high schools. It was recorded in
a natural setting – the speakers classroom of Portuguese as L1
– in different communication situations: two dialogues (both
spontaneous) and two oral class presentations (one spontaneous
and another one prepared, but unscripted). In the spontaneous
presentation, students and teachers were unexpectedly asked
to relate an (un)pleasant personal experience. It was assumed
that the involvement of speakers on topics related to their per-
sonal interests and day-to-day life would manifest in the nat-
uralness and spontaneity of their talks [27]. The prepared sit-
uation corresponds to typical school presentations; the presen-
tation was about a book the students must read following spe-
cific programmatic guidelines. For students, a variety of pre-
sentations on Ernest Hemingway’s “The Old Man and the Sea”
and on Gil Vicente’s “Auto da Índia” was recorded. As for the
teachers, all prepared presentations were related to the study of
“Os Lusı́adas” by Luı́s de Camões, and two address the same
episode - the lyric-tragic episode of Inês de Castro.

Basically, spontaneous and prepared presentations differ in
the degree of planning involved, the type of information com-
municated, the speakers’ attention to the speech task and effort
to speak clearly. In spontaneous presentations, the speakers can
talk freely about any topic of their choice; they can change topic
and move on to another topic whenever they feel like it. As
far as typical (prepared) oral presentations at school are con-
cerned, it was argued before that “more than talking about a
pre-determined theme, an oral presentation presupposes the ca-
pacity to individually produce a greater amount of utterances,
organizing the information that is given to the public in a clear
structured form” [25].

The recordings of the two female teachers and all the stu-
dents were done with an UHER 400 Report Monitor recorder
with a BASF LPR 35 magnetic tape and a SENNHEISER
MD 214 V-3 worn suspended from the neck microphone.
These recordings were latter digitized at 44.1 kHz, using 16
bits/sample and afterwards downsampled to 16 kHz. CPE-
FACES was recently extended with the recordings of a male
teacher, using a TASCAM HD-P2, a Portable High Definition
Stereo Audio Recorder, and a head-mounted microphone Shure,
a Sub-miniature Condenser Head-worn Microphones, model
Beta 54. The sound was recorded in mono, with 16-bit at sam-
ples rates of 44.1kHz, and afterwards downsampled to 16 kHz.

The subset of the corpus used in this study comprises 9
spontaneous presentations and 9 prepared unscripted presen-
tations, from 6 teenage students (balanced by gender) and 3
teachers (2 female and 1 male). The data was split into train
and test subsets, where the training part corresponds to about
75% of each speech file and the test part corresponds to the
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Figure 1: Schematic F0 contours. Thick red lines indicate the
stressed syllable.

remaining 25%. Both subsets include portions of each speech
file, which reduces the bias of training and testing using differ-
ent conditions. Even so, one should note that the test set of our
data is harder to automatically process, mostly due to the fact
that by the end of a presentation interlocutors tend to interrupt
more, leading to more overlapping speech. These rich interac-
tions result in harder stretches of speech to process. The over-
all statistics about the subset of the corpus are presented in Ta-
ble 1, where “total time” correspond to useful time and silences.
The useful time is similar to other corpora subsets used by [23]
for cross-language detection of prosodic events with AuToBI,
namely the Italian subset (25 minutes of read speech by a single
speaker). Having an equivalent amount of data (at this point a
small sample of 27 minutes) allow us to make more direct com-
parisons with previous studies applying AuToBI.

The data was annotated by two expert linguists using the
ToBI prosodic system adapted to European Portuguese (To-
wards a P ToBI by [28]), in order to conduct experiments on
automatic ToBI-labeling in European Portuguese, as part of the
ongoing project2 that funded this research. All the pitch ac-
cents (H+L*, H*+L, L*+H, L+H*, H*, L*, H+!H*) and the
final boundary tones (L%, H%, !H%, LH%, HL%) that are cov-
ered in the Towards a P ToBI proposal were used in this subset
(see the schematic F0 contours in Figure 1). For further details
on the annotation of the corpus, vide [26, 29].

3. Converting tone inventories
As previously said, AuToBI relies on the fundamentals of SAE.
Therefore, as a pre-requirement to apply AuToBI to European
Portuguese, the tonal inventory of P ToBI, displayed in Figure
1, had to be converted converted to the SAE inventory. Since
this work is our first step towards fully automatic prosodic label-
ing, at this stage no feature adaptation (pitch, intensity, spectral
balance and pause/duration) was done. The conversion process
was jointly carried out with one of the American co-authors of
this paper. This task involved the analysis of a considerable
amount of examples for each pitch accent and boundary tone in
the P ToBI inventory. Table 2 summarizes the conversions that
have been made.

The main differences concern falling pitch accents and sin-
gle boundary tones at intonational phrases (IPs). First, H+L*
- a very frequent nuclear accent in European Portuguese (as-
sociated with declaratives and wh- question), which is absent
in the SAE inventory. Second, H*+L - relatively uncommon
in the subset analyzed, which is also absent in the SAE inven-
tory. Third, H% and L% - single boundary tones at intonational

2PTDC/CLE-LIN/120017/2010.



P ToBI SAE

H+L* H+!H*
H*+L H*
L% L-L%

H% H-H%
H-L%

HL% !H-L%
!H% H-L%

H* H*
L* L*
L+H* L+H*
L*+H L*+H
H+!H* H+!H*
LH% L-H%
L- L-
H- H-
!H- !H-

Table 2: Inventory conversion from P ToBI to SAE. In the first
part the events changed and in the second part the ones kept.

phrases, as proposed by [30, 28]. In [30, 28], two different lev-
els of phrasing are equated both to the intonational phrase: the
major IP and the minor IP, in line with [31]. Minor and major
IPs are marked with breaks 3 and 4, respectively, and the di-
acritics “-” and “%” represent the different strengths of the IP
boundaries. Although [32] proposes a reanalysis marking both
IP levels as “%”, the labels “-” and “%” were kept in the subsets
of CPE-FACES. Table 2 also displays the tones shared by both
intonational systems (H*, L*, L+H*, L*+H, H+!H*, LH%, L-,
H-, !H-).

4. Results
This section presents our first efforts towards the automatic de-
tection of prominent prosodic events in European Portuguese.
We have started by identifying prominent events using exclu-
sively English models. The evaluation of such models was ini-
tially performed using the Portuguese data as a whole and later
using the test set exclusively. Finally, we have trained new Por-
tuguese models and verified their impact on prominence detec-
tion. Portuguese models were trained firstly using the whole
training set (which includes students and teachers data) and later
using exclusively teachers data. In all steps, results were evalu-
ated using standard performance metrics [33]: precision, recall,
f-measure, and accuracy, which can be expressed in terms of
true positives (tp), true negatives (tn), false positives (fp), and
false negatives (fn) as follows:

precision = tp
tp+fp

,

recall = tp
tp+fn

,

accuracy = tp+tn
tp+fp+fn+tn

,

Fmeasure = 2×precision×recall
precision+recall

4.1. Prominence detection using English models

After the conversion process described in Section 3, existing
English (EN) models were applied to the Portuguese (PT) data.
The English models used correspond to the 1.3 version, which

EN models Accented Unaccented

PT.all Prec Rec F Prec Rec F Acc

Overall 80.8 64.9 72.0 70.0 84.1 76.4 74.4

Students 73.7 47.6 57.8 64.3 84.7 73.1 67.1

Teachers 83.4 73.8 78.3 74.3 83.8 78.8 78.5

Table 3: Prominence prediction, using EN models and PT data.

EN models Accented Unaccented

PT.test Prec Rec F Prec Rec F Acc

Overall 74.0 70.8 72.3 67.9 71.3 69.6 71.0

Students 61.1 63.1 62.1 55.8 53.8 54.8 58.8

Teachers 82.4 75.3 78.7 74.0 81.5 77.6 78.2

Table 4: Prominence prediction, using EN models and PT test
set.

includes training material from three corpora: Boston Direc-
tions Corpus, Boston University Radio News Corpus, Columbia
Games Corpus ([17] and references therein). Building upon
previous studies using AuToBI [23, 24], we hypothesized that
prominence could be fairly detected by using English models
on Portuguese data, with no further adaptations of the system
rather than the conversions of tonal inventories.

Table 3 presents the results of prominence prediction after
applying the English models to the Portuguese data, discrimi-
nating between students and teachers. Results show that overall
prominent events are detected with 72.0% of f-measure (80.8%
of precision and 64.9% of recall). The accuracy of prominence
prediction using English models is 74.4%. Thus, the results
provide evidence that a considerable percentage of prominent
events may be predicted from English to Portuguese, supporting
previous research using AuToBI [23] for West-Germanic and
Romance Languages, Portuguese not included. Table 3 displays
a striking difference of around 11% accuracy between speakers
(67.1 for students vs. 78.5% for teachers). Results are clearly
better for teachers than for students, evidencing an age/status
dependent effect on the prominence detection tasks.

English models were also applied to the test set of the Por-
tuguese data exclusively. It is important to emphasize that, as
previously stated, the test set of our data is harder to automati-
cally process due mostly to very lively interactions between in-
terlocutors. We believe that this is the core reason for the poorer
results presented in Table 4 when compared with the ones in
Table 3: the overall accuracy decreases by about 3% in the
Portuguese test set. This result is mostly related to the overall
prediction for students. For teachers the results are quite simi-
lar, with a slight improvement in prominence prediction (from
78.3% to 78.7% f-measure). To sum up, using exclusively the
Portuguese test set, the overall accuracy decreases from 74.4%
to 71% and the main differences between speakers still stand.

4.2. Prominence detection using Portuguese models

Previous results suggest that the prediction of prominence in
Portuguese is fairly accounted for with English trained mod-
els. In this section, we target the training of Portuguese mod-
els and their impact on prominence detection. We expect that
Portuguese trained models improve the overall accuracy of



PT models Accented Unaccented

PT.test Prec Rec F Prec Rec F Acc

Overall 78.8 78.6 78.7 75.4 75.6 75.5 77.2

Students 73.8 66.9 70.2 65.6 72.7 69.0 69.6

Teachers 81.3 85.4 83.3 82.1 77.3 79.6 81.6

Table 5: Prominence prediction, using PT models and PT test
set.

Classified as → Accented Unaccented
Accented 613 165

Unaccented 167 511

Table 6: Confusion matrix for prominence prediction.

prominence detection, as language-dependent models usually
enhance a system performance.

At this point, we have extended AuToBI capabilities to
Portuguese by training Portuguese models with the Portuguese
train set. No feature adaptation was performed, since we aim
at evaluating the impact of language specific data integration in
the overall accuracy. Table 5 summarizes the results achieved,
showing an overall accuracy increase of around 6% in promi-
nence prediction (77.2%), when compared with previous results
obtained with English models (71.0%, see Table 4). Moreover,
better performances are achieved for both students and teachers,
with accuracy improvements of 11% for students and 3% for
teachers. Comparatively, prominence detection show a higher
gain for students than teachers, however, there are still striking
inter-speaker differences in terms of age/status. Results show
that training with language specific data improves prominence
detection, in line with our expectations.

The confusion matrix in Table 6 shows prominence
(mis)detection, displaying a higher percentage of non-
prominent events classified as prominent (24.6% vs. 21.2%).

Along this work we have been pointing out striking differ-
ences between speakers, showing that teenage data is clearly
more difficult to deal with than teachers data. Taking such dif-
ferences into account, we have trained a new model using ex-
clusively teachers training data. Such model allows us to per-
form more direct comparisons with previous experiments for
other languages, which are commonly based on adult speech,
either read or spontaneous speech (task-oriented). The training
material for this final evaluation corresponds to 18.8 minutes
(silences included) of teachers data only, aiming at producing
a more homogeneous training data. In this final evaluation,
the overall accuracy decreases to 59.7% (53.7% for students
and 63.2% for teachers), which clearly demonstrates that the
amount of training material is insufficient. Moreover, these re-
sults also show that is preferable to have large amounts of train-
ing material from English than having small language depen-
dent samples (see Table 4). This also suggests that increasing
the amount of Portuguese training data will likely lead to even
better results than the ones already achieved (see Table 5).

The comparison between language dependent or cross-
language models applied to the same test set is on its own
very informative. Namely, we could verify that using models
trained with large amounts of English data captures a consider-
able amount of prominent events. Our results for European Por-
tuguese are closer to the ones presented in [23], which reported
an accuracy ranging from 62.9% to 82% for West-Germanic and

Romance languages, as French and Italian. This may suggest
that a considerable amount of acoustic information is shared
amongst different typological languages.

5. Conclusions and future work
This paper presented our first steps towards the extension of
the AuToBI prosodic event detection system to European Por-
tuguese. The first step concerned the prediction of prominent
prosodic events based on models trained for English. In the
second step the AuToBI models were retrained with a mod-
erate sample of Portuguese ToBI annotated data. This train-
ing corpus includes both spontaneous and prepared unscripted
speech from both adults and teenagers (teachers and students).
This is not the typical starting point for such cross language
experiments, but could not be avoided. As expected, the re-
sults showed poorer performance in prominence prediction for
teenagers, contrasting with state-of-the-art results achieved for
adults’ data, regardless of the models used. This shows a clear
age/status dependent effect present in our data.

Regarding the experiments conducted using the English
models on Portuguese data, results showed an overall accuracy
of 74.4% of prominence detection, comparable to state-of-the-
art results [23]. This result further supports previous predictions
using the same English models, which show that prominence
detection is fairly accounted for one language to another [23].
When adapting AuToBI capabilities to train Portuguese mod-
els, as expected, the prediction of prominent events further im-
proved in about 6% absolute. We may interpret those results
as pointing out to two main directions: first, a considerable
amount of prominent prosodic events may be cross-language
predicted, even when tackling a sample of different typologic
languages; second, albeit the reasonable cross-language pre-
diction rate, there are language specific traits captured only
with language-dependent trained models. This raises several re-
search questions, e.g, on cross-language universal acoustic cor-
relates of prominence vs. language dependent acoustic corre-
lates; on genre free or genre dependent prosodic properties; on
tonal density across languages; or even on informational struc-
ture. With this work we hope to contribute to prominence de-
tection research, still scarcely studied.

Our preliminary results for European Portuguese are quite
encouraging and a starting point to further enrich large amounts
of (highly spontaneous) transcribed data available for our lan-
guage. Therefore, future work will tackle the prediction of other
prosodic events (phrasing and tonal boundaries), and the evalu-
ation of the trained Portuguese models for different genres (uni-
versity lectures, map-task dialogues, broadcast news, broadcast
interviews, meetings, etc.). This will also allow us to address
the study of age-specific and status-specific properties.
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