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Abstract 

The education sector is at high risk for information security (InfoSec) breaches and in 

need of improved security practices.  Achieving data protections cannot be through 

technical means alone.  Addressing the human behavior factor is required.  Security 

education, training, and awareness (SETA) programs are an effective method of 

addressing human InfoSec behavior.  Applying sociobehavioral theories to InfoSec 

research provides information to aid IT security program managers in developing 

improved SETA programs.  The purpose of this correlational study was to examine 

through the theoretical lens of the theory of planned behavior (TPB) how attitude toward 

the behavior (ATT), subjective norm (SN), and perceived behavioral control (PBC) 

affected the intention of computer end users in a K-12 environment to follow InfoSec 

policy.  Data collection was from 165 K-12 school administrators in Northeast Georgia 

using an online survey instrument.  Data analysis occurred applying multiple linear 

regression and logistic regression.  The TPB model accounted for 30.8% of the variance 

in intention to comply with InfoSec policies.  SN was a significant predictor of intention 

in the model.  ATT and PBC did not show to be significant.  These findings suggest 

improvement to K-12 SETA programs can occur by addressing normative beliefs of the 

individual.  The application of improved SETA programs by IT security program 

managers that incorporate the findings and recommendations of this study may lead to 

greater information security in K-12 school systems.  More secure school systems can 

contribute to social change through improved information protection as well as increased 

freedoms and privacy for employees, students, the organization, and the community. 
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Section 1: Foundation of the Study  

Information security requires many elements to be successful in the organization 

such as asset identification, vulnerability and risk analysis, implementing effective 

security controls, and creating a security-minded workforce culture through security 

education, training, and awareness (SETA) campaigns (National Institute of Standards 

and Technology [NIST], 2015).  Technical solutions alone are not sufficient as 

vulnerabilities are not only caused by technology but also by flawed policies, individual 

practices, incorrect assumptions, and managerial decisions (Ahmad, Maynard, & Park, 

2014; Da Veiga & Martins, 2015a; Flores, Antonsen, & Ekstedt, 2014; Safa, Von Solms, 

& Furnell, 2016).  End users often engage in risky behavior and represent the weakest 

link in information security (Cox, 2012; Ifinedo, 2012).  Information security program 

managers generally understand technical security controls; however, they often struggle 

to develop effective SETA campaigns (Herath & Rao, 2009).  It is important to 

understand the effectiveness of information security communications and policies, the 

existing security culture, and how individuals react in response to these policies to 

improve SETA (Ashenden & Sasse, 2013; Tsohou, Karyda, Kokolakis, & Kiountouzis, 

2015; Wilson & Hash, 2003).   

Background of the Problem 

Information security is a regular topic of research due to the growing number of 

data breaches that threaten to expose private information (Kumar & Kumar, 2014).  A 

major data breach can prove costly for individuals facing identity theft and organizations 

in the loss of assets, reputation, legal fees, and mitigation costs (Romanosky, Hoffman, & 
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Acquisti, 2014).  The education sector is a major target for attack (Misenheimer, 2014; 

Romanosky et al., 2014).  Since 2005 educational institutions have experienced the 

second highest number of information security breaches with 14.8 million records 

compromised (Privacy Rights Clearinghouse, 2016).  The 1,247,812 records breached in 

the U.S. education sector in 2014 had a per capita cost of $140 resulting in losses of 

$17.5M (Identity Theft Resource Center, 2014; Ponemon Institute, 2015).   

As information security has matured, the industry has made great strides in 

improving technical security controls (Lin, Ke, & Tsai, 2015; Şimşek, 2015; Wu, Lei, 

Yao, Wang, & Musa, 2013).  However, the weakest link in the information security chain 

is not technology but computer end users (Crossler et al., 2013).  Actions by employees 

in the form of negligence, maliciousness, and human error represented 54% of all 

information security incidents in 2014 (Ponemon Institute, 2015).  Insider behavior is 

expected to continue to be the largest information security threat; however, organizations 

continue to neglect to focus on this area (Bartnes, Moe, & Heegaard, 2016; Experian, 

2015; Montesdioca & Maçada, 2015; Posey, Roberts, & Lowry, 2015).   

A trend in information security research is to study behaviors of end users 

(Crossler et al., 2013) so information security program managers can implement 

multilayered solutions that include addressing human reactions, behaviors, and 

motivators (Ahmad et al., 2014). Use of sociobehavioral theories has been effective in 

predicting information security compliant behavior (Lebek, Uffen, Neumann, Hohler, & 

Breitner, 2014; Sommestad, Karlzén, & Hallberg, 2015) and providing data to improve 

SETA campaigns (Posey, Roberts, Lowry, & Hightower, 2014).  Research applying these 
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methods and theories to information security exists but is still in its early stages (Cox, 

2012; Herath & Rao, 2009; Ifinedo, 2012).  This section has provided the background to 

the problem; attention will now turn to the problem statement. 

Problem Statement 

Effective SETA programs are the key security control to protect against employee 

negligence, human errors, and malicious insiders although few organizations properly 

invest in the deployment of this control (Posey et al., 2015).  Privileged computer users 

inside the organization are the cause of 70% of all information security incidents 

(Skorodumov, Skorodumova, & Matronina, 2015).  The general IT problem is that some 

IT security program managers lack knowledge of what motivational factors affect the 

intention to follow information security policy in order to develop a SETA program to 

mitigate human behavior risks.  The specific IT problem is that some IT security program 

managers in Bigg County Public Schools lack knowledge on the relationship between 

attitude toward the behavior, subjective norm, perceived behavioral control, and intention 

to follow information security policy in order to develop a SETA program to mitigate the 

human behavior risks of computer end users in a K-12 environment. 

Purpose Statement 

The purpose of this quantitative correlational study was to examine how attitude 

toward the behavior, subjective norm, and perceived behavioral control affected the 

intention of computer end users in a K-12 environment to follow information security 

policy to provide IT security program managers sufficient knowledge to develop 

effective security controls in the form of SETA to protect against human behavior risks.  
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Surveying computer end users in the Bigg County Public School System located in 

Northeast Georgia provided data collection.  This study applied the theory of planned 

behavior (TPB; Sommestad et al., 2015) to provide sufficient knowledge of how the 

constructs of this theory affect the information security behavior intentions of computer 

end users so that IT security program managers can develop effective SETA programs as 

a security control.  Applying sociobehavioral theories to information security research is 

a current trend with researchers calling for further academic study (Crossler et al., 2013).  

The independent variables of this theory are attitude toward the behavior, subjective 

norm, and perceived behavioral control.  The dependent variable is intention.  The 

implications for social change include the possibility for development of effective 

information security controls and improvement of data security protections for the 

employees and vulnerable student population of K-12 schools. 

Nature of the Study 

The nature of this research was that of a quantitative correlational study.  The 

formation and intention of a research question aids in defining the proper research design.  

Research asking how questions are best served by the exploratory nature of qualitative 

methodologies (R. K. Yin, 2014). Studies that seek to answer what or how much effect 

particular constructs have on a situation fit well with quantitative approaches (Fetters, 

Curry, & Creswell, 2013).  In this study, I suggested the constructs of TPB are what have 

an effect on the information security behavior intentions of computer end users in a K-12 

environment.  I also sought to know the significance of the effect these constructs have 

on this intended behavior, thus a quantitative methodology was appropriate. 
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Alternative methodologies considered included qualitative and mixed method.  

Qualitative studies are generally exploratory and often attempt to discover a 

phenomenon, recount experiences, explore a culture, or establish a theory (Flick, 2015), 

none of which were a goal of this study. This combined with the fact that qualitative 

methodologies do not meet the paradigmatic view of a postpositivist at ontological and 

epistemological levels (Yilmaz, 2013) made a qualitative method the incorrect approach.  

Researchers should choose a mixed method approach when driven by a purpose that they 

cannot meet by providing attention to a single method such as the need or desire to 

identify and corroborate data to establish a new theory (Heyvaert, Maes, & Onghena, 

2013; Venkatesh, Brown, & Bala, 2013).  This was not a goal of this study.  Mixed 

method can also exceed the limitations of time, budget, and skill sets of a single 

researcher (Yoshikawa, Weisner, Kalil, & Way, 2013), which made a mixed method 

approach not pragmatic for this doctoral study. 

Quantitative studies show a relationship between variables and typically follow a 

correlational, quasi-experimental, or experimental design (Tavakol & Sandars, 2014a).  

Correlational design is used to descriptively demonstrate, through the analysis of 

evidence gathered, if there is a relationship between independent and dependent variables 

(Goertz & Mahoney, 2013).  In this study, I approached the constructs of TPB as 

correlational in the desire to establish statistically how much the independent variables 

affected the dependent variable of intention.  Experimental and quasi-experimental 

designs show causation (Yoshikawa et al., 2013). The researcher must apply a treatment 

to a preferably random sample population and generally involve multiple data gathering 
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cycles (Bettany-Saltikov & Whittaker, 2014; Tavakol & Sandars, 2014a).  None of these 

goals or conditions existed in this study, thus experimental designs were inappropriate.  I 

also recognized that other factors in addition to TPB could influence information security 

behavior intentions, which further prevented a demonstration of causation and precluded 

the use of experimental methods.  The study was cross-sectional, as data gathering only 

occurred at a single point in time. 

Quantitative Research Question 

RQ: To what extent does attitude toward the behavior, subjective norm, and 

perceived behavioral control affect the intention of computer end users in a K-12 

environment in the Bigg County Public School System located in Northeast 

Georgia to follow information security policy? 

Hypotheses 

Formation of the hypotheses for this study occurred based on the constructs 

exhibited in the study framework and research model.  I used data analysis to determine 

the correlation of these constructs in order to accept or reject the null hypothesis.  The 

specific hypotheses for this study were: 

H10: Attitude toward the behavior, subjective norm, and perceived behavioral 

control does not affect the intention of computer end users in a K-12 environment 

to follow information security policy. 

H1a: Attitude toward the behavior, subjective norm, and perceived behavioral 

control does affect the intention of computer end users in a K-12 environment to 

follow information security policy. 
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Theoretical Framework 

In this study, I examined attitude toward the behavior, subjective norm, and 

perceived behavioral control to test TPB (Ajzen, 1985) in predicting the information 

security behavior intentions of computer end users in a K-12 environment.  The selected 

theoretical foundation for this study was TPB.  TPB is the predominant theory applied to 

information security research involving sociobehavioral theories in the extant literature 

(Lebek et al., 2014).  The independent variables of TPB are attitude toward the behavior, 

subjective norm, and perceived behavioral control.  The dependent variable is intention.  

Researchers have shown that TPB provides sufficient knowledge of motivational factors 

that affect information security behavior intentions (Sommestad et al., 2015).  As applied 

to this study, I expected that TPB would provide sufficient knowledge of the motivational 

factors of K-12 computer end users to allow IT security program managers to develop 

and deploy effective human behavior security controls in the form of SETA.  Figure 1 

shows the research model. 
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Attitude 

toward the 

behavior

Subjective 

norm

Perceived 

behavioral 

control

Intention

Figure 1.  Research model based on the theory of planned behavior.   

 

Definition of Terms 

The following terms have specific meaning in the context of information security, 

behavioral theory, and/or this research study.   

Information security: Information security refers to protective measures and 

actions taken to assure the confidentiality, integrity, and availability of electronic data 

and information systems (NIST Joint Task Force, 2013). 

Information security risk: An information security risk is a calculated measure of 

the likelihood of an event occurring that could negatively impact an information system 

or the data it contains (NIST Joint Task Force, 2013). 
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Information security threat: An information security threat is an event that has the 

potential to negatively impact an information system or the data it contains (NIST Joint 

Task Force, 2013). 

Information security vulnerability: An information security vulnerability is a 

weakness in an information system that if exploited could expose or damage an 

information system or stored data (NIST Joint Task Force, 2013). 

Information system: An information system is an electronic resource or collection 

of resources used in the storage, presentation, and transfer of data (NIST Joint Task 

Force, 2013). 

Information system asset: An information system asset is an identified 

information system and/or electronic data set that has been deemed to be valuable to an 

organization (NIST Joint Task Force, 2013). 

Security control: A security control is a safeguard put in place to protect an 

information system or the data it contains (NIST Joint Task Force, 2013). 

Security education, training, and awareness (SETA): SETA refers to 

communications developed to teach computer end users on proper methods to protect 

information systems and data (Posey et al., 2015). 

Assumptions, Limitations, and Delimitations 

Assumptions 

Assumptions in a research study are beliefs or positions the researcher takes for 

granted or holds true without absolute proof (Tavakol & Sandars, 2014a).  There were 

some assumptions related to the study topic and purpose.  The first was the assumption 
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that information security program managers lack knowledge of TPB.  Next was the 

assumption that information security program managers desire this information in order 

to improve SETA.  Mitigation of these assumptions happened through the exhaustive 

literature review presented in this paper that substantiated the lack of this knowledge and 

the need to improve SETA. 

The first general assumption of this study was that computer end users have past 

exposure to SETA in some manner.  This exposure may occur through the actions of an 

organization or happen through the individual life experiences of the study participants 

(Shillair et al., 2015).  Should the end users not have exposure to such information, the 

ability to measure intent to comply with information security is limited, as the 

expectation for the end user to comply with guidelines for which they have no knowledge 

is not valid.  Mitigation of this assumption occurred through verification with the target 

organization that all individuals had signed documents stating they had reviewed the 

information security policies of the organization.  The study survey also contained 

questioning to validate the participant’s exposure to SETA campaigns. 

The next general assumption of this study was that computer end users are able to 

think of and discuss their computer usage actions in terms of information security.  It is 

possible that information security practices become habitual to end users and are not 

actions that they think of as occurring separately from normal operational practices 

(Shropshire, Warkentin, & Sharma, 2015).  This could be the result of SETA or a 

practical understanding of correct and ethical behavior on the part of the end users 

(Shillair et al., 2015).  As a mitigation, I formulated survey questions in a manner that 
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reduced technical jargon and focused attention on the intent of the question and its related 

factor. 

The third general assumption of this study was that computer end users are 

willing to discuss their information security behaviors honestly and openly.  It is possible 

that end users would respond to information security questions in a manner deemed 

socially desirable instead of providing details of their actual thoughts or behaviors 

(Krumpal, 2013).  This would introduce response bias (Krumpal, 2013) into the study 

limiting the credibility of the findings.  Proper development of survey questions 

addressed response bias as well as did the use of proper survey techniques in regards to 

question order and protecting the anonymity of the respondent. 

The final assumption of the study was that the views of the researcher would not 

influence the findings.  Subjective bias can be introduced in a study if the researcher 

allows their perspectives or opinions to enter the analytical process (Tavakol & Sandars, 

2014a).  Mitigation for this bias occurred through the use of an Internet-based survey that 

provided direct contact separation from the population, the use of properly formed survey 

questions that focused on measuring the intended factors, and the use of the quantitative 

method that deploys statistical analysis to draw conclusions based only on the data 

presented.   

Limitations 

Limitations are issues that have the potential to threaten the internal validity of a 

study (Aguinis & Edwards, 2014). Several limitations existed for the study when 

generalizing or practically applying the study findings in a universal manner.  First, 
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SETA exposure could be different for each computer end user.  SETA exposure occurs 

through formal communication and training at current and past employers, social 

information sharing, and engagement with information security elements in the 

environment (Shillair et al., 2015).  Environmental exposure can occur through such 

experiences as public service and private industry campaigns created by governmental or 

financial institutions, use of information security software such as malware and virus 

controls, and news events citing identity theft or data breaches (Posey et al., 2014). 

Another limitation was that other motivators for information security compliance 

could be at play beyond those outlined in TPB and the theoretical framework of this 

study.  Quantitative studies are limited in scope to investigating the variables stated in the 

research model (Turner, Balmer, & Coverdale, 2013).  In this study, I did not employ 

exploratory research techniques investigating other factors that could affect the end 

computer users’ intent to comply with information security.  These facts limit a 

researcher to only showing correlation between independent and dependent variables and 

not demonstrating causation (Aguinis & Edwards, 2014; Charlwood et al., 2014; 

Vaidyanathan et al., 2016). 

Methodology limitations existed in the study.  A cross-sectional study is one 

where a researcher collects data at a single point in time (Lebo & Weber, 2015).  This 

study was a cross-sectional study.  This means that the findings are limited to the 

thoughts and actions of the individuals surveyed and the current information security 

culture in which they operate.  Information security training and culture can change over 

time (Crossler et al., 2013) and the thoughts and actions of individuals can change as they 
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progress in their career, gain further education, or as moral standards change (D’Arcy & 

Greene, 2014; Warkentin, Johnston, Shropshire, & Barnett, 2016).  The study also 

utilized self-reported data.  Self-reported data could be biased (Workman, Bommer, & 

Straub, 2008) toward socially desirable responses (Krumpal, 2013).  This study’s 

literature review presents an in-depth discussion of the socially desirable responses topic. 

Study limitations existed in the researched population and sample.  The study 

findings may not be generalizable due to a focus on the field of education, which may be 

different from corporations or other organizations.  The study was also limited to the 

study of K-12 school administrators as opposed to other staff, faculty, or students.  Other 

groups may hold differing information security thoughts and beliefs and may be more 

motivated to comply with or do not intend to violate information security (Crossler et al., 

2013).  The size of the school system studied is also significantly larger than most K-12 

systems, thus findings may not be consistent in typical K-12 schools systems.   

Delimitations 

Delimitations outline the boundaries of a study by identifying what actions a 

researcher will not perform as part of the study and aids the reader in understanding the 

scope of the research (Newman, Hitchcock, & Newman, 2015).  The scope of this study 

was to research the information security compliance intentions of staff leaders in K-12 

educational institutions that are part of the Bigg County Public School system located in 

Northeast Georgia.  I did not provide study participants with monetary incentives to 

participate.  This study was limited in scope to the education industry and did not include 

studying the information security behavior of faculty or staff.  This research was further 
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limited to the use of the independent variables of TPB.  I did not intend to identify newly 

discovered variables or motivational factors for information security compliance or 

develop a new theory or framework. 

Significance of the Study 

Contribution to Information Technology Practice  

The computer end user has been established in the current literature as one of the 

most significant information security risks to the organization (Alaskar, Vodanovich, & 

Shen, 2015; Crossler et al., 2013).  The development and deployment of security controls 

to mitigate information security risks, including those of human behavior, is a required 

function of IT security program managers as outlined in information security industry 

standards such as ISO 27001, NIST 800-53, and NIST SP800-50 (Disterer, 2013; Galvez, 

Shackman, Guzman, & Ho, 2015; NIST, 2015; Wilson & Hash, 2003).  The primary 

information security control to address end user computer risks is SETA programs 

(Wilson & Hash, 2003).   

This research may benefit K-12 IT security program managers by providing a 

better understanding of how certain motivational factors affect the information security 

behavior intentions of their target audience, thus aiding these security professionals in the 

development of more effective information security controls in the form of improved 

SETA programs.  Such controls should support the needs and requirements of the end 

users (Thapa & Harnesk, 2014).  K-12 computer end users may benefit from this 

understanding through the consideration of these motivational factors when information 

security professionals develop SETA campaigns that result in requirements that better 
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enable them to perform their job functions.  Lastly, this research contributed to the 

existing body of knowledge by studying information security from an end user human 

behavior viewpoint.  Researchers have identified the need for this research and made the 

call for it in extant information security literature (Siponen, Mahmood, & Pahnila, 2014). 

Implications for Social Change 

The education sector is a high-risk target for information security breaches 

(Okpamen, 2013; Pardo & Siemens, 2014).  This high risk is due to poor information 

security habits, practices, and motivation (Chou & Chou, 2016).  This study has 

implications for social change through the potential improvement of SETA programs as a 

control to protect the private information of a school system, its employees, and the 

vulnerable student population (Aldridge, 2014) of K-12 schools.  SETA programs can 

change the moral beliefs of individuals (Pfleeger, Sasse, & Furnham, 2014), affect 

individual intentions to comply (Choi, Levy, & Hovav, 2013), and shape the culture of an 

organization (Ashenden & Sasse, 2013; D’Arcy & Greene, 2014; Karlsson, Astrom, & 

Karlsson, 2015) in regards to information security.  The secure handling of computer data 

affects social change in the form of increased freedoms and privacy for individuals (DHS 

Privacy Office and the Office for Civil Rights and Civil Liberties, 2015). 

A Review of the Professional and Academic Literature 

Performing a critical review and analysis of the existing literature in the topic area 

of this study provided a historical foundation for building new research, contributing to 

the academic knowledge in the field, and providing practical and applicable information 

that contributes to the improved practice of information technology.  In this study, I  
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sought to apply the framework and constructs of TPB (Ajzen, 1985) in a quantitative 

correlational data analysis process specifically to answer the RQ:  To what extent does 

attitude toward the behavior, subjective norm, and perceived behavioral control affect the 

intention of computer end users in a K-12 environment in the Bigg County Public School 

System located in Northeast Georgia to follow information security policy?   

Gathering a wide range of information resources in the form of peer-reviewed 

journal articles, industry reports, and scholarly texts provided for an exhaustive literature 

review.  The execution of searches using Internet search engines such as Google.com and 

Google Scholar (scholar.google.com) as well as academic databases and publishers such 

as EBSCO Host, Science Direct, and Emerald Insight allowed for obtaining these 

resources.  Searches regarding the applicable theory, methodology, design, and subject 

matter aided in obtaining the resources needed to cover the range of subject matter related 

to this study.  Examples of such searches were various combinations of keywords such as 

theory of planned behavior, information security, compliance, K-12, education, grade 

school administrators, secondary schools, behavioral theories, motivational factors, 

quantitative, qualitative, research design, and more.   

Citations in discovered resources provided additional article leads and additional 

keywords used in new searches.  I performed reverse searches in Google Scholar to 

discover more recent articles that cited an article I was reviewing.  Recommendations for 

similar documents made by scholarly databases after reviewing articles provided 

additional content.  Tricco et al. (2016) recommend repeating these processes until the 

researcher achieved a point of saturation where the search results no longer provided new 
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and interesting details that would contribute to a study.  This process of searching and 

chaining articles reached this saturation level and allowed for the compilation of a rich 

and exhaustive database of resources in each desired discussion area of this literature 

review.  In total, I studied 157 sources for the literature review section of this proposal; 

92% of these articles were peer-reviewed, and 89% were published in the past five years 

since June 2017 (see Appendix D for reference counts by year and source). 

The research question posed in this study served as the basis for the development 

of the following hypotheses: 

H10: Attitude toward the behavior, subjective norm, and perceived behavioral 

control does not affect the intention of computer end users in a K-12 environment 

to follow information security policy. 

H1a:  Attitude toward the behavior, subjective norm, and perceived behavioral 

control does affect the intention of computer end users in a K-12 environment to 

follow information security policy. 

Through the analysis of data gathered, it was possible to answer the research 

question by rejection or acceptance of the null hypothesis and thus fulfill the purpose of 

the study.  The stated purpose of this study was to provide sufficient knowledge and 

practical information to IT security program managers regarding how attitude toward the 

behavior, subjective norm, and perceived behavioral control affect the intention of 

computer end users in a K-12 environment to follow information security policy that can 

be applied to the development and improvement of SETA programs as a control to 
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protect against human behavior risks.  To accomplish this goal, it became necessary to 

discuss more than the theoretical framework of the study.   

I documented the literature review as follows to provide a rich, complex picture 

with substantial detail and insight.  The first sections establish the computer end user as 

an information security risk, the effectiveness of technical and nontechnical security 

controls, and the effectiveness of SETA programs as a security control.  Next is a review 

regarding the use of behavioral theories in information security research including an 

exhaustive look at TPB in this context.  The following sections present motivational 

factors contributing to information security compliance in relation to TPB and other 

competing behavioral theories to provide a context in which to define and measure the 

independent constructs of TPB.  I then focus the discussion on measurement approaches 

and research methodologies used in existing studies.  Later sections show how this study 

filled gaps in the extant literature.  The final section closes the literature review with a 

summarization of the existing body of research as it relates to this study and the pertinent 

information presented.   

Computer End Users as a Security Threat 

Some may be led to believe that security incidents are the result of Internet 

hackers, organized crime, and cyberespionage groups (PricewaterhouseCoopers (PwC), 

2013); however 54% of security incidents in 2014 were the result of human error, 

negligence by employees and contractors, and other malicious insiders (Ponemon 

Institute, 2015).  Computer end users represent the “weakest link” in information security 

by regularly engaging in risky behaviors that can threaten the confidentiality, integrity, 
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and availability of an organization’s data and systems (Alaskar et al., 2015).  This has 

become a major concern of both organizations and researchers.  A survey of managers 

indicated that human behavior, particularly human error, is the largest security 

vulnerability in their organizations (Parsons, McCormac, Pattinson, Butavicius, & 

Jerram, 2014).  The beliefs and concerns of management mimic the results of empirical 

studies as evidenced by the 113 journal and conference papers published in the last 

decade (Lebek et al., 2014) that combine the study of end user information security 

actions and behavioral theories.   

It is the actions of privileged computer users inside the organization that account 

for the majority of information security incidents (Soomro, Shah, & Ahmed, 2016; 

Verizon, 2015).  Here the term “privileged computer users” is used to reference end users 

who are authorized and able to perform functions related to information security that an 

ordinary end user may not be able to perform (National Institute of Standards and 

Technology, 2015).  A partial list of negative user actions that contribute to 

noncompliance are being mischievous, neglecting to follow proper security protocols, 

being resistant to policies, not having proper awareness to recognize security events, 

lacking knowledge of proper behaviors or preventative actions, or having an attitude of 

apathy toward security compliance (Safa et al., 2015, 2016).  Behind each of these 

actions are behavioral motivators that must be understood by information security 

program managers to implement security controls that address the vulnerabilities 

presented by computer end users (Furman, Theofanos, Choong, & Stanton, 2012).  In 

later sections of this review, I discuss these motivators further. 
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To understand the security risk of the end user, one needs to understand the nature 

and intentions behind their security-related behavior.  Guo (2013) suggests that end users 

engage in four types of information security behavior:  security assurance behavior, 

security compliant behavior, security risk-taking behavior, and security damaging 

behavior.  These actions may be passive, volitional, or nonvolitional (Willison & 

Warkentin, 2013), and the intentions of end users may or may not be malicious (Barlow, 

Warkentin, Ormond, & Dennis, 2013; Gundu & Flowerday, 2013).  Researchers have 

further categorized dysfunctional information security behaviors as being either 

intentional destruction, detrimental misuse, dangerous tinkering, or naive mistake 

(Djajadikerta, Roni, & Trireksani, 2015).  Understanding the motivators of these 

behaviors is necessary to develop an effective approach to protecting organizational data 

(Parsons, McCormac, Butavicius, Pattinson, & Jerram, 2014). 

Some researchers believe that nonmalicious human error caused by a lack of 

awareness or naivety that their actions as an end user could place the organization at risk 

poses some of the greatest security concerns for organizations (Barlow et al., 2013; 

Parsons, McCormac, Pattinson, et al., 2014; Soomro et al., 2016).  Many computer end 

users have a perception that they understand information security and are security aware; 

however, research has shown that there is a significant gap between the accuracy of their 

beliefs, perceptions, and actual knowledge (Furman et al., 2012).  End users often 

demonstrate a lack of understanding of information security communications, the 

inability to define and recognize risk, and have insufficient knowledge for decision 

making regarding information security protective strategies (Furman et al., 2012; Rashid, 
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Zakaria, & Zulhemay, 2013).   This is often referred to as the information security 

“knowing/doing” gap (Cox, 2012; Workman et al., 2008).  Gaps also exist between 

information security program managers and end users in understanding the end user’s 

role, responsibilities, and actions in regards to information security (Bartnes et al., 2016;  

Posey et al., 2014). 

End user reasons and justifications for taking information security risks are 

varied.  End users will circumvent information security if it interferes with work 

productivity, for convenience, or to achieve end goals (Posey et al., 2014).  Many 

individuals employ coping mechanisms to address or avoid information security while 

others justify noncompliant security actions in their minds by using neutralization 

techniques (D’Arcy, Herath, & Shoss, 2014).  Some of these techniques involve denial of 

responsibility, denial of injury, or denial of a real victim (Willison & Warkentin, 2013).  

Others use the “metaphor of the ledger” where they believe they have performed enough 

good deeds to offset bad behavior, a “defense of necessity” claiming the action is 

required to obtain a goal or achieve a higher purpose, or believe their actions are less 

damaging than what others do (Barlow et al., 2013).  Some end users experience security-

related stress that can lead to moral disengagement or claims of ignorance (D’Arcy et al., 

2014; Pham, El-Den, & Richardson, 2016).  Still others make misconceptions regarding 

social norms in the form of pluralistic ignorance and false consensus (H. Chen & Li, 

2014).   

Additional motivators for information security decision making include job 

performance outcomes, workgroup expectations, and a perceived match with their own 
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beliefs (Dinev & Hu, 2007).  Some users believe that it is the job of others to protect 

organizational data and that those people are performing those protective tasks 

sufficiently (Posey et al., 2014).  Farahmand & Spafford (2013) summarized these 

justifications in a triangle model representing pressure, opportunity, and rationalization at 

the points of a “fraud triangle” to encompass the range of explanations for noncompliant 

security behavior and aid in the understanding of information security risk-taking 

behavior.  Those engaged in deploying information security controls need to understand 

these elements in order to improve SETA (Parsons, McCormac, Pattinson, et al., 2014). 

Nontechnical Security Controls 

Historically information security has primarily focused on automated technical 

solutions such as virus scanners, firewalls, and intrusion detection and prevention 

systems (IDS/IPS) (Ben-Asher & Gonzalez, 2015; Soomro et al., 2016).  However, 

organizations do not universally implement or utilize these solutions, nor are these 

solutions sufficient in securing the enterprise (Cavusoglu, Cavusoglu, Son, & Benbasat, 

2013; Such, Gouglidis, Knowles, Misra, & Rashid, 2016).  The reasons they are not 

universally implemented fall into the four categories of financial, situational, cultural, and 

technological (Workman et al., 2008).  Technical solutions prove to be insufficient when 

end users are presented with a risk action or event and do not have the required 

knowledge and skills to interpret technology prompts, identify threats, or respond 

properly in a manner to mitigate the threat (Bartnes et al., 2016; Kirlappos & Sasse, 

2012).   
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Thinking of information security as only a technical issue has been shown to be a 

flawed perspective as the correct approach requires addressing information security as 

both a technical and behavioral matter (Posey et al., 2014).  Vulnerabilities are not only 

caused by technical factors such as programming errors, malicious code, and technical 

failures but also by flawed policies, individual practices, incorrect assumptions, and 

managerial decisions (Ahmad et al., 2014; Da Veiga & Martins, 2015a; Flores et al., 

2014; Safa et al., 2016).  Information security success depends on the actions and 

awareness of end users, regardless of strong technical controls (D’Arcy & Greene, 2014; 

Soomro et al., 2016).  This has led to a multilayered research approach to control the risk 

posed by end users by addressing human perceptions, reactions, behaviors, and 

motivators (Ahmad et al., 2014; Soomro et al., 2016).   

The complexities of users and organizations make the implementation of controls 

to mitigate end user risk behavior difficult (Safa et al., 2016).  Most risk practices focus 

on protection of information assets from functionalist and interpretive paradigms (Dhillon 

& Backhouse, 2001) where organizations impose rules and enforce security compliance  

(Thapa & Harnesk, 2014).  Organizations typically achieve this through the use of formal 

controls such as policies and sanctions in a deterrence model (Cheng, Li, Li, Holm, & 

Zhai, 2013).  However, research has shown that end users will still violate security 

controls when the attempt is to enforce compliance with policy (Barlow et al., 2013; 

Willison & Warkentin, 2013).  The problem with this approach is it does not address the 

humanist perspective (Thapa & Harnesk, 2014) where users can be positive change 

agents and perform protection related behaviors if properly educated, developed, and 
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motivated (Cavusoglu et al., 2013; Posey, Roberts, Lowry, Bennett, & Courtney, 2013).  

This is achieved through the implementation of informal, nontechnical information 

security controls such as culture, social norms, values, traditions, and SETA (Da Veiga & 

Martins, 2015b; Kolkowska & Dhillon, 2013; Michie & West, 2013) which have shown 

to be more effective preventives even when deterrence factors existed such as certainty of 

detection and punishment for noncompliant behavior (Cheng et al., 2013). 

Security education and awareness training.  Correlations have been drawn 

between information security knowledge and end user attitude toward information 

security compliance (Al-Alawi, Al-Kandari, & Abdel-Razek, 2016; Flores & Ekstedt, 

2016; Lee, Lee, & Kim, 2016; Öğütçü, Testik, & Chouseinoglou, 2016; Parsons, 

McCormac, Butavicius, et al., 2014; Safa et al., 2016).  There is a significant body of IT 

literature addressing the need for SETA to increase end user knowledge (Alhogail, 2015; 

D’Arcy et al., 2014; Da Veiga & Martins, 2015a; Dinev & Hu, 2007; Kearney & Kruger, 

2016; Posey et al., 2013; Rashid et al., 2013).  Implementation of SETA is a nontechnical 

information security control (Posey et al., 2014).  SETA is a core tenant of IT security 

standards such as those proposed by organizations such as the National Institute of 

Standards and Technology (NIST; Wilson & Hash, 2003) and the International 

Organization for Standardization (ISO; Disterer, 2013).  NIST 800-53 (NIST, 2015) 

places SETA development responsibility specifically with the information security 

program manager.   

SETA programs seek to educate computer end users regarding the risks of 

privileged network usage and how to defend against the various attacks that will be 
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presented to them (Gundu & Flowerday, 2013).  Another benefit of SETA is to develop 

conscious care behavior where the end user thinks about information security and the 

consequences of their actions when working with a system (Ahlan, Lubis, & Lubis, 2015; 

Safa et al., 2015).  Awareness is a key component in developing end user appreciation of 

the need for security, importance of issues such as information security, and is central to 

forming attitudes and behavior toward protective technologies (Dinev & Hu, 2007; Flores 

& Ekstedt, 2016; Hanus & Wu, 2016; Kearney & Kruger, 2016; Montesdioca & Maçada, 

2015).  Studies have shown that SETA can change the moral beliefs of end users in 

regards to information security (Pfleeger et al., 2014; Posey et al., 2015; Reece & Stahl, 

2015) and that awareness directly affects intentions to comply with information security 

(Arachchilage, Love, & Beznosov, 2016; Choi et al., 2013; Ngoqo & Flowerday, 2015). 

Information security training should address why compliance is important in order 

to affect end user awareness (Öğütçü et al., 2016; Posey et al., 2015) and not just convey 

knowledge about the expected behavior or action of the end user (Parsons, McCormac, 

Butavicius, et al., 2014; Reece & Stahl, 2015; Tsohou, Karyda, & Kokolakis, 2015).  It 

should be noted that SETA requirements are not the same for all organizations and all 

users (Kajzer, Darcy, Crowell, Striegel, & Van Bruggen, 2014; Soomro et al., 2016).  

Programs must be developed that align with business goals (Allam, Flowerday, & 

Flowerday, 2014; Soomro et al., 2016), complement the other components of a 

comprehensive security program (Disterer, 2013; National Institute of Standards and 

Technology, 2015; Wilson & Hash, 2003), meet the functional needs of the end users 
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(Kajzer et al., 2014), and is well maintained over time (Flores et al., 2014; Warkentin et 

al., 2016). 

The extant research exposes problems with the effectiveness of some SETA 

campaigns.  Individuals who have received such training have demonstrated that they 

will still engage in risky behaviors (Arachchilage & Love, 2014; Arachchilage et al., 

2016; Caputo, Pfleeger, Freeman, & Johnson, 2014; Dang-Pham & Pittayachawan, 2015; 

Kearney & Kruger, 2016; Kirlappos & Sasse, 2012; Komatsu, Takagi, & Takemura, 

2013; Ngoqo & Flowerday, 2015) if they cannot identify the information security risk or 

if they can achieve another gain.  Historically information security professionals have 

taken a technocratic/technocentric approach (Ashenden & Sasse, 2013; Reece & Stahl, 

2015) to SETA.  This approach involves technical personnel evaluating the information 

security risk in the organization and then telling the computer end user how to react, 

respond, and execute safe computing practices to potential information security threats.  

Research has shown this to be a less than effective approach (Tsohou, Karyda, & 

Kokolakis, 2015). 

Instead, end user education should focus on how the end user can recognize 

threats, understand the risks, and demonstrate to end users that they are empowered to 

have an effect (Arachchilage & Love, 2014; Komatsu et al., 2013; Öğütçü et al., 2016).  

Furman et al. (2012) believe organizations can accomplish this through the use of mental 

models where users can relate technical issues to life experiences.  Another approach that 

has been forwarded in the extant research is to understand the motivating factors that 

influence the information security compliance behavior of the end user and use this 
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information to develop improved information security policy and SETA (Dinev & Hu, 

2007; Komatsu et al., 2013; Tsohou, Karyda, & Kokolakis, 2015).  Posey et al. (2014) 

illustrated that end users make decisions based on motivational drivers that organizations 

need to address in SETA programs. 

SETA programs face challenges in the ability to measure their effectiveness in 

terms of communications, building a security conscious culture, or impacting actual 

information security compliance (Alhogail, 2015; Da Veiga & Martins, 2015a; 

Montesdioca & Maçada, 2015; Öğütçü et al., 2016; Tsohou, Karyda, Kokolakis, et al., 

2015).  Many organizations recognize SETA as an important need (Siponen et al., 2014) 

however it remains poorly invested in by some organizations (Farahmand & Spafford, 

2013; Montesdioca & Maçada, 2015; Posey et al., 2015; Tsohou, Karyda, Kokolakis, et 

al., 2015).  SETA is regarded as being of sufficient importance that President Obama 

launched a nationwide awareness program in the United States (Furman et al., 2012).  

The education sector suffers from a lack of perceived vulnerability (Kirlappos & Sasse, 

2012), attitude, intention, and behavior related to information security, and SETA is the 

primary path to resolving these issues (Chou & Chou, 2016). 

The drivers, knowledge, understanding, constraints, and beliefs of those receiving 

information security messages must be considered when developing effective SETA 

programs (Allam et al., 2014; Furman et al., 2012; Tsohou, Karyda, & Kokolakis, 2015).  

Achieving this consideration and understanding is through applying social and behavioral 

science to information security (Crossler et al., 2013; Dhillon & Backhouse, 2001; Thapa 

& Harnesk, 2014).  Galvez et al. (2015) summarized the benefits of understanding end 
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user information security compliance motivational factors and nontechnical controls in 

their study by stating: "The findings of this study could be used to develop effective 

security policies and training. They could also be used to develop effective security audits 

and further recommendations for organizations that are looking to make significant 

improvements in their information security profiles."  

Social and Behavioral Theories in Information Security Research 

Previous sections of this review document a body of resources that demonstrate 

the concern over end users and their behavior as being a significant source of information 

security risks.  Human behavior is in the center of the information security “Human 

Factor Diamond” influenced by preparedness, management, responsibility, society, and 

regulations (Alhogail, 2015).  Presentation of research demonstrating how the application 

of sociobehavioral science can be influential in changing behaviors has also occurred.  

Dhillon and Backhouse (2001) made the call to the academic community to begin 

investigation of end user security related behavior from socioorganizational perspectives 

to predict and drive compliant behavior.  The academic community responded, and has 

since produced a body of work “borrowing” theories from other disciplines and applying 

them to information security.  This borrowing approach is known as translational 

research (Drouin & Jugdev, 2014).  The use of behavioral science, as well as sociological 

and psychological theories, has proven applicable and valid in determining and 

measuring end user intentions for information security compliance (Lebek et al., 2014).  

It has become a common trend in information security research to apply human 

behavioral theories (Crossler et al., 2013; Silic & Back, 2014).  By applying theories 



29 

 

from other areas such as psychology, sociology, behavioral science, and criminology, as 

well as business and organizational science, there now exists knowledge that aids in 

explaining and understanding the end computer users’ intention to comply with 

information security guidelines and policies (Lebek et al., 2014).  This information is 

then used to develop and improve more relevant and effective SETA (Galvez et al., 

2015).  Improving these nontechnical controls has been shown to increase the security 

posture of the organization (Shepherd & Mejias, 2016).    

Theories such as rational choice theory, theory of planned behavior, and 

protection motivation theory are popular examples of theories “borrowed” from other 

disciplines and applied to information security (Lebek et al., 2014).  These 

sociobehavioral theories have independent variables and/or observed measures 

representing various motivational factors (Sommestad, Hallberg, Lundholm, & 

Bengtsson, 2014) believed to influence the end user’s intention (Ajzen, 1985, 1991) to 

comply with information security rules (Siponen et al., 2014).  Through broad and 

repeated application of behavioral theories in the study of various organizations (Crossler 

et al., 2013), we gain evidence and understanding of how these motivational factors effect 

end user compliance (Hu, Dinev, Hart, & Cooke, 2012; Wall, Palvia, & Lowry, 2013).  

How end users will react and respond to information security policies and 

communications can be better predicted and applied to improve nontechnical security 

controls, such as SETA, to achieve the goals of the organization (Allam et al., 2014; 

Soomro et al., 2016) and the end user (Thapa & Harnesk, 2014).  In the following 

sections, I review competing theories and demonstrate how research can draw upon the 
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motivational factors present in these theories as measures for the independent variables of 

TPB. 

Competing social and behavioral theories.  Researchers have applied many 

sociobehavioral theories to the study of end user information security compliance 

behavior.  These theories include general deterrence theory, theory of reasoned action, 

rational choice theory, protection motivation theory, technology acceptance model, social 

learning/cognitive/constructivism theory, social bond theory, neutralization theory, causal 

reasoning theory, cognitive evaluation theory, health belief model, habit theory, rival 

explanations, innovation diffusion theory, and theory of planned behavior (Alaskar et al., 

2015; Lebek et al., 2014). In research, these theories are generally applied in the context 

of predicting the end users’ likelihood or intention (Fishbein & Ajzen, 1975) to comply 

with information security directives (Siponen et al., 2014).  Intention is often the target as 

it is difficult to observe end user security behaviors in real time (Workman et al., 2008) 

and studies support the concept that intention is a valid predictor of actual behavior 

(Ajzen, 1985, 1991; Alaskar et al., 2015; Armitage & Conner, 2001; Lebek et al., 2014; 

Siponen et al., 2014).  The intention of citing this fact here is to address the relative 

concept of how researchers apply these theories in the context of information security 

research instead of repeating this information in the content of the following individual 

theory discussions.  The next sections outline these theories along with the motivational 

factors that makeup their framework. 

General deterrence theory.  General deterrence theory (GDT) comes from the 

study of criminology and is the second most applied theory in the research of end user 
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information security compliance (Lebek et al., 2014).  This theory consists of two 

motivational factors focused on punishment for noncompliance.  The two factors are 

certainty of punishment and severity of punishment (H. Chen & Li, 2014).  This theory 

suggests that individuals consider if they are caught performing an undesirable act how 

likely it is that they will receive punishment and how severe the punishment would be 

(Cheng et al., 2013).  The individual compares these factors to the potential benefits 

gained from performing the act and decides to stop or move forward with the act.  There 

were more motivational factors to consider in the target study environment, thus GDT 

was not appropriate for this study due to the limited focus on punishment. 

Theory of reasoned action.  The theory of reasoned action (TRA) is a theory 

borrowed from the field of psychology.  Attitude toward the behavior and subjective 

norm (Siponen et al., 2014) are the two variables representing motivational factors in this 

theory.  When applied to information security, the variable of attitude reflects the 

individuals’ attitude toward compliance with information security.  Researchers provide 

support for the attitude toward the behavior variable in the extant literature (Arpaci & 

Baloglu, 2016; Chatterjee, Sarker, & Valacich, 2015; Cox, 2012).  Subjective norm refers 

to beliefs held by the individual regarding what they think those important to them expect 

(H. Chen & Li, 2014; Yazdanmehr & Wang, 2015).  TRA has been proceeded by TPB to 

include nonvolitional acts through the independent construct of perceived behavioral 

control (Ajzen, 1991).  This inclusion improved the predictability of intention 

(Sommestad et al., 2015) and made TPB a more suitable theory for this study. 
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Rational choice theory.  Rational choice theory (RCT) is another theory coming 

from the field of criminology research and draws from the core concepts of GDT 

(Paternoster, Bachman, Bushway, Kerrison, & O’Connell, 2015).  This theory suggests 

that individuals weigh the risks and benefits of an action before taking it (Dietrich & List, 

2013).  The motivational factors here are formal sanctions and informal sanctions 

(Shepherd & Mejias, 2016).  Formal sanctions include established and defined penalties 

for certain acts, such as would exists in law or policy.  Informal sanctions are undefined 

penalties that may exist in society such as shunning or considering someone of low 

character (Paternoster et al., 2015).  RCT posits that individuals consider each of these 

motivational factors before committing an act (Dietrich & List, 2013) such as an 

information security violation.  Although RCT would have been a valuable theory for this 

study, it does not compensate for the influence of others on the beliefs of the individual 

as TPB does through the inclusion of subjective norm.  The potential presence of this 

influence in the study environment made TPB a more suitable fit. 

Protection motivation theory.  Protection motivation theory (PMT) is another 

popular theory in the field of information security compliance research (Alaskar et al., 

2015).  This theory began as a theory regarding fear appeals (Boss, Galletta, Lowry, 

Moody, & Polak, 2015) and has grown to a more generalized theory regarding persuasion 

especially in health benefits studies (Sommestad et al., 2015).  The theory is comprised of 

motivational factors that fall into the category of threat appraisals or coping appraisals 

(Posey et al., 2015; Tsai et al., 2016).  In the threat appraisals category are the variables 

of perceived vulnerability and perceived severity (Crossler, Long, Loraas, & Trinkle, 
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2014; Ifinedo, 2012).  These speak to the individual’s perception of how susceptible they 

are to a vulnerability and how severe the results of the vulnerability should it be realized 

(Arachchilage et al., 2016).  The other category of coping appraisals consists of response 

cost, response efficacy, and self-efficacy (Crossler et al., 2014; Ifinedo, 2012).  This 

addresses the individual’s ability to take preventive action, how effective the action will 

be, and what effort level will be required (Posey et al., 2015; Sommestad et al., 2015).  

The motivational factors here are very similar in terminology and meaning to like terms 

in the field of information security; thus the relevant application of this theory to the 

field.   

PMT is a primary competitor to TPB in the extant research but is also 

complementary in practice, and researchers often combine the two (Sommestad et al., 

2015).  Some researchers have recently challenged PMT as being insufficient due to 

antiquated fear appeals and lacking in consideration of harm to the computer end user 

(Johnston, Warkentin, & Siponen, 2015).  This consideration is addressed in TPB through 

the subjective norm construct and related informal sanctions (Cheng et al., 2013).  This 

made TPB a better theory for application in this study. 

Technology acceptance model.  The technology acceptance model (TAM) is 

another theory closely related to TRA and widely applied in information technology 

research (Mortenson & Vidgen, 2016).  This theory solely uses the independent variable 

of attitude as the predictor of behavior intention with the same definition and meaning as 

in TRA.  The difference is the use of the observed measures of perceived usefulness and 

perceived ease of use as motivational factors that influence attitude (Bagozzi & Yi, 
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2012).  TAM was an unacceptable base theory for this study as focusing solely on 

attitude would be a limitation. 

Social learning/cognitive/constructivism theory.  Social cognitive theory (SCT) 

(previously known as social learning theory) is a psychological learning theory largely 

applied in health and behavioral studies (Shillair et al., 2015).  This theory has three 

categories of variables related to expectancies from the environment, expectations of 

outcomes, and expectations of self-efficacy (Font, Garay, & Jones, 2016; Young, 

Plotnikoff, Collins, Callister, & Morgan, 2014).  The overriding concept is that 

individuals at least partially develop behaviors based on influences from their social 

environment (Johnston et al., 2015; Paternoster et al., 2015).  These motivational factors 

are demonstrated in information security compliance studies in examples such as 

encouragement by others, information security practices by others, instrumental support, 

self-efficacy in information security, and outcome expectations in information security 

(Galvez et al., 2015). 

Constructivism is included here as another relevant learning model that largely 

addresses how we learn from our environment as well.  Constructivism has been applied 

to information security behavior research (Ifinedo, 2014) although it is not a theory per se 

as it has no defined framework and variables.   As opposed to other theories that do not 

consider environmental influences, the fact that this is the sole focus of 

SCT/constructivism is limiting by not taking into account individual beliefs as TPB does, 

and thus they were not complete enough approaches for this study. 
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Social bond theory.  Another theory from the study of criminology used in 

information security behavioral research is social bond theory (SBT).  SBT, originally 

developed to explain delinquency in adolescents and then extended to the behavior of 

adults in and outside organizations, uses the motivational factors of attachment, 

commitment, involvement, and belief (Cheng et al., 2013).  Attachment, commitment, 

and involvement all relate to the individual’s relationship to others and to organizations 

with the thought that the greater of each of these variables, the less likely the individual is 

to commit malicious behavior (Ifinedo, 2014).  A better definition for belief in this 

context is moral belief (Cheng et al., 2013), and represents one’s own thoughts of right 

and wrong just as in other theories.  SBT may have been a suitable theory for application 

to studying this study’s population and the motivational factors may have provided 

additional insight into other motivational factors.  However, the extant literature does not 

show SBT as well founded at predicting information security behavior as TPB and thus 

was not the right fit for this study. 

Neutralization theory.  Neutralization is not a defined framework but a theory of 

justification for human actions.  Neutralization is a trending topic included in the 

discussion of a significant number of information security behavioral studies (Barlow et 

al., 2013; H. Chen & Li, 2014; Crossler et al., 2013; D’Arcy et al., 2014; Hu et al., 2012; 

Kolkowska & Dhillon, 2013; Siponen et al., 2014; Sommestad et al., 2014).  

Neutralization is the justification of an action, in this case performing an act not in line 

with information security policy, through rationalization.  Willison & Warkentin (2013) 

established a substantial list of techniques of neutralization that are relevant motivational 
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factors for end user noncompliant information security behavior.  Examples are end users 

justifying their actions by citing that the action is less severe than the actions of others, 

that they have performed a sufficient number of positive actions that offset the negative 

action, or that they are performing the noncompliant act in order to achieve a goal that is 

substantially more beneficial than the damage caused (the “greater good” argument) 

(Barlow et al., 2013).  Neutralization is an interesting theory but does not provide a 

sufficiently established framework for a correlational study. 

Causal reasoning theory.  Causal reasoning theory explains human behavior in 

direct response to change actions in the individual’s environment.  In an information 

security context, this theory explains the computer abuse behavior taken by someone as a 

reaction to a change event (Lowry, Posey, Bennett, & Roberts, 2015).  Causal reasoning 

theory proposes that one action is responsible for another action and thus demonstrates 

causation.  Causation is a simplistic model, but one that can be difficult to substantiate as 

other influencing factors can drive behaviors, and it can be a challenge to show that the 

behavior would not have occurred without the preceding event (Bagozzi & Yi, 2012).  

Here, as with other theories, there are not specific motivational factors established in a 

predefined framework, but instead, the motivational factors are the causing action.  This 

is relevant as information security professionals must understand and be able to identify 

actions in the organization that can be potential triggers for noncompliant behavior by 

computer end users.  Causation is an approach more appropriate for experimental study 

design (Charlwood et al., 2014).  Causal reasoning theory was not a good fit for this 
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study due to an acknowledgment that other factors could influence intent beyond those 

evaluated in this study’s theoretical model. 

Cognitive evaluation theory.  Cognitive evaluation theory generally addresses the 

single motivational factor of reward (Siponen et al., 2014).  However, reward can come 

in various forms and for differing reasons.  For example, rewards can be tangible or 

intangible.  Feedback can be considered a reward (Farahmand, Atallah, & Spafford, 

2013).  Cognitive evaluation theory has shown that reward can be a negative or positive 

motivational factor depending on the expectancy and perception of the reward and 

feedback by the end user (Siponen et al., 2014).  From an information security 

perspective, the reward can be a direct result of compliant computer behavior, or end 

users can react to rewards given (or withheld) in the business environment by performing 

positive or negative information security related activities (Farahmand et al., 2013).  

Reward is a valid motivational factor and one that I included as a measure in this study.  

However, implementation of this study based solely on cognitive evaluation theory would 

have been a limitation when compared to the broader scope provided by TPB. 

Health belief model.  The health belief model is another theory borrowed from 

the field of psychology and first applied in the healthcare literature (Montanaro & Bryan, 

2014) and now extended to end user information security behavioral studies (Davinson & 

Sillence, 2014).  This model’s framework content is very similar to the constructs that 

represent motivational factors in PMT.  Motivational factors include perceived 

susceptibility, perceived severity, perceived benefits, perceived barriers, cues to action, 

and self-efficacy (Bishop, Baker, Boyle, & MacKinnon, 2015; Montanaro & Bryan, 
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2014) and these constructs have the same meaning relative to information security as 

applied in other theories previously discussed.  The health belief model motivational 

factors differing from PMT are perceived barriers and cues to action and both are relevant 

to information security.  Perceived barriers represent factors individuals may see that are 

in the way of performing positive information security behaviors such as lack of 

knowledge or training.  Cues to action suggest that some event must cue the individual to 

perform information security related behaviors (Davinson & Sillence, 2014).  This theory 

was not appropriate for this study, as I did not seek to understand information security 

barriers or cues to action in the target environment. 

Habit theory.  Habit (or habit theory) is another motivational factor that appears 

regularly in the information security behavioral study literature (Chatterjee et al., 2015; 

D’Arcy et al., 2014; Siponen et al., 2014; Wall et al., 2013; Yoon & Kim, 2013).   This 

theory is again a single variable theory being that of habit, defined as the performing of 

behaviors unconsciously due to regular repetition (Moody & Siponen, 2013; Tsai et al., 

2016).  There are two information security perspectives from which to view habit.  One 

can be the goal to have positive compliant behavior performed as habit.  Alternatively, it 

can be that end users’ perform negative computer behavior due to the formation of habit 

(Shropshire et al., 2015).  The application of a single variable theory would not have 

provided the breadth of insight required to address the research question in this study. 

Rival explanations.  Rival explanations is not a framework theory, but instead a 

theoretical perspective that should be included and applied in any research study (R. K. 

Yin, 2013).  Rival explanations are simply alternate explanations for events.  Rival 
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explanations are what must be overcome to show causation (Henry, Smith, Kershaw, & 

Zulli, 2013).  Examples of rival explanations from an information security perspective are 

organizational commitment, job satisfaction, certainty of sanction, severity of sanction, 

incentives, and management support (Lowry et al., 2015).  Rival explanations were 

recognized points for consideration in this correlational study.   However, due to a lack of 

formal framework, this was not an acceptable theoretical basis for this study. 

Innovation diffusion theory.  Innovation diffusion theory is an acceptance theory 

similar to TAM (Yoon & Kim, 2013).  This theory consists of five motivational factors 

that the end user moves through during the acceptance process: knowledge, persuasion, 

decision, implementation, and confirmation (Doyle, Garrett, & Currie, 2014).  This 

theory is related to information security compliance as it defines the process the end user 

must go through before acceptance of information security policies (Kim & Ammeter, 

2014; Silic & Back, 2014).  This is a relevant framework for the information security 

program manager to understand in the creation and implementation of SETA programs as 

they can address all of the motivational factors of this model in these campaigns (Kim, 

2014).  Innovation diffusion theory was not a good fit for this study as my desire was to 

identify motivational factors for information security compliance, not the diffusion of 

information security practices in a culture over time. 

Theory of planned behavior.  The theory of planned behavior (TPB) is an 

extension of TRA and developed by Ajzen (1985) who is one of the same individuals 

involved in the creation of TRA (Fishbein & Ajzen, 1975).  Ajzen (1991) determined that 

there was a need to reflect perceived behavior control in the theoretical model to account 
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for nonvolitional behaviors.  This motivational factor describes the belief of an individual 

in their ability to perform the action in question (Ajzen, 2002).  This variable is often 

defined as consisting of two observed measures, locus of control and self-efficacy 

(Ifinedo, 2014; Wall et al., 2013).  These describe the individual’s belief that they are in a 

position to perform the action and that they have the technical ability to do so (Cox, 

2012).  TPB has been shown to be an effective predictor of information security 

compliance intention (Sommestad et al., 2015) and is the most prevalent theory applied to 

the information security field (Lebek et al., 2014).   

Theory review summary and selection for the proposed study.  During 

preparation for performing research on what variables affect the information security 

behavioral intention of individuals it becomes necessary to develop a theoretical 

perspective.  TPB (Ajzen, 1991) stands as an appropriate research framework for this 

subject.  This theory is relevant as it focuses on the intent of the individual to perform a 

behavior as a predictor of the likelihood that they will enact the behavior (Ajzen, 1985).  

This theory goes beyond the incomplete TRA framework that only centers on perspective 

to account for behaviors (Ajzen, 1991; Fishbein & Ajzen, 1975).   Other theories used to 

predict behavior such as PMT or TAM focus only on attitude and/or personality traits to 

determine if an individual would be likely to act in a particular manner and this too is 

incomplete.  TPB posits intent to act in a certain manner may not be completely 

determined by an actor’s attitude, perceptions, expectations, or traits but goes further to 

include perceived behavior control to account for situations that are beyond the volition 

of the actor (Ajzen, 1991).  TPB comprises independent variables that can be defined and 
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measured by motivational factors that may have a direct effect on the dependent construct 

of intention (Ajzen, 1991).  The independent variables represented in TPB matched well 

with the research question and population of this study.  TPB is also a well-established 

theory applied in many areas of study such as:  accident analysis and prediction (Efrat & 

Shoham, 2013), environmental psychology (Chan & Bishop, 2013; de Leeuw, Valois, 

Ajzen, & Schmidt, 2015; Donald, Cooper, & Conchie, 2014; Greaves, Zibarras, & Stride, 

2013), dietary nutrition (Dawson, Mullan, & Sainsbury, 2014; Mullan, Allom, Sainsbury, 

& Monds, 2015), health psychology (Michie & West, 2013), hospitality management (M. 

F. Chen & Tung, 2014), human behavior (I Ajzen & Klobas, 2013), nursing (Tipton, 

2014), social psychology (Icek Ajzen & Sheikh, 2013), sports and exercise (Prapavessis, 

Gaston, & DeJesus, 2015), substance abuse (Zemore & Ajzen, 2014), and transportation 

(Castanier, Deroche, & Woodman, 2013).  Discussion of the relevant findings of these 

studies occurs in following sections.   

TPB is also a popular theory in studies that have the purpose of providing 

information for the development of interventions such as training or education programs 

(Ajzen & Klobas, 2013; Chan & Bishop, 2013; de Leeuw, Valois, Ajzen, & Schmidt, 

2015; Greaves, Zibarras, & Stride, 2013; Mullan, Allom, Sainsbury, & Monds, 2015; 

Tipton, 2014).  This intent fit well with this study, as the application was to provide 

information for SETA development.  Based on the above arguments, recognition of TPB 

as a well-established predictor of behavioral intention (Sommestad et al., 2015), and 

consideration of the research question and study population I determined that the study 
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topic variables were most similar to TPB and TPB was the more suitable theory for this 

study.   

The constructs of TPB.  The purpose of this section is to provide in-depth 

discussion and definition for the constructs of TPB as per the existing literature.  

Development of a clear understanding of these constructs both in general and their 

application in this study aims to aid in fully understanding the framework for the study.  

In the next sections, I discuss each independent and dependent variable from the 

perspective of the extant literature, followed by definitions of the constructs as 

specifically related to and applied in this study.  

Attitude toward the behavior.  Attitude toward the behavior (ATT) is the first of 

two constructs carried over from TRA.  Ajzen (1991) defined this construct as the 

favorable or unfavorable appraisal an individual holds regarding a particular behavior.  

Salient behavioral beliefs of the individual influence this construct (Armitage & Conner, 

2001).  Individuals link these beliefs to particular outcomes of performing a behavior.  

The individual perceives these outcomes as positive or negative, and thus an attitude 

toward the behavior is established (Lee et al., 2016).  Attitude has been shown to explain 

a significant amount of intended behavior (Arpaci & Baloglu, 2016; Flores & Ekstedt, 

2016; Herath et al., 2014; Jafarkarimi, Saadatdoost, Sim, & Hee, 2016; Moody & 

Siponen, 2013; Safa et al., 2016) and can be influenced by training that seeks to modify 

this trait (Parsons, McCormac, Butavicius, et al., 2014) .  

Attitude has a strong influence on intention in TPB (Ajzen, 1991).  Ajzen 

supported this position well in his work, and the position is supported further by the fact 
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that other theories center on this construct such as TAM (Bagozzi & Yi, 2012) and TRA 

(Fishbein & Ajzen, 1975).  Lebek (2014) showed that eight of ten IT studies applying 

TPB demonstrated significant correlations between attitude and intention with six of 

those studies showing strong relationships at the p < 0.01 level.  In contrast, two of the 

studies reviewed by Lebek did not show the significance of this correlation.  In the non-

IT related studies reviewed, attitude has been shown to be the most significant predictor 

of intention in eight cases (Ajzen & Klobas, 2013; Ajzen & Sheikh, 2013; Castanier, 

Deroche, & Woodman, 2013; Dawson, Mullan, & Sainsbury, 2014; Efrat & Shoham, 

2013; Greaves et al., 2013; Tipton, 2014; Zemore & Ajzen, 2014).  Similar to IT studies, 

contrasting findings in five other studies found attitude to be the least significant 

predictor of intention (Chan & Bishop, 2013; M. F. Chen & Tung, 2014; de Leeuw et al., 

2015; Donald, Cooper, & Conchie, 2014; Mullan et al., 2015). 

Subjective norm.  Subjective norm (SN), the second of the two constructs taken 

from TRA, represents the social pressure perceived by the individual to perform or not 

perform a particular behavior (Ajzen, 1991; Yazdanmehr & Wang, 2015).  Salient 

normative beliefs of the individual influence this construct (Armitage & Conner, 2001).  

Here the individual is concerned with whether or not those individuals or groups 

important to the individual approve or disapprove of performing a particular behavior 

(Yoon & Kim, 2013).  Individuals can convey this information in the knowledge sharing 

process inside an organization (Dang-Pham, Pittayachawan, & Bruno, 2017; Flores et al., 

2014) and even in the information security policies and control measures of the 

organization (Allam et al., 2014; Soomro et al., 2016).  If the individual holds the belief 
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that others think they should or should not perform an action it will have a positive or 

negative effect on the individual’s intention to perform the behavior (Armitage & 

Conner, 2001; Yazdanmehr & Wang, 2015).   

Subjective norm has been a subject of contention in the literature with various 

studies showing that it is either a weak (Dinev & Hu, 2007; Jafarkarimi et al., 2016), 

strong (Hu et al., 2012; Yazdanmehr & Wang, 2015), or insignificant (Yoon & Kim, 

2013) predictor/motivator for information security compliance.  Non-IT studies reviewed 

that apply TPB mimic this pattern.  Two studies found subjective norm the most 

significant predictor of intention (Greaves et al., 2013; Prapavessis, Gaston, & DeJesus, 

2015).  Ten studies identifying the construct as the second most significant (Ajzen & 

Klobas, 2013; Ajzen & Sheikh, 2013; Castanier et al., 2013; Chan & Bishop, 2013; M. F. 

Chen & Tung, 2014; de Leeuw et al., 2015; Donald et al., 2014; Greaves et al., 2013; 

Mullan et al., 2015; Tipton, 2014).  Three found subjective norm the lowest predictor 

(Dawson et al., 2014; Donald et al., 2014; Efrat & Shoham, 2013).  One study found the 

construct insignificant (Zemore & Ajzen, 2014). 

The importance of subjective norm on determining intended behavior is also a 

point of contention in the literature.  In a review of 161 studies applying TPB, Armitage 

& Conner (2001) found subjective norm to be the weakest of predictors overall, but still 

concluded the construct to be relevant if multiple measures were used for the construct 

while also citing the need for additional empirical evidence.  Dinev & Hu (2007) also 

found subjective norm a weak predictor which contrasts with the findings of Randall & 

Gibson (1991) that show this construct to be the second most important predictor of TPB.  
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Cox (2012) found subjective norm to be the most significant construct impacting 

intended behavior.  Lebek (2014) stated that subjective norm showed a statistical 

influence on intention in six out of the eight IT studies reviewed that applied TPB.  Other 

studies not fully based on TPB have applied subjective norm in their models and found 

the construct a significant (Tsai et al., 2016) or weak predictor of intention (Arpaci & 

Baloglu, 2016; Cheng et al., 2013).   

There is also some conflict in the application of this construct.  Siponen et al. 

(2014) applied normative beliefs directly as a predictor instead of as a measure for 

subjective norm as was proposed in the original TPB development (Ajzen, 1991).  All of 

these conflicts are acceptable as they meet the expectations established by Ajzen and 

confirmed by Randall & Gibson (1991) that each independent variable in TPB would 

demonstrate a different level of significance across studies depending on the subject 

matter, environment, and sample population.   

Perceived behavioral control.  Perceived behavioral control  (PCB) is the 

independent construct that differentiates TPB from TRA (Ajzen, 1991).  Lebek (2014) 

determined that 92% of the correlations in existing literature between PBC and intention 

to be significant at the p < 0.05 level.  In contrast, many studies find this construct to be 

the weakest predictor of intention (Ajzen & Klobas, 2013; Ajzen & Sheikh, 2013; 

Castanier et al., 2013; Greaves et al., 2013; Prapavessis et al., 2015) or insignificant 

(Greaves et al., 2013; Tipton, 2014).   

Salient control beliefs held by the individual influence this construct (Ajzen, 

2002).  Ajzen (1991) compared and contrasted this construct with other conceptions of 



46 

 

control, specifically locus of control and self-efficacy.  The definition of locus of control 

is the belief one can control events affecting them (Ajzen, 2002).  Perceived behavior 

control is different from locus of control as it takes into account not only the actor’s 

belief that they can control the behavior but to what extent exercising this control will be 

easy or difficult through consideration of self-efficacy (Ajzen, 2002).  The individual’s 

belief in their ability to perform behaviors in a manner that achieves a desired goal 

defines self-efficacy (Ajzen, 1991).  An argument exists that both locus of control and 

self-efficacy should be factors that define perceived behavioral control (Ajzen, 2002) and 

has been implemented this way in existing studies (Cox, 2012; Ifinedo, 2014).  PCB 

posits the more an individual believes that they have the resources and opportunities to 

execute a behavior successfully, the greater their intention will be to perform the behavior 

(Ajzen, 2002).  This construct not only effects the dependent variable of intention but has 

shown some correlational role in the actor exhibiting the actual behavior (Ajzen, 1991).  

Intention.  Intention is the dependent variable of TPB.  Intention is of interest as 

TPB contends that intention to perform a behavior determines the actual behavior of the 

individual (Dinev & Hu, 2007).  Intention provides an indicator as to how much effort an 

individual will put forward to perform a behavior (Ajzen, 1991).  As applied in TPB, 

intention is meant to capture the motivational factors that will influence an individual’s 

behavior (Ajzen, 1991).  These motivational factors are represented by the three 

independent constructs (Randall & Gibson, 1991) previously discussed.  Research 

performed during the validation of TRA and TPB and studies that have utilized these 

theories has provided empirical evidence that intention does have a strong correlation to 
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actual behavior (Ajzen, 2002; Fishbein & Ajzen, 1975; Siponen et al., 2014).  Note that 

there is some contention that theories such as TPB may be a better interpreter of desires 

than intention and thus may not lead to predicting objective behavior (Armitage & 

Conner, 2001).   Intention is the dependent variable in this study due to the practical 

difficulties of collecting actual behavior data related to information security and applying 

intention in this manner is a well-established and accepted practice in the extant literature 

(Hu et al., 2012; Lebek et al., 2014). 

Construct definitions in the proposed study.  Definitions drawn from the 

literature for the three independent constructs of TPB as applied to this study are:  

1. Attitude toward the behavior is the actor’s internally developed thinking, 

feeling, and understanding of their self, their work motivations, and 

perceptions regarding information security in their workplace (Ajzen, 1991).  

TPB strongly associates attitude with intention (Ajzen, 1991; Chatterjee et al., 

2015).  This allows proposal of the argument that a strong attitude toward 

information security compliance correlates with a stronger intention toward 

information security compliance. 

2. Subjective norm refers to the social evaluation of a behavior by the individual 

based on how they believe those important to them think the individual should 

act (Ajzen, 1991; Yazdanmehr & Wang, 2015).  TPB posits that this can 

influence intention in regards to engaging in a particular behavior (Chatterjee 

et al., 2015).  From the perspective of this study, the suggestion was that if an 

individual perceives that their engaging in information security compliance 
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behavior is important to those whom they value, this perception results in a 

stronger intention toward information security compliance behavior. 

3. An individual’s belief in his ability to perform a particular behavior drives 

perceived behavioral control (Ajzen, 2002).  This belief is the result of 

considering if performing the behavior is in the control of the individual and if 

the individual has the skills to be successful in performing the behavior to the 

extent that it will produce the desired result (Ajzen, 1991).  If the individual 

believes that he is able to facilitate information security compliant behaviors, 

there is a likelihood that the individual will have a stronger intention toward 

performing information security compliant behavior (Chatterjee et al., 2015).  

This was the rationale applied in this study. 

Definition drawn from the literature for the dependent variable of TPB as applied 

to this study was: 

1. Intention in this study represented the desire and likelihood of the individual 

to perform information security compliant behavior.  Fishbein & Ajzen (1975) 

established in the development of TRA that intention is a strong predictor of 

actual behavior.  In this study, I suggested that an individual’s attitude toward 

the behavior, subjective norm, and perceived behavioral control have a 

correlational relationship to the individual’s intention to perform information 

security related behavior. 

Support for the use of TPB in the existing literature.  TPB has been applied 

and empirically validated in a range of existing studies.  In an article intended to review 
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TPB, challenge its constructs, and provide quantitative evidence of the ability of TPB to 

predict behaviors, Armitage & Conner (2001) reviewed 161 studies that apply TPB to 

determine the accuracy and effectiveness of each construct of TPB as well as the overall 

theory itself.  Their study found TPB well supported as a theory by which to predict 

behaviors in a wide number of domains.  Recent literature continued to support this 

stance (Dawson et al., 2014; Donald et al., 2014; Mahmood, Dahlan, Hussin, & Ahmad, 

2016; Mullan et al., 2015; Prapavessis et al., 2015; Zemore & Ajzen, 2014).   

Ajzen (1991, 2002) provided two follow-up articles to address challenges made to 

the theory and provide evidence of the theory’s continued effectiveness.  Randall & 

Gibson (1991) provided validation for the use of social theories in predicting intended 

and actual behaviors and made the call to apply TPB across ethical and decision-based 

studies.  Dinev & Hu (2007) were the first to apply TPB to the study of information 

security.  Since that time, Lebek (2014) showed TPB to be the theory of choice in 27 of 

60 information security behavioral studies.  Similarly, Alaskar et al. (2015) showed TPB 

to be the theory applied to 7 of 39 information security studies reviewed.  Sommestad et 

al. (2015) challenged TPB as being a sufficient theory for explaining and predicting 

information security related behaviors and found TPB proved to be relevant to predicting 

such behaviors.  However, sociobehavioral information security research is still in its 

early stages and researchers continue to provide validation and practical application for 

the integration of behavioral science and information security and make the call for 

continued research applying theories such as TPB (Crossler et al., 2013; Lebek et al., 

2014).     
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Application of TPB in the existing information security literature.  Dinev & 

Hu (2007) applied the constructs of TPB and TAM in a study investigating the effects of 

technology awareness on the use of protective software such as antivirus software.  The 

authors well established the extensive application of sociobehavioral theories in 

technology acceptance studies and this provided the underlying support for extending the 

use of such theories in information security studies.  Their study showed significant 

support for the use of social/behavioral theories in information security and validation of 

TPB specifically in information security research.  Here the attitude and perceived 

behavior control constructs showed significant in predicting behavioral intention while 

subjective norm was weak. 

Ifinedo (2012) applied TPB in a study determining the information security 

compliance drivers for end users.  Similar to Dinev & Hu (2007), Ifinedo found the 

attitude construct significant in predicting intended behavior, but contrasted Dinev & Hu 

by showing subjective norm to be relevant in the same prediction.  Ifinedo (2014) 

confirmed these findings in a subsequent study applying TPB to determine information 

security policy compliance.  Ifinedo does not use the construct of perceived behavioral 

control directly in both of his studies, but instead the construct is broken down into the 

factors that define the independent construct as previously outlined.  Although Ifinedo 

confirmed these factors to be significant in each study, it was not possible to contrast his 

findings directly with studies that apply the independent perceived behavioral control 

construct specifically. 
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Two additional information security studies performed in 2012 applied TPB.  Hu 

et al. (2012) applied TPB to determine how organizational culture and the influence of 

management effects the information security related intentions of computer end users.  In 

this study, Hu et al. found subjective norm to be the most significant construct although 

only slightly more than PCB.  Here the finding was still that attitude is a significant 

predictor. However, it is the lesser of the three constructs.  Cox (2012) mimicked the 

findings of Hu et al. in a study determining how the knowing-doing gap related to end 

user information security knowledge effected intentions to comply with information 

security policy by again showing subjective norm to be the most significant construct 

followed by perceived behavioral control and lastly attitude.  These findings vary 

substantially from studies applying TPB in other subject areas where subjective norm was 

typically found to be the weaker predictive construct (Armitage & Conner, 2001). 

Siponen et al. (2014) applied TPB to study various factors that lead to employees’ 

intention to comply with information security to provide information to develop training 

and awareness campaigns that address the influencing motivational factors.  Like 

previous studies, Siponen et al. found attitude to be the most significant construct in the 

model.  Siponen et al. followed a similar approach as other studies by applying 

observable factors that define subjective norm and perceived behavioral control in the 

form of normative beliefs and self-efficacy respectively.  The findings showed subjective 

norm to be the second most significant construct, supporting the findings of Ifinedo 

(2012).  It was not possible to draw correlations for perceived behavioral control between 
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the Siponen et al. study and others due to the incomplete use of all the factors forming 

this independent construct. 

Three information security studies completed in 2015 apply TPB.  Safa et al. 

(2015) provided research into the formation of information security conscious care 

behavior and thus changed the dependent variable of the TPB model to reflect this 

measurement point.  This study agrees with the findings of Cox (2012) and Hu et al. 

(2012) in citing subjective norm as the most significant construct.  Safa et al. also found 

attitude to be a sound predictor. However, they found perceived behavior control 

insignificant.  A study by Chatterjee et al. (2015) applied TPB to determine key factors 

related to the unethical use of information technology.  Here all independent constructs 

were determined to be significant predictors of intent in the order of attitude, perceived 

behavioral control, and lastly subjective norm matching most closely with the original 

findings of Dinev & Hu (2007).  Djajadikerta et al. (2015) found when applying TPB to 

the study of dysfunctional information system behaviors that the attitude construct was 

significant in all scenarios tested with subjective norm being significant in three out of 

four scenarios.  However, perceived behavioral control was of significance in only one 

out of four scenarios in their study. 

Two information security studies completed in 2016 and one in 2017 applied 

TPB.  Jafarkarimi et al. (2016) applied TPB to ethics in social networking, and again 

attitude was found to be the most significant followed in order by subjective norm and 

perceived behavioral control.  Gurung & Raja (2016) found attitude to be the most 

significant followed by perceived behavioral control and subjective norm in their study 
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applying TPB to online privacy and security concerns.  Attitude showed significant in a 

study by Dang-Pham et al. (2017) on information security knowledge sharing followed 

by subjective norm.   However, perceived behavioral control showed no relevance. 

It was possible to make a couple of conclusions when reviewing these studies.  

First, they support the suggestion forwarded by Ajzen (1991) that the significance of each 

independent construct in the TPB framework will depend on the subject matter and 

sample population.  Next, a recognizable pattern exists where subjective norm appears to 

be more significantly relevant in information security scenarios.  This suggests that 

individuals value the opinions of others who are important to them when making 

decisions regarding information security compliance.   

Challenges to TPB in the existing information security literature.  TPB is not 

without challenge nor are the independent constructs of the theory.  TPB was developed 

specifically to address challenges made to TRA (Fishbein & Ajzen, 1975) that it did not 

address the volitional aspect of user behavior leading to the addition of the perceived 

behavioral control construct (Ajzen, 1985).  It was the further definition of this construct 

along with justification for the use of intention and self-reported data that served as the 

primary focus of Ajzen’s (1991) follow-up paper to address challenges to these areas 

made by the academic community.  Additional challenges to the theory have been made 

suggesting lack of consideration for items such as alternate actions (Sniehotta, Presseau, 

& Araújo-Soares, 2014) but have been defended on the basis of poor understanding or 

implementation of TPB (Ajzen, 2014) and validated through research (Ajzen & Sheikh, 

2013). 
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Researchers have also challenged TPB from an information security perspective 

for not accounting for certain characteristics of the individual, clarity and scope of 

information security policies, and cultural dimensions (Al-Mukahal & Alshare, 2015).  

Other areas of consideration are individual knowledge of policy, trust relationships with 

management, and how well developed and effective security policies are in the 

environment.  Culture is also an area frequently discussed by researchers as an important 

motivational factor in information security research (Al-Mukahal & Alshare, 2015; 

Arpaci & Baloglu, 2016; Ashenden & Sasse, 2013; Crossler et al., 2013; D’Arcy & 

Greene, 2014; Da Veiga & Martins, 2015a, 2015b; Flores et al., 2014; Hu et al., 2012; 

Karlsson et al., 2015; Kolkowska & Dhillon, 2013). 

Use of self-reported data for behavioral intention.  It is difficult to observe actual 

information security compliance behavior in a natural setting as it cannot be determined 

when the individual will be presented with a situation where information security related 

behavior is required (Hu et al., 2012).  However, the use of self-reporting data has been 

challenged as being an accurate predictor of actual behavior (Workman et al., 2008).  It is 

possible to manifest a live scenario, but behaviors can vary when the individual knows 

they are being tested and observed resulting in a socially desirable behavior instead of 

exhibiting what actual behavior may be in a real situation (Crossler et al., 2013).  The 

literature has shown that intention can be measured via self-reported data (Parsons, 

McCormac, Butavicius, et al., 2014) and that TPB is effective in accounting for variance 

between self-reported and actual behavior (Armitage & Conner, 2001).  Assessing 

intention via the independent constructs of TPB has been shown to be grounded both 
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theoretically and technically (Lebek et al., 2014).   Thus intention and the use of self-

reported behavior has been established as having sufficient predictability of actual 

behavior (Ajzen, 1991; Moody & Siponen, 2013) in order to be applied practically in 

determining if an individual would perform information security compliant behavior. 

The use of motivational factors as measures.  Researchers have applied all the 

theories outlined in previous sections to information security behavioral studies in the 

extant literature.  Most of these theories have a defined set of motivational factors that 

serve as the independent variables (Bagozzi & Yi, 2012) in their respective theoretical 

framework.  Often the goal of these studies is identifying motivational factors and 

determining if they are indeed relevant in predicting information security compliant 

behavior (Chatterjee et al., 2015; Galvez et al., 2015; Sommestad et al., 2014; Willison & 

Warkentin, 2013).  Researchers have called for the identification of these motivational 

factors as part of a need to drive change from thinking about information security 

technically to socially (Kirlappos & Sasse, 2012).  TPB categorizes these motivational 

factors by identifying them as being based on the behavioral, normative, or control 

beliefs of the individual (Ajzen, 1991).  In TPB the dependent variable of intention has 

been defined as indicating the level of effort an individual is willing to exert to perform a 

behavior and is assumed to capture the motivational factors that influence such behavior 

(Ajzen, 1991).   

A current trend in sociobehavioral information security research is the combining 

of theories and variables.  This practice, known as theory integration, combines variables 

from multiple theories in order to provide a more rich and complex picture and has been 
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stated to be necessary to provide this perspective and extend behavioral information 

security research beyond the current literature (Siponen et al., 2014).  Research 

approaches the combining of variables and motivational factors in one of two ways.  The 

first method takes the independent variables from multiple theories and makes them all 

independent variables directly correlated with the framework’s dependent variable.  

Examples include using independent variables from TRA, PMT, and behaviorism theory 

(Gundu & Flowerday, 2013), TRA, moral obligation, PMT, and organizational context 

factors (Yoon & Kim, 2013), or PMT and TPB (Ifinedo, 2012; Safa et al., 2015; 

Sommestad et al., 2015) all to predict behavioral intention.  Another example uses PMT 

and SCT to assess information security intervention strategies (Shillair et al., 2015).   

The second method is using observable motivational factors as measures to define 

independent constructs.  Here factors that are measurable and provide definition are 

correlated with independent constructs (M. I. Aguirre-Urreta, Marakas, & Ellis, 2013).  

For example, researchers have applied the independent variables that makeup PMT such 

as perceived severity and perceived vulnerability as measures that define the “attitude 

towards the behavior” independent construct of TPB (Cox, 2012; Yoon & Kim, 2013).  

Likewise, researchers have applied the SCT variables of locus of control and self-efficacy 

as measures that define the perceived behavioral control construct of TPB (Cox, 2012).  

In a quantitative research design, the researcher will commonly develop survey 

questions that represent and measure motivational factors demonstrated in the 

environment (Bagozzi & Yi, 2012; Mahmood et al., 2016).  Correlational analysis 

techniques are then applied to verify relationships in the theoretical model between the 
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independent constructs and the dependent variable(s) (Bagozzi & Yi, 2012).  Several 

sociobehavioral information security studies that apply TPB use this approach.   

One example is research into the information security “knowing-doing gap” that 

looks at individuals’ understanding of information security and how other factors can 

affect their intentional or unintentional actions related to following security guidelines 

(Cox, 2012).  Cox mapped observable measures to the independent constructs of TPB to 

relate and apply the theory to the research topic at hand.  Another research example 

combined TPB and PMT measures in a similar study of predicting information security 

compliance (Ifinedo, 2012).  The addition of PMT in this study example added the 

overarching theme of self-protection into the prediction model.   

The approach of combining theories in a research model is robust; however, this 

practice establishes new frameworks and theories that must be empirically verified 

several times before credibility and generalization of the framework can be achieved 

(Venkatesh et al., 2013).  This study took a lesser approach to avoid creating a new 

framework but still provide accurate definition and measurement of the independent 

constructs.  This study specifically used the framework and variables of TPB.  The 

application of observable measures established in existing literature provided for the 

definition of the independent constructs. 

TPB and the theoretical framework for this study.  This section provides 

substantiation of the constructs of TPB in relation to this study and discussion on how 

drawing on other behavioral theories and the application of their independent variables as 

measures to explain and define the constructs of TPB provides a rich and complex view 
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of the study topic.  The combining of theories and/or the inclusion of a large number of 

variables or measures is supported by a trend in existing literature as technology grows 

and scenarios become more complex (Siponen et al., 2014).  Most research that limits to 

a single theory or limited constructs no longer provides enough insight to make a valid 

conclusion, and this is a limitation toward generalized knowledge in the subject area 

(Cox, 2012; Ifinedo, 2012).  In this study, definition for each of the independent 

constructs came from one or more observable measures related to the target population.   

Sommestad et al. (2015) challenged TPB as being a sufficient theory for 

explaining and predicting information security related behaviors with the base premise 

that although research shows TPB an accurate predictor of intended behavior, it is 

typically combined with elements from other theories and not applied strictly by its 

original constructs.  Sommestad et al. continued in this trend and tested if elements of 

PMT could improve the outcomes of research that applies TPB.  Their study found that 

all the elements of TPB proved to be relevant at predicting behaviors on their own; 

however, the addition of elements from other theories such as PMT improved the 

predictive results.  Cox (2012) extended the TPB framework by adding motivational 

factors specific to the study environment which in that case was a corporate environment.  

Cox, like Ifinedo (2012), also included elements of other theories in his research such as 

organizational narcissism and threat control (Cox, 2012; Ifinedo, 2012).  This study used 

the same or similar theories and motivational factors to develop explanatory measures for 

the independent constructs of TPB. 
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The framework for this study used the specific independent constructs of attitude 

towards the behavior, subjective norm, and perceived behavior control as presented 

originally in TPB (Ajzen, 1985).  However, it was necessary to define how to measure 

each independent construct.  A selection of motivational factors served as the observable 

measures for the independent constructs and basis for survey questions for the study.  

Combining the values of measures related to a particular construct provided a value for 

each of the independent constructs in the study’s model.  I intuitively selected these 

measures, drawing on extant literature and identified psychological targets needing 

understanding in areas of human motivation (Michie & West, 2013), as representing 

salient beliefs of the study population.  Through this focus on salient beliefs (Ajzen, 

1991) it was proposed that relevant and significant correlations may exist.   

The measures for this study were organizational narcissism, reward, perceived 

vulnerability, perceived severity, normative beliefs, locus of control, and self-efficacy.  

As previously discussed in this review, this study did not create a new theory or 

framework.  Substantiation for the correlation of the selected measures already existed in 

the extant research (See Table 1) and I used these measures as a method to define the 

independent constructs of TPB.  Many of these measures were similar to Cox (2012) 

where he relates organizational narcissism, perceived vulnerability, and perceived 

severity to the construct of attitude towards the behavior.  This study went further to 

consider reward as another factor effecting attitude towards the behavior, and a following 

section provides validation for its inclusion.  Salient normative beliefs form subjective 

norm (Armitage & Conner, 2001).  These normative beliefs represent how the individual 
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perceives the opinions of those important to the individual in regard to the expected 

behavior (Ajzen, 2002; Yazdanmehr & Wang, 2015) which in this case was information 

security compliance.  Normative beliefs served as the measure for subjective norms in 

this study.  The measures related to perceived behavioral control were locus of control 

and self-efficacy (Ajzen, 2002; Cox, 2012). 
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Table 1 

Construct Operationalization 

Description Source 

Organizational narcissism - > Attitude 

toward the behavior 

J. Cox (2012), inclusion of personality 

traits Ajzen (1991), Kajzer et al. (2014), 

Shropshire, Warkentin, & Sharma (2015), 

Wall et al. (2013) 

Perceived vulnerability - > Attitude toward 

the behavior 

J. Cox (2012), Yoon & Kim (2013)  

Perceived severity - > Attitude toward the 

behavior 

J. Cox (2012), Yoon & Kim (2013)  

Reward - > Attitude toward the behavior Current study (derived from discussions 

and applications in Chatterjee et al. (2015), 

Farahmand, Atallah, & Spafford (2013), 

Posey et al. (2014), Sommestad et al. 

(2015))  

Normative beliefs -> Subjective norm Ajzen (1991), Armitage & Conner (2001), 

J. Cox (2012), Ifinedo (Ifinedo, 2012), 

Sommestad e al. (2015), Yoon & Kim 

(2013)  

Locus of control - > Perceived behavioral 

control 

Ajzen (Ajzen, 2002), J. Cox (2012) 

Self-efficacy - > Perceived behavioral 

control 

Ajzen (Ajzen, 2002), Chatterjee et al. 

(2015), J. Cox (2012) 

 

Note.  Provides a summary of previously established measure relationships. 

 

Measures for attitude toward the behavior.  This study used four factors to define 

and measure the attitude toward the behavior independent construct.  These factors were 

organizational narcissism, perceived vulnerability, perceived severity, and reward.  This 

section discusses each of these factors to further define the measure, identify the source 
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of the factor, and provide justification for the use of the factor based on existing 

literature. 

Ajzen (1991) specifically discusses personality traits impacting attitude and being 

influential in predicting behavior, yet the use of this type of factor is lacking in the 

existing information security TPB literature, and only limited examples exist across all 

domains (Ajzen & Klobas, 2013; de Leeuw et al., 2015; Efrat & Shoham, 2013).  

Personal norms, of which organizational narcissism would be an example, have been 

shown to be the most significant factors influencing attitude toward the behavior of 

information security compliance and researchers suggest inclusion in such studies 

(Ifinedo, 2014).  The only literature example known is a corporate study in which the 

organizational narcissism factor was applied but did not show significance (Cox, 2012).   

Control-related motivations and personality traits have been shown to have a 

significant effect on information security behavioral intention supporting the inclusion of 

psychological theory in sociobehavioral studies (Kajzer et al., 2014; Shropshire et al., 

2015; Wall et al., 2013).  Autonomy, control, influence, ownership, external perceptions, 

and identity are all factors that contribute to organizational narcissism (Galvin, Lange, & 

Ashforth, 2015; Wall et al., 2013).  Narcissism is a personality trait comprised of a 

collection of views and emotions (Vater et al., 2013) that has been identified as a primary 

trait to drive risk behavior (Crysel, Crosier, & Webster, 2013).  Organizational narcissism 

can manifest when an individual identifies themselves as being core to the identity of the 

organization, and it can have an influence on behavioral decisions (Galvin et al., 2015).   
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Perceived vulnerability, perceived severity, and reward are motivational factors 

established in PMT (Dang-Pham & Pittayachawan, 2015; Posey et al., 2015).  PMT is 

comprised of two classifications of motivational factors, that of threat appraisal factors 

and coping appraisal factors (Ifinedo, 2014; Tsai et al., 2016).  The three motivational 

factors discussed here are threat appraisal factors.  Perceived vulnerability addresses the 

individual’s perception regarding the likelihood of a negative event (Gundu & 

Flowerday, 2013).  Perceived severity addresses the individual’s perception regarding the 

degree of harm that would come from such a negative event (Gundu & Flowerday, 2013).  

Both influence attitude toward compliance (Herath et al., 2014; Lee et al., 2016) and 

protective behavior (Crossler et al., 2014; Herath et al., 2014; Öğütçü et al., 2016).  

Information security studies based on TPB have demonstrated the correlation between 

perceived vulnerability and perceived severity and the attitude towards the behavior 

independent construct (Cox, 2012; Yoon & Kim, 2013).   

Reward is defined by the intrinsic or extrinsic benefits gained or kept through 

performing or not performing a behavior (Moody & Siponen, 2013; Posey et al., 2015; 

Siponen et al., 2014) and has been shown to be a relevant motivational factor in 

information security behavior (Kajzer et al., 2014; Moody & Siponen, 2013; Posey et al., 

2015, 2014).  The use of reward as a measure has been absent in information security 

related TPB studies.  This could be because reward is also an incentive motivational 

factor in GDT and SCT and there is some conflict on the value of these theories in 

predicting information security behavior (Yoon & Kim, 2013).  However, researchers 

have called for the inclusion of this factor in future studies (Boss et al., 2015; Ifinedo, 
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2012; Parsons, McCormac, Butavicius, et al., 2014; Posey et al., 2015).  The inclusion of 

reward was a unique factor in the proposed study.  Coercion or deterrent factors (Barton, 

Tejay, Lane, & Terrell, 2016) have been used in the past to represent similar motivational 

factors.  Reward has been used as a manifest variable in at least one PMT-based 

information security study for predicting intention (Siponen et al., 2014).   

A supervisor can reward individuals at work through a performance appraisal 

process.  A supervisor may reward an employee in this process for achieving an 

operational goal that may have required the individual to not comply with information 

security policies.  Literature has stated that this type of reward has a relationship to the 

attitude of the individual (Cheng et al., 2013; Parsons, McCormac, Butavicius, et al., 

2014; Zhai, Lindorff, & Cooper, 2013) and can influence behavior intention (Farahmand 

et al., 2013; Shillair et al., 2015).  Literature also shows that damage to ego through poor 

performance appraisal (lack of reward) leads to riskier behavior for those with narcissistic 

traits (Crysel et al., 2013).  This demonstrates a relationship between the reward and 

organizational narcissism factors and supported their inclusion in a singular study.  

Information security behavioral intention can also be altered when reward exceeds 

inconvenience (Workman et al., 2008) showing that given proper return end users will 

ignore known information security policies and training (Kirlappos & Sasse, 2012). 

Measure for subjective norm.  In this study, I included normative beliefs as the 

single measure for subjective norm.  Existing studies have established that subjective 

norm is influenced by normative beliefs (Cox, 2012; Lebek et al., 2014).  Normative 

beliefs are understandings of perceived behavior developed by the individual through the 



65 

 

observation of their peers and others in their environment (Barton et al., 2016; Yoon & 

Kim, 2013).  Sometimes normative beliefs are also defined as being similar to the moral 

obligations felt by an individual to perform in a particular manner (Jafarkarimi et al., 

2016; Kajzer et al., 2014; Yazdanmehr & Wang, 2015).  Based on these normative 

beliefs, the individual develops thoughts of how they believe those important to them 

expect them to behave, and this becomes their subjective norm (Armitage & Conner, 

2001).  There is a close relationship between normative beliefs and subjective norm in 

both definition and intent and are often used interchangeably in the literature even though 

they are distinct in definition.   

Some studies apply normative beliefs directly as an independent variable toward 

the dependent variable of intention and have found normative beliefs to be both a 

significant (Siponen et al., 2014) and weak (Flores & Ekstedt, 2016) predicting factor.  

However, in this type of application the representation is still that normative beliefs affect 

the intentions of the individual, and a conclusion is drawn that these normative beliefs 

influence the thoughts of the individual in regards to their actions (Barton et al., 2016; 

Safa et al., 2016), which becomes their subjective norm (Ajzen, 1991; Ifinedo, 2012).  

Others combine these concepts of norms into a single construct described as perceived 

norms (Sommestad et al., 2015).   

Measures for perceived behavioral control.  The addition of the perceived 

behavioral control construct is what differs TPB from TRA (Ajzen, 1991).  This construct 

accounts for elements of behavioral processes that are outside the volition of the 

individual.  The lack of which researchers have cited as a limitation of TRA (Ajzen, 
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1985).  Ifinedo (2014) defined perceived behavior control as being influenced by the two 

factors of locus of control and self-efficacy, both borrowed from the expectancy theory of 

SCT.  Locus of control addresses if executing a particular behavior is in the control of the 

individual or another entity and represents an outcome expectation.  Self-efficacy 

addresses the ability of the individual to execute a behavior and exemplifies an efficacy 

expectation (Ajzen, 2002).   

Ajzen (1991) closely related these two factors in the development of the perceived 

behavioral control construct in the formation of TPB.  However, the blending of these 

two factors into a single measure has been challenged as they represent two distinct 

factors and should be measured independently (Workman et al., 2008). These two factors 

are also represented in PMT as coping assessment measures and have both shown 

significance in predicting security omissive behavior when applied in that framework 

(Siponen et al., 2014; Workman et al., 2008).  Self-efficacy is prevalent as an 

independent variable in the information security studies reviewed, and although it is a 

valuable predictor of compliant behavior (Crossler et al., 2014; Galvez et al., 2015; 

Herath et al., 2014), other studies have shown it not to be a significant predicting factor 

for information security compliance (Choi et al., 2013; Flores & Ekstedt, 2016; Wall et 

al., 2013). 

Intention in the proposed study.  Intention, as applied in TPB, is meant to capture 

the motivational factors that will influence an individual’s behavior in the form of the 

independent constructs of attitude toward the behavior, subjective norm, and perceived 

behavioral control (Ajzen, 1991).  Measurement of intention occurred through self-



67 

 

reported data as discussed previously in this review.  Seven information security studies 

applying TPB reviewed by Lebek (2014) follow the approach of evaluating the 

independent variables of the theory against this dependent variable.  This study followed 

the same approach. 

Methodologies Used in Extant Literature   

Researchers apply a number of differing research methodologies in the extant 

information security literature to measure the dependent variable of intention.  For the 

studies that researchers wholly or mostly base on TPB, the predominant approach is 

quantitative correlational methods with the only varying aspect being the framework 

and/or study population.  Previous sections of this study discussed the topic of varying 

frameworks via differing methods of combining theories, variables, and measurement 

factors.  Varying of study population can be seen in studies utilizing college students 

(Chatterjee et al., 2015; Dinev & Hu, 2007; Hu et al., 2012),  corporate computer end 

users (Cox, 2012; Ifinedo, 2012, 2014; Siponen et al., 2014), and IT professionals 

(Ifinedo, 2012, 2014).  This approach is the same as can be seen in studies that apply TPB 

but are not information security related (Randall & Gibson, 1991).  The only TPB-based 

information security study reviewed that deviates from this approach is Gundu & 

Flowerday’s (2013) quasi-experimental study where they applied TPB in evaluating 

information security knowledge after repeated training exercises.  I did not locate any 

experimental information security studies applying TPB.  The review of extant literature 

also exposed one information security study that applied the independent constructs of 
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TPB but utilized a modified dependent variable of conscious care behavior (Safa et al., 

2015). However, it still employed a quantitative correlational methodology. 

A number of information security related studies use the same dependent variable 

of intention, yet they apply independent constructs from different theories.  Example 

theories providing these independent constructs include RCT (Cheng et al., 2013; 

Willison & Warkentin, 2013), PMT and habit theory (Boss et al., 2015), TRA/moral 

obligation/PMT/organizational context (Yoon & Kim, 2013), SBT/DT (Cheng et al., 

2013), self-determination/psychological reactance theories (Wall et al., 2013), 

coping/moral disengagement/security related stress (D’Arcy et al., 2014), and 

culture/social exchange theory (D’Arcy & Greene, 2014).  All of these studies follow the 

dominant model of a quantitative correlational method.  However, one can find variation 

in this realm.  One study applied a 3x3x3 factorial experiment design (Barlow et al., 

2013). That study utilized random selection and achieved treatment control through the 

manipulation of scenarios.  It would be proper to consider that study quasi-experimental 

as statistical variables were not controlled that could introduce rival hypotheses (R. K. 

Yin, 2013).  Another study utilized the same dependent variable of intended behavior in a 

quasi-experimental 2x2x2 factorial design while applying the theories of PMT/SCT 

(Shillair et al., 2015).  

Measurement Instruments Used in Extant Literature   

For all the studies cited in the methodologies section above, regardless of theory 

or method, the single measurement instrument was that of a survey.  When applying a 

survey for data collection the researcher develops survey questions based on the 
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independent variables or observed factors (motivational factors demonstrated in the 

environment) that comprise the applied theory (Fetters et al., 2013).  The only variation 

for the surveys in the reviewed literature is in the delivery method, which ranged from 

electronic and Web-based surveys to paper surveys distributed in person or via the postal 

system.   

The use of surveys in quantitative research is popular for effective, efficient, 

affordable, and anonymous broad scale data gathering and is well supported (Mahmood 

et al., 2016; Venkatesh et al., 2013).  The development and implementation of written or 

oral survey questions is the data gathering technique in the survey model.  The responses 

to the survey questions represent data relevant to the variables or measures of the 

proposed theory and thus are analyzed to accept or reject the hypotheses forwarded by the 

researcher (Fetters et al., 2013).  The survey design is time and cost effective and 

efficient (Weigold, Weigold, & Russell, 2013), provides data that are generally ready for 

analysis without further interpretation, and is convenient for both the researcher and 

study participant (Yoshikawa et al., 2013).   

Contention in the Literature  

The studies reviewed attempt to develop a method to measure intention to comply 

with information security (Sommestad et al., 2015), information security culture (Da 

Veiga & Martins, 2015a, 2015b; Flores et al., 2014), determine effectiveness of 

information security policy (Parsons, McCormac, Pattinson, et al., 2014), and/or intention 

to evade policy (Barlow et al., 2013).  However, many seem to differ in the right theory 

or methodology to perform these measurements as evident by the diverse approaches 
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noted in preceding sections of this paper.  In regards to theory, Lebek et al. (2014) 

documented 54 theories that researchers have applied in sociobehavioral information 

security studies.  The prevailing theory is TPB (Lebek et al., 2014) but it has not been 

established to be the standard.  This contention stems from conflicts in the interpretation 

of the theories themselves.  For example, TPB has had conflicting conclusions in various 

studies regarding which is the prevailing of the three constructs of attitude toward the 

behavior, subjective norm, and perceived behavior control (Chatterjee et al., 2015; Safa et 

al., 2015; Sommestad et al., 2015).  Further contention happens in defining the individual 

constructs (Ajzen, 1991).  Perceived behavior control is an example in terms of its 

definition being more about self-efficacy, locus of control, or both (Ajzen, 2002; 

Workman et al., 2008).  The range of approaches in the preceding methodologies and 

measurement sections further demonstrate the lack of a standard practice for gathering 

and analyzing data to predict intended behavior related to information security.  Sampling 

is also a point of contention noted in the review of these works.  Some studies focus on 

data collected from populations such as IT professionals or college students (Crossler et 

al., 2013; Safa et al., 2015) which does not necessarily reflect a population of interest.  

Relationship of Proposed Study to Extant Research 

More study is needed in end user information security behavior (Dhillon & 

Backhouse, 2001) and there is a need for more empirical studies to validate behavior 

research theories (Siponen et al., 2014).  This study answered both of these calls.  Of the 

41 studies in this literature review that focus on the application of sociobehavioral 

theories in information security research, only one samples non-IT end user employees in 
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the educational sector.  The remaining studies survey corporate employees, college 

students, IT personnel, noneducation government employees, the general public, or a 

combination of these populations.  Most studies reviewed that do enter the realm of 

academia do so at the university level (Ahlan et al., 2015; Al-Alawi et al., 2016; Dang-

Pham & Pittayachawan, 2015; Kim, 2014; Misenheimer, 2014; Öğütçü et al., 2016; 

Shropshire et al., 2015).  The educational sector is largely nonexistent in the extant 

behavioral information security literature; however, this area is at high risk (Okpamen, 

2013; Pardo & Siemens, 2014).  Research has shown that the educational sector 

experiences high information security risks due to bad information security habits, lack of 

communications, feedback, and motivation (Chou & Chou, 2016).  Lack of belief, 

attitude, intention, behavior, training, awareness, and norms adoption also contribute to 

the information security exposure in educational environments (Chou & Chou, 2016).  K-

12 educational environments especially should be addressed as these issues can be more 

prevalent due to organizational scale and mindset (Moyo, 2013).  This study aided in 

filling this gap.   

Herath & Rao’s (2009) research showed that intrinsic motivators such as morals, 

purpose, end goals, and understanding of information security as well as extrinsic 

motivators such as social influence or the fear of detection effect understanding and 

attitudes towards information security compliance.  This study adds to this discussion.  

However, Herath & Rao executed their study broadly across different types of entities to 

draw generalized findings.  Focusing on a single entity/industry will show if generalized 

theoretical concepts (Sandelowski, 2014; Tsang, 2014) apply to that environment.  There 
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is a need to study more about what factors motivate behaviors in different environments 

(Crossler et al., 2013). The K-12 environment in this study may differ in motivators when 

compared to corporate or higher learning environments.   

The scope of information security motivational factors needs to be expanded from 

existing literature, extending to factors beyond maliciousness and 

productivity/convenience (Crossler et al., 2013).  Much of the existing information 

security literature is also limited to using questions and/or scenarios such as writing down 

or sharing passwords, failing to log out of systems, or copying data to external devices 

(D’Arcy et al., 2014).  There is a need to look at broader motivators of organizational 

managers, such as school administrators, that change organization operations and results 

in potential major data exposure (Hu et al., 2012).  At a broader level, the IT landscape is 

more complex today and there is a need to take in many more factors than the limited 

ones of most studies (Ifinedo, 2012).  Cox (2012) cites changes in technology results in 

changes in attitudes and ethics over time furthering support for ongoing research in this 

area.  Again, this study adds to the conversation in these target areas. 

Aspects for Further Research Cited in Extant Literature 

End user study in regards to information security is still young overall (Herath & 

Rao, 2009) allowing for many avenues of further research.  Much of the existing research 

is at a high level identifying factors and correlations of human behavior that effect 

information security.  These individual factors, such as the independent constructs of 

TPB, can be studied deeper on a per factor level to provide greater insight.  Since 

sociobehavioral information security research is relatively new, most all studies need the 
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findings to be applied to more groups and/or specific industries (Crossler et al., 2013) for 

generalization. 

Research into end user security behavior may no longer be in its infancy, but the 

vast number of areas that remain for future research shows this field to be in its 

adolescent years at best.  Crossler et al. (2013) list a range of topics needing research in 

the categorization of behaviors, improving security compliance, and cross-cultural 

research.  D’Arcy & Greene (2014) echo the call for studying behaviors from a cultural 

perspective, while researchers like Cox (2012) advocate research into personality traits of 

end users to understand security behavior.  Some researchers see information security 

from an organizational perspective and are extending study deeper into this realm (Hu et 

al., 2012; Kolkowska & Dhillon, 2013).  At the base of each of these suggestions is the 

continuation to integrate findings from psychological and behavioral research in the 

application of information security.  This study addressed many of these issues. 

Transition and Summary 

The development of effective IT security controls is a requirement for information 

security program managers (Disterer, 2013; Galvez et al., 2015; NIST, 2015; Wilson & 

Hash, 2003).  The existing research has established both in concept and empirically that 

end user behavior effects information security compliance in the organization and 

ultimately the security level of an entity overall (Alaskar et al., 2015).  With computer 

end users representing potentially the largest information security risk to the organization 

(Alaskar et al., 2015; Crossler et al., 2013), information security program managers must 

implement effective nontechnical controls in the form of SETA programs (NIST, 2015).  
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Information security program managers may benefit from having an understanding of the 

motivational factors that drive compliant and noncompliant behaviors in order to develop 

and improve such campaigns.   

In the literature review, I provided an examination of the existing literature from 

the perspective of applying behavioral theories to end user information security research 

and discussing the variables in these theories that establish the motivational factors for 

compliance.  The literature indicated TPB provided the correct theoretical fit for this 

study.  The independent constructs of the theory allow focussing on salient beliefs of the 

study population (Ajzen, 1991) that influence their intention to perform information 

security related behaviors (Sommestad et al., 2015).  These constructs are attitude toward 

the behavior, subjective norm, and perceived behavioral control (Ajzen, 1985).  It has 

been determined to be likely that persuasive messages, such as those provided in SETA 

programs, can influence and change the salient beliefs of individuals and thus influence 

their information security compliance intentions (Ajzen, 1991).  Trends in this field were 

also identified such as the combining of theories to provide a richer, more complex 

picture relevant to the current IT landscape (Siponen et al., 2014).   

In the extant literature, researchers discussed the risk that end user behavior poses 

to an organization and provided justification for the need to understand this behavior 

(Parsons, McCormac, Pattinson, et al., 2014).  Arguments have been presented and 

substantially supported that the key to understanding this behavior is through the 

application of sociobehavioral (Dhillon & Backhouse, 2001) theories.  An analysis of 
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common applications of these theories in existing research has been provided as well as a 

look into future trends (Crossler et al., 2013) in this same area.   

The existing literature in the field of information security and end user behavior 

research indicated that study in the area is valid and trending, but still new and requires 

the support of further studies (Crossler et al., 2013; D’Arcy & Greene, 2014).  This same 

literature presented support for the concepts of applying behavior theories to determine 

end user intention to follow or evade information security (Lebek et al., 2014).  These 

studies showed the benefit of such research to the IT field through increased knowledge 

and awareness of information security effectiveness and culture and presented how the 

research findings are applicable to improving information security efforts.   

The literature review showed that extending this research into the K-12 

educational environment has not occurred.  This study proposed that the K-12 

environment might present unique motivational factors that may expand the study of 

information security compliance drivers and variables and add to the existing body of 

knowledge in this subject area.  The literature review concluded with suggestions for 

future research in the hope that continued study in this field will improve the application 

of nontechnical security controls.  The goal of these improvements is to bring better 

security to the organization and effect social change in the form of increased freedoms 

and privacy through the secure handling of computer data (DHS Privacy Office and the 

Office for Civil Rights and Civil Liberties, 2015). 

Section 1 of this paper presented details on the study problem, background, and a 

detailed review of the existing literature related to the subject.  This segment concludes 
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Section 1, with Sections 2 and 3 to follow.  Section 2 provides a detailed outline 

regarding the approach and execution of the research project including research method 

and design, population and sampling, measurement instrumentation, and data gathering 

and analysis.  Section 3 presents the findings of the study along with information 

regarding practical application in the IT profession as well as implications for social 

change.  Section 3 also includes recommendations for useful action based on the study 

results as well as for future research in the subject area.  Section 3 concludes with 

reflections on the study. 
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Section 2: The Project 

There are academic studies that apply sociobehavioral theories to predict 

information security compliance intentions in order to improve SETA programs (Lebek 

et al., 2014).  The literature review in Section 1 provided evidence that the majority of 

these studies focus on the private business sector.  This quantitative study extended this 

research into the K-12 education sector in order to determine if the variables of TPB were 

applicable in this environment for consideration during SETA program improvement.  

This section begins with restating the study’s purpose and provides details of the 

researcher’s role in the study as well as that of the study participants.  Section 2 also 

contains specifics regarding the study’s research methodology and design along with 

information on population sampling, measurement instrumentation, data gathering, and 

analysis.  The section closes with a discussion of study validity and a transition to Section 

3. 

Purpose Statement 

The purpose of this quantitative correlational study was to examine how attitude 

toward the behavior, subjective norm, and perceived behavioral control affect the 

intention of computer end users in a K-12 environment to follow information security 

policy to provide IT security program managers sufficient knowledge to develop 

effective security controls in the form of SETA to protect against human behavior risks.  

Surveying computer end users in the Bigg County Public School System located in 

Northeast Georgia provided data collection.  For this study, I applied TPB (Sommestad et 

al., 2015) to provide sufficient knowledge of how the constructs of this theory affected 
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the information security behavior intentions of computer end users so that IT security 

program managers can develop effective SETA programs as a security control.  Applying 

sociobehavioral theories to information security research is a current trend with 

researchers calling for further academic study (Crossler et al., 2013).  The independent 

constructs of this theory are attitude toward the behavior, subjective norm, and perceived 

behavioral control.  The dependent variable is intention.  The implications for social 

change include the possibility for development of effective information security controls 

and improvement of data security protections for the employees and vulnerable student 

population of K-12 schools. 

Role of the Researcher 

In quantitative research the role of the researcher is to be as detached from the 

data gathering process as possible with the goal of providing an impartial and objective 

view (Yilmaz, 2013; Yoshikawa et al., 2013).  However, researchers still have influence 

on the data collected in that the researcher selects the theory to be tested, is able to 

manipulate the independent variables in the criteria that will define them and how they 

will be measured, determines the analysis technique, and selects the population and 

sampling process (Tavakol & Sandars, 2014a).  For example, in this study, I selected the 

factors (based on the extant literature) that defined the independent constructs of TPB.  

Likewise, I chose to use a survey for data collection, acquired established measurement 

questions, and developed the instrument to measure these factors.   

I have obtained a formal education in information security and work 

professionally in the IT field.  I was formerly an active participant as an IT worker 
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located in some of the same K-12 schools in this study.  In an organization, a conflict can 

arise between IT functionality, ease of use, and security (Kohlborn, 2014).  I often dealt 

with this conflict as school administrators challenged that information security impeded 

the operations and goals attainment of the school.  I often observed school administrators 

desiring to take actions to reach technology goals and objectives through methods that 

may circumvent information security intentionally or unintentionally.  This led to 

consideration of what motivational factors effected K-12 administrators’ intentions to 

comply with information security and how this information could improve SETA 

campaigns, thus the formation of the topic for this study.  To mitigate subjective bias 

(Tavakol & Sandars, 2014a), I used an Internet-based survey that provided direct contact 

separation from the sample and that contained properly formed survey questions focused 

on measuring the intended constructs.  Another mitigation was the use of the quantitative 

method deploying statistical analysis in order to draw conclusions based only on the data 

presented.   

Ethical research was paramount, and this study complied with the guidelines and 

requirements for respect, beneficence, and justice as prescribed in the Belmont Report 

(Tavakol & Sandars, 2014b).  Allowing participants free will to participate in the study 

showed respect.  Ensuring identity protections to participants, holding participants free 

from harm due to participation or lack thereof, and providing research findings back to 

the participant organization for the benefit of developing improved information security 

protections for the participants (should they so choose) provided beneficence and justice.  
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The upcoming “Ethical Research” and “Data Collection Technique” sections provide a 

complete discussion on methods for addressing these ethical concerns specifically. 

Participants 

Eligible participants for the study were required to be computer end users 

operating in the K-12 school environment of the Bigg County Public School System 

located in Northeast Georgia.  The targeted population for the study was the K-12 school 

administrators, thus participants were required to be over the age of 18 and be employees 

of the school system in a principal, assistant principal, or associate principal role.  

Participants were required to provide consent to participate in the study to demonstrate 

their voluntary participation and document that I had informed them regarding the 

purpose and procedures of the study, of their rights and protections, and any risks or 

benefits to participation.     

As noted in the preceding “Limitations” section of this paper, this research was 

limited to the study of K-12 school administrators as opposed to other faculty, staff, or 

students.  Other groups than those studied may hold differing information security 

thoughts and beliefs and may be more motivated to comply with or do not intend to 

violate information security (Crossler et al., 2013).  I acknowledge that study results may 

not be generalizable to the entire population of K-12 computer end users.  The following 

“Population and Sampling” section provides discussion and justification for focusing on 

this population along with generalization discussion as it applies to other K-12 computer 

user groups.  The upcoming “Study Validity” section of this paper presents a discussion 

of concerns related to study generalizability, transferability, and selection bias. 
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Convenience sampling occurs when study participants are easily accessible by the 

researcher and conveniently available for study participation (Acharya, Prakash, Saxena, 

& Nigam, 2013; Bornstein, Jager, & Putnick, 2013; Landers & Behrend, 2015).  This was 

the case for this study.  The target school system’s institutional review board (IRB) 

granted access to the population.  Internal employees have access to the list of K-12 

administrators via provided directories and thus this list was available for this research.   

IRB evaluation by the sponsoring university and the internal IRB of the 

participant location is intended to ensure that the researcher follows ethical research 

practices (Johnson et al., 2013; Lange, Rogers, & Dodds, 2013; Spurlin & Garven, 2016).  

Examples of ethical practices to be followed include allowing voluntary participation and 

withdrawal in the study, protection of participants’ identity, and holding participants 

harmless from participation (Mahon, 2014; Rhodes, 2014; Whicher et al., 2015).  The 

following “Ethical Research” section of this paper discusses ethical practices for this 

study in detail.  Email communication that explained the purpose of the study and the 

protections afforded through participation established a working relationship with the 

participants. 

Research Method and Design 

A research methodology defines the conceptual approach that a researcher will 

take in the investigation of a topic (Yoshikawa et al., 2013).  These methods shape the 

type of data gathered, how data are gathered and analyzed (Turner et al., 2013), and are 

driven by a study’s research question(s) (Fetters et al., 2013) as well as the perspective of 

the researcher (Sparkes, 2015).   The two primary methodologies are quantitative and 
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qualitative (Turner et al., 2013) with a third being mixed methods which combines the 

two primary methods (Heyvaert et al., 2013).  With each methodology lies research 

designs that outline how the researcher will execute a study and how the findings of the 

study address the research question (Turner et al., 2013).  A broad range of methods and 

designs have become available due to changes in globalization and access to data; 

however, research methods should not be developed for the sake of invention but instead 

only be driven by being the proper means by which to answer a study’s research question 

(Tavakol & Sandars, 2014a, 2014b).  

This study used a quantitative methodology and a correlational design.  It was 

important for this study to use a design similar to extant literature to be relevant and 

comparable in order to add further empirical and statistical evidence to the existing 

conversation.  Due to the primary difference in this study when compared to existing 

studies was the addition of factors to measure and a change in population, if the 

methodology was also deviated, comparison to extant literature would be difficult.  The 

following sections provide further discussion and justification of the methodology and 

design selected as well as evaluation of alternative approaches. 

Method 

The epistemological and ontological perspective of the researcher is one driver for 

method section (Sparkes, 2015; Yilmaz, 2013).  Quantitative research is a method that 

approaches studies from the worldview of the postpositivist where the researcher 

approaches the subject matter from the viewpoint that there is a singular reality and 

phenomena in that reality can be objectively measured by applying statistics to 
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empirically gathered data (Tavakol & Sandars, 2014a).  This is in contrast to the 

naturalistic worldview associated with qualitative research where the viewpoint is that 

multiple realities exist and the researcher can only observe phenomena, not predict it 

(Tavakol & Sandars, 2014a).  Holding a postpositivist worldview represents one criterion 

that supported the selection of a quantitative methodology for this study. 

Beyond the worldview of the researcher, the research question of the proposed 

study informs the research methodology (DeLyser & Sui, 2013).  If a research question is 

asking how or why phenomena occur in order to obtain understanding, a qualitative 

methodology is appropriate (Hales, Lesher-Trevino, Ford, Maher, & Tran, 2016; Tavakol 

& Sandars, 2014b; Yilmaz, 2013).  If a research question concerns obtaining a 

measurement by asking how many, how often, or to what level particular independent 

variables influence a dependent variable, a quantitative methodology is appropriate 

(Turner et al., 2013).  In this study, I desired to understand to what extent attitude toward 

the behavior, subjective norm, and perceived behavioral control affected the intention of 

computer end users in a K-12 environment in the Bigg County Public School System 

located in Northeast Georgia to follow information security policy.  Applying a 

quantitative methodology achieved the proper evaluation of this research question. 

From a theoretical perspective, sociobehavioral studies often apply an existing 

theory as their guiding foundation (Lebek et al., 2014).  Studies designed to approach a 

subject through the application of existing theories generally use a quantitative 

methodology (Turner et al., 2013).  A theory comprises independent and dependent 

variables.  Theorists propose that the independent variables of the theory affect the 
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dependent variable(s) in some manner.  The researcher gathers data relative to the 

independent variables in a situation.  Statistical analysis of the gathered data then 

establishes the affect the independent variable(s) have on the dependent variable(s) and 

becomes the foundation of discussion for the study.  Alaskar et al. (2015) confirmed the 

most popular methodology for information security studies applying sociobehavioral 

theories as quantitative.  

Methodology represented a significant gap identified in the current information 

security behavior literature.  The quantitative approach limits the researcher to 

quantifying if the independent variables identified in the proposed theoretical framework 

do or do not exist as factors that influence intentions to comply with information security 

policy (Crossler et al., 2013).  This approach limits the researcher from identifying other 

factors that may be influencing noncompliant behaviors (Crossler et al., 2013) or 

integrating other factors into the model as suggested in the rival explanations theory 

discussed in a previous section of this paper.  Research methodologies other than 

quantitative would be required to address this gap. 

Since the mid-1980s, the qualitative research method has seen increased use in the 

extant literature while the quantitative has decreased (DeLyser & Sui, 2013).  Qualitative 

research would allow for exploratory investigations in identifying motivational factors 

that exist in an organization in regards to complying with information security policies 

(Flores et al., 2014).  This research could be performed as a case study (R. K. Yin, 2013) 

limited to identifying motivational factors based on established theories, or a grounded 

theory (Turner et al., 2013) approach could be implemented to identify motivational 
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factors in the development of new frameworks.  These qualitative approaches could serve 

to identify motivational factors relevant to particular cultures, industries, or geographical 

regions (Crossler et al., 2013).  These approaches were not appropriate for this study as 

the desire was not to identify motivational factors (independent variables) but to measure 

the affect of those in TPB; thus, there was an epistemic misalignment with the qualitative 

approach.  Other qualitative methodologies do exist such as ethnography, 

phenomenology, and narrative (Hales et al., 2016; Turner et al., 2013), but these are 

exploratory in nature and represented a worldview misalignment at an ontological level. 

Mixed methods research involves the combination of quantitative and qualitative 

disciplines (Fetters et al., 2013).  This design intends to provide a rich and complex 

perspective to a problem and deliver validity and reliability of the study through the use 

of multiple data sources and analysis (Heyvaert et al., 2013; Tricco et al., 2016).  The 

epistemological perspective here is that information can be described and identified by 

both descriptive and analytical approaches that support each other and provide equal 

status (Yoshikawa et al., 2013).  Although not necessarily a disagreeable mindset, mixed 

method research is both time and resource intensive (Venkatesh et al., 2013).  Mixed 

method also extends beyond the scope and scale of the inaugural doctoral study of a new 

researcher in terms of mixing of ontological perspectives, conceptualization (Heyvaert et 

al., 2013), and proper synthesis of epistemologically diverse and diverging data (Tricco et 

al., 2016; Venkatesh et al., 2013; Yoshikawa et al., 2013).  Based on these points, the 

mixed method approach was determined not to be a proper fit for this study. 
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Research Design 

Each research methodology has associated research designs (Turner et al., 2013).  

The selection of a research design is informed by the sample selection and data gathering 

and analysis processes required to answer the study research question (Yoshikawa et al., 

2013).  Designs aligned with the quantitative methodology include experimental, quasi-

experimental, survey (Tavakol & Sandars, 2014a), and correlational (Turner et al., 2013).  

This study employed a cross-sectional correlational design.   

The primary drivers to select a correlational design for this study lied in the 

sample selection process and lack of conditional treatment.  One criterion for the 

experimental design requires random sample selection (Charlwood et al., 2014; Tavakol 

& Sandars, 2014a) in order to prevent selection bias (Henry et al., 2013).  Sample 

selection in this study focused on a nonrandomly selected population in a singular school 

system, thus making the experimental design unavailable.  Another criteria requirement 

for both experimental and quasi-experimental designs is the application of a treatment 

across equally divided samples that a researcher can manipulate between test groups in 

order to measure effect (Bettany-Saltikov & Whittaker, 2014; Tavakol & Sandars, 

2014a).  In this study, there was no treatment to apply to the study population upon which 

to draw measurements thereby rendering both the experimental and quasi-experimental 

designs inappropriate.   

Another consideration in design selection is if the research question seeks to show 

causation or correlation.  Demonstrating causation is the goal of experimental designs as 

the desire is to show that statistical differences between controlled population samples are 
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the direct result of manipulating a treatment (Aguinis & Edwards, 2014; Charlwood et al., 

2014; Vaidyanathan et al., 2016).  Correlation is a statistical measurement of how much 

of the statistical change in a dependent variable maps to the statistical change in an 

independent variable (Bettany-Saltikov & Whittaker, 2014).  Correlation does not rule 

out the possibility that factors other than the measured independent variable(s) could be 

the cause for variations in the dependent variable (Turner et al., 2013).   

From an epistemological perspective, correlational studies have the ability to well 

reject a hypothesis but do not definitively identify the only variables present affecting a 

dependent variable (Charlwood et al., 2014).  However, correlations can be considered 

sufficient in showing significance between the theory variables (Aguinis & Edwards, 

2014; Charlwood et al., 2014; Vaidyanathan et al., 2016).  Correlation is an appropriate 

statistical approach for many research designs and studies (Bettany-Saltikov & 

Whittaker, 2014).  Correlation was a good fit for this study as I desired to answer to what 

extent the independent constructs of TPB effected the dependent variable of TPB in the 

context of information security behavioral intention in the study’s target population. 

The extant literature often uses the research design terms of correlational (Turner 

et al., 2013) and survey (Tavakol & Sandars, 2014a) interchangeably.  However, they are 

distinctly different designs.  It is common that correlational studies do deploy surveys as 

data gathering techniques, but a correlational design can be applied to data gathered in 

other manners such as observation or testing (Turner et al., 2013).  Similarly, studies 

designed around survey-collected data typically have the data analyzed in a manner to 
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show correlation.  However, there is the possibility to seek causation if proper control 

factors are in place (Vaidyanathan et al., 2016).   

In the survey design data are gathered through the development and delivery of 

written or oral survey questions that represent the independent variables of a theory in a 

relevant way to the study’s topic and research question(s) (Turner et al., 2013).  The 

responses to the survey questions are then analyzed statistically to accept or reject the 

study hypotheses (Bettany-Saltikov & Whittaker, 2014).  Less common in the existing 

literature, but a more appropriate term for survey and correlational designs, is the term 

descriptive design which defines studies seeking to describe the way conditions are in the 

world (Turner et al., 2013).  This term is also often interchanged with survey design as 

many descriptive design studies use surveys to collect data (Turner et al., 2013).  For this 

study, the term survey described the data collection technique, and the term correlational 

described the research design.  The lack of experimental design implies the fact that this 

study was descriptive in nature and does not require explicit statement of this fact. 

Research design can also reference the timeframe for data collection (Yoshikawa 

et al., 2013).  Studies can be cross-sectional where a researcher gathers data at a singular 

point in time (Tavakol & Sandars, 2014a) or longitudinal where data are gathered at 

multiple intervals over a period of time (Turner et al., 2013).  Longitudinal studies 

provide the ability to analyze changes over time.  However, this was not the desired goal 

of this study.  The desired goal was to capture the effect of the theory variables on 

information security behavioral intentions at a singular point in time with a specific 

population in order to provide current, relevant, and actionable data to information 
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security program managers for the development and improvement of effective security 

controls in the form of SETA programs. 

Population and Sampling 

In this study, I sought to contribute to the existing body of knowledge regarding 

independent constructs of TPB that may influence intentions to comply with information 

security in order to improve SETA programs.  The literature review exposed a gap 

regarding the participants of existing studies being limited largely to corporate 

environments and some academia at the university level (Cox, 2012; Herath & Rao, 

2009; Ifinedo, 2014; Safa et al., 2015; Siponen et al., 2014).  However, research of this 

topic in the K-12 school environment had not occurred.  This study filled this gap by 

performing this research in the previously unexplored K-12 academic environment.   

The K-12 environment may offer motivations at the peer, societal, and 

performance levels that may be unique from other environments (Kim, Kim, Lee, 

Spector, & DeMeester, 2013; Metcalf, 2012; Misenheimer, 2014; Raman, Don, & Kasim, 

2014) making this research relevant and valuable as it adds to the existing literature.  

Factors such as organizational narcissism and reward were applied in the study to 

determine if they influenced the independent variables of TPB in the K-12 educational 

environment as opposed to the corporate environment researched by Cox (2012) and I 

sought to add this knowledge to the findings of previous research.  The logic that 

underlain the factors in this study were as follows:   

a. The existence of an organizational narcissistic attitude, perceptions of 

information security risks, and/or the existence of rewards for following 
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information security are significant to forming an attitude toward information 

security compliant behavior intentions.  

b. Influence of various internal and external forces is significant to forming 

subjective norm toward information security compliant behavior intentions.   

c. The level of feeling responsible and capable of complying with information 

security is significant to forming perceived behavioral control toward 

information security compliant behavior intentions.   

The population for this study was the 699 K-12 school administrators of the Bigg 

County Public School System located in Northeast Georgia.  The definition of K-12 

school administrators for this study was individuals currently employed in principal, 

assistant principal, and/or associate principal roles.  These participants aligned with the 

study research question, as they were all computer end users currently operating in a K-

12 school environment.  I recognized in this study that other types of computer end users 

exist in the K-12 environment including other faculty, staff, and students.   

K-12 administrators represent the leaders and decision makers for technology 

implementation and information security at the individual school level (Blau & Presser, 

2013; Metcalf, 2012; Raman et al., 2014; Weng & Tang, 2014) much as senior 

management in corporations (Barton et al., 2016).  For K-12 faculty and staff, this means 

that exposure and guidance for technology and policy is largely disseminated through the 

K-12 administration (Metcalf, 2012).  In observations of the environment, both 

populations are similar in use case as they have largely independent and unencumbered 

usage of technology, have exposure to the same or similar information security policies, 
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are under indirect supervision, and are largely the target of SETA programs developed by 

information security program managers.  Generalizability of information systems 

research can happen at four different levels:  Generalizing from data to description, 

generalizing from description to theory, generalizing theory to description, and 

generalizing from concepts to theory (Lee & Baskerville, 2003).  In this study, 

generalization from data to description was possible as the findings of the study sample 

could generalize to the unstudied population of K-12 faculty and staff due to the 

similarity in use case.   

Regarding the K-12 student population, based on observation of the environment, 

the use case for K-12 student computer users is different in that they use computers in 

this environment under limited access, strict direction, and direct supervision.  There is 

also an expectation that the measures for the independent variables of TPB may be 

different for the adolescent student population.  This is in line with Ajzen’s (2002) 

expectation of measures to differ between populations when applying TPB.  Observation 

has also shown this group can be the target of SETA programs, but exposure is not direct 

from the information security program managers but passed down through administration 

and faculty.  It is possible for the results of this study to generalize from description to 

theory (Lee & Baskerville, 2003).  This suggests that the findings support the application 

of the chosen theory (TPB) to this larger population.  However, this would require 

empirical validation. 

The target organization was a single, large urban school system in the state of 

Georgia in which I maintained employment.  The school system is one of the largest in 
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the U.S. and the recipient of several national awards.  The size and reputation of this 

school system makes it a desirable research environment for both internal and external 

researchers and it provided a rich setting for this study.   

Convenience sampling occurs when study participants are easily accessible by the 

researcher and conveniently available for study participation (Acharya et al., 2013; 

Bornstein et al., 2013; Landers & Behrend, 2015).  This was the case for this study.  The 

convenience sampling method for this study involved sending a study participation 

invitation to all members of the population and accepting the responses of whoever in the 

population decided to participate until reaching or exceeding the minimum sample size 

described below.  There was no application of an exclusion process or exclusion criteria 

to identify whom in the study population received an invitation to participate.  Sending of 

invitations occurred across all grade levels (elementary, middle, and high) and included 

all demographic groups in the organization.  The organization provided the sampling 

frame (Acharya et al., 2013) in the form of email and directory listings available to all 

internal personnel in the target organization.   

Convenience sampling is nonprobabilistic as the sample does not consist of a 

predetermined selection of participants from the population but instead consists of those 

volunteering to participate (Acharya et al., 2013; Landers & Behrend, 2015; Palinkas et 

al., 2015).  Nonprobabilistic sampling has the issue of only being generalizable to the 

study sample (Bornstein et al., 2013; Jafarkarimi et al., 2016; Landers & Behrend, 2015).  

However, this approach is time and cost efficient (Acharya et al., 2013; Bornstein et al., 

2013; Weinberg, Freese, & McElhattan, 2014).   
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Stratification of a target population is performed when demographic variables are 

considered major influences of the study variables (Acharya et al., 2013; Bornstein et al., 

2013).  Stratification in this study did not occur, as there was no consideration or 

expectation for demographic variables being major influencers of the study variables.  

However, some demographic information was gathered and reported for extending the 

discussion and held out as a basis for future research.  Lack of stratification does have the 

disadvantage of not exposing differences in sociodemographic subgroups (Bornstein et 

al., 2013).  However, there was an assumption in this study that the sample had exposure 

to similar levels of SETA balancing differences between subgroups. 

An a priori sample size calculation was performed using the statistical software 

package G*Power version 3.1.9.2 (Faul, Erdfelder, Buchner, & Lang, 2009).  This 

calculation required input values for probability of error, effect size, and number of 

predictors.  Probability of error was set at a = 0.05.  A researcher can estimate effect size 

by reviewing the findings of existing research (Lakens, 2013).  A mean effect size of f
2 

= 

.30 was calculated across eight studies most closely related to the proposed study 

represented in the literature review (Chatterjee et al., 2015; Cox, 2012; Dinev & Hu, 

2007; Hu et al., 2012; Ifinedo, 2012, 2014; Safa et al., 2015; Siponen et al., 2014) where 

intended behavior was the dependent variable.  The number of predictors in TPB is three 

(Ajzen, 1991).  The result was a sample size of 41 to achieve a power of .80 and 62 to 

achieve a power of .95 (Figure 2).   
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Figure 2. Power represented as a function of sample size. 

Ethical Research 

Researchers must perform human participation research ethically, and the U.S. 

federal government regulates such research requiring the minimization of participant 

risks, performing research where the risk and benefits are fairly balanced, where the 

researcher appropriately recruits human subjects, participants provide consent for 

participating, have their privacy protected, and safety monitored (Johnson et al., 2013; 

Mahon, 2014).  A currently held Certificate of Completion from the National Institutes of 

Health (NIH) Office of Extramural Research provided evidence of training in protecting 

human research participants.  Submission to and approval by the Walden University IRB 

of this study was a requirement prior to performing any research (approval number 04-

19-17-0488547).  IRB review is intended to verify systematic interventions are in place to 

protect human research subjects (Whicher et al., 2015).  The target organization for this 
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study had their own IRB process and this study gained their review and approval as well 

prior to commencing (see Appendix C). 

All individuals in the research population meeting the job position criteria 

outlined in the “Participants” section of this paper received invitations to participate in 

this study via email.  There were no other criteria for receiving this invitation.  A list of 

contacts made available by being an employee in the same organization provided a frame 

for sending the email.  This same communication contained an informed consent form 

that outlined the study purpose, role of the researcher, role of the participant, and 

methods of ethical practice and research.  No participant received any monetary or other 

valuable incentives to participate.  Participants could withdraw from the study at any time 

without harm or penalty by not completing and submitting the study survey.  Participants 

received contact information for me as well as the university in order to ask questions 

about the research or their rights.  The participant provided consent by clicking an 

Internet link to access the study survey and submitting a completed survey.  

The participants completed a Web-based survey that did not gather any 

individually identifying information providing privacy and confidentiality.  Submission 

of the completed survey was anonymous; thus, no one was aware of the identity of any 

participant.  The reporting process provided further identity protection by not reporting 

the participating organization, and not reporting individual information but only 

cumulative and statistical information derived through the data analysis process.  

Notification in the consent form advised participants that study data retention occurs in 
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electronic format and is securely stored in a locked cabinet for five years as required by 

Walden University.   

Instrumentation 

Measurements 

In this study, measurement of the independent constructs of TPB (attitude, 

subjective norm, and perceived behavioral control) was by measurable factors that extant 

literature showed to be relevant to the formation of that construct.  These factors were 

organizational narcissism, perceived vulnerability, perceived severity, reward, normative 

beliefs, locus of control, and self-efficacy.  School systems often promote school 

administrators as being the central element of the organization and grant them sole 

governance of their school, staff, and faculty in the system (Blau & Presser, 2013; 

Metcalf, 2012; Raman et al., 2014; Weng & Tang, 2014).  This provides the opportunity 

to drive organizational culture which has been shown to have a significant influence on 

individual beliefs (Ashenden & Sasse, 2013; Hu et al., 2012).  Given that the population 

in this study largely has autonomous control of their environment, this factor merited 

consideration.  Based on the above arguments, I included organizational narcissism as a 

factor influencing the attitude toward the behavior independent construct. 

As discussed in the literature review, it has been shown that the inclusion of 

motivational factors from PMT increase the predictive effectiveness of TPB (Sommestad 

et al., 2015).  Existing literature has demonstrated correlations between the perceived 

vulnerability, perceived severity, and reward factors and the independent construct of 
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attitude toward the behavior.  Based on these points these factors were included in this 

study. 

In this study, I suggested that in the K-12 educational environment the study 

population develops normative beliefs from a wide range of sources such as senior 

management, peers, students, parents, and community.  This range of influential sources 

may be significantly different from those of corporate environments and may represent a 

meaningful distinction compared to similar extant research.  The inclusion of this factor 

may add to this conversation and be significant in this research study. 

 The use of locus of control and self-efficacy factors has been substantiated in 

existing literature as being applied in the same manner as the proposed study and 

showing existing correlation (Cox, 2012; Ifinedo, 2014; Lebek et al., 2014).  Literature 

has shown that understanding the current measures of these factors in an environment is 

important to the development of quality SETA programs (Posey et al., 2014).  The 

established value of these factors and their established correlation to the perceived 

behavioral control independent construct justified these factors as important for inclusion 

in this study.  The reader should review the “TPB and the theoretical framework for this 

study” section and summary Table 1 of the literature review for complete extant literature 

discussion and justification of these measures.  

Measurement Instrument 

A Web-based survey using previously validated instruments present in existing 

research using the same or similar theory and subject matter provided data collection for 

this study.  The close alignment to existing related research and established collection 
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methods supported this approach as being appropriate for this study.  Content validity and 

reliability was established by performing an extensive literature review that validated and 

supported measurement factors used and by using instruments and survey questions 

validated in previous research that provided direct relevance to the theory being tested 

(Cook, Zendejas, Hamstra, Hatala, & Brydges, 2014; Finn & Wang, 2014; Jorg Henseler, 

Ringle, & Sarstedt, 2014).  The literature review in this paper provided sufficient data to 

meet these criteria and this study utilized survey questions validated in prior research.  

Testing for multicollinearity as described in the upcoming “Data Analysis” section 

provided discriminant validity.  The survey contained 34 total questions (7 demographic, 

11 factor measurements, and 16 personality test) and pretesting showed the study 

participant could complete the survey in approximately ten minutes. 

The 11 factor measurement questions were directly from a previous study 

applying TPB to information security behavior intention in a corporate environment of 

computer end users (Cox, 2012) and were used by permission (see Appendix A).  Cox 

addressed validity of the questions via a thorough literature review, using questions from 

established research (Workman et al., 2008), citing multiple sources that support the 

context of the questions in terms of the construct they were intended to measure, and 

minimally editing questions to fit the context of the survey and meet participation 

understanding.  Research into the root source for these questions determined some come 

directly from Workman et al. without edit and were also used by permission (see 

Appendix A).  All other questions were determined to be unique to Cox and thus the 

permissions granted were sufficient for use.  Cox established construct reliability through 
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partial least squared (PLS) analysis of path coefficients and testing significance of those 

paths.  An additional question measuring the added factor of reward (related to the 

attitude independent construct) was added based on existing research (Cox, 2012; Posey 

et al., 2014) and edited to match other factor measurement questions.   

The 16 personality questions were taken from the Narcissistic Personality 

Inventory-16 (NPI-16; Ames, Rose, & Anderson, 2006) and were used by permission 

(see Appendix A).  The survey respondents selected which of the two statements in each 

selection best matched how they viewed themselves.  Researchers established the validity 

of the NPI-16 through administering five separate studies using well-established 

instruments to measure various NPI-16 target areas and the NPI-16 itself.    Analysis 

showed the NPI-16 to be valid at measuring the desired indicators using a shortened 

format (Ames et al., 2006).  Reliability was established through test-retest cycles (Ames 

et al., 2006).  The NPI-16 has been used in previous IT research with corporate computer 

users (Cox, 2012) to measure the same attitude factors as applied in this study.  

Researchers have also used it in a number of diverse studies where using a longer 

personality test may have distracted from the study intentions (Ames et al., 2006) 

including job satisfaction among public sector employees (Mathieu, 2013), comparison of 

personality trait scales among university students (Austin, Saklofske, Smith, & Tohver, 

2014), and bullying on Facebook among university students (Kokkinos, Baltzidis, & 

Xynogala, 2016).  A graphical mapping of survey questions to the variables they measure 

is in Figure 3.  Appendix B contains a complete list of survey questions.  
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Attitude 

Toward 

Behavior

Subjective 

Norm

Perceived 

Behavioral 

Control

Intended

Behavior

Questions 1-16

Source: NPI-16 (Ames, Rose, & 

Anderson, 2006) 

Questions 17 & 18

Source: (Cox, 2012) 

Question 19

Source: (Cox, 2012; Posey et al., 

2014, Siponen et al., 2014) 

Questions 20-22

Source: (Cox, 2012) 

Questions 23 & 24

Source: (Cox, 2012) 

Questions 25-27

Source: (Cox, 2012) 

 Figure 3.  A mapping of survey questions to the research model.  Identifies the questions 

that measure for each variable with the question sources.  Theory variables are in circles; 

survey question information is in squares.   

 

Appendix B does not list the survey questions in the order that they were in the 

actual survey.  Appendix B lists the questions in order of relation to the constructs in the 

research framework and contains reference citations (where applicable).  In the actual 

survey, demographic and qualification questions were first, followed by a randomization 

of all measurement questions.  Randomization of measurement questions is intended to 

reduce method and response biases by separating constructs (Jakobsen & Jensen, 2015; 

Navarro-Gonzalez, Lorenzo-seva, & Vigil-colet, 2016).  Questions in the personality test 

were last and remained in nonrandomized order to maintain the integrity of the test 

(Ames et al., 2006).  Creation and administration of the survey instrument was via 
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SoGoSurvey (https://www.sogosurvey.com), a secure Web-based survey management 

portal.  As a further protection to study participants’ and organization anonymity, 

publishing of raw survey data did not occur and are only available through direct request. 

Survey questions represented and provided a measure of each factor that defined a 

related construct.  Usage of one question for each factor (except organizational 

narcissism and normative beliefs, which result in a single value) prevented any factor 

from having a greater weight in the formation of the final value of any independent 

construct.  The factor measurement questions used Likert or semantic differential scales 

to determine an ordinal value for each question.  The Likert scale questions measured a 

range of agreement with the presented question with values ranging from 1-5.  The 

semantic differential questions used adjectives to represent the respondent’s attitude or 

belief toward the proposed question and had a value range of 1-5.  This approach was 

similar to that used by Ajzen (1991).  The assigned values indicated where a respondent’s 

attitude or belief fits on a scale of most (highest value) to least (lowest value) desirable 

from an information security perspective.  Table 2 provides a detailed breakdown of these 

measurement relationships. 
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Table 2  

Survey Question Value Assignments 

Question Factor Theory construct Response range Value 

1-16 Organizational 

narcissism (NAR) 

Attitude Cumulative 0 - 16 

17 Perceived 

vulnerability (PVUL) 

Attitude Unlikely - Likely 1 - 5 

18 Perceived severity 

(PSEV) 

Attitude Harmless - 

Severe 

1 - 5 

19 Reward (REW) Attitude Unlikely - Likely 5 - 1 

20 Normative beliefs 

(NB1) 

Subjective norm Agree - Disagree 5 - 1 

21 Normative beliefs 

(NB2) 

Subjective norm Agree - Disagree 5 - 1 

22 Normative beliefs 

(NB3) 

Subjective norm Agree - Disagree 5 - 1 

23 Locus of control 

(LOC) 

Perceived 

behavioral control 

My employer - 

Myself 

1 - 5 

24 Self-efficacy (SE) Perceived 

behavioral control 

Agree - Disagree 5 - 1 

25 Intended behavior 

(IB1) 

Intention Agree - Disagree 5 - 1 

26 Intended behavior 

(IB2) 

Intention Agree - Disagree 5 - 1 

27 Intended behavior 

(IB3) 

Intention Agree - Disagree 5 - 1 

 

Note.  Response range values for each survey question in relation to the factor measured 

and the related theory construct. 
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The independent variables of TPB are composite variables.  The organizational 

narcissism, perceived vulnerability, perceived severity, and reward measures determined 

the attitude independent variable.  Organizational narcissism was determined in the study 

through the use of the NPI-16 (Ames et al., 2006) personality test.  Each question in the 

personality test where the selected element does not represent narcissism scored a value 

of one (see Appendix B).  All other personality test responses scored a value of zero.  

Summation of the values determined a measurement value for this factor.  Determination 

of the values for perceived vulnerability, perceived severity, and reward was by the 

ordinal value of the response for each survey question related to the factor.  Summation 

of all factor values determined a value for the attitude toward the behavior independent 

construct. 

Values for the normative beliefs factor that comprises the subjective norm 

construct was by the ordinal value of the response for each survey question related to the 

factor and summation of these values determined a value for the subjective norm 

independent construct.  The same applied to the locus of control and self-efficacy 

measures that comprised the perceived behavioral control independent construct.  

Determination of values for the intended behavior factors was in the same manner and 

summed to represent the intention dependent variable.   

Data Collection Technique 

As mentioned in an earlier section, data collection in this study took place via the 

use of an Internet survey.  The use of Web-based surveys are common in data collection 

due to convenience, low cost, and quick turnaround (Ansolabehere & Schaffner, 2014; 
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Mlikotic, Parker, & Rajapakshe, 2016).  Support exists in the extant literature for the use 

of Web-based surveys for anonymous broad scale data gathering (Herath & Rao, 2009; 

McCormack, Friedrich, Fahrenwald, & Specker, 2014; Mlikotic et al., 2016; Tavakol & 

Sandars, 2014b).  This method aids in providing anonymity for the survey participants as 

actions related to information security can be sensitive in nature and can result in more 

accurate self-reporting (Albaum, Roster, Smith, Albaum, & Smith, 2014; Gnambs & 

Kaspar, 2014; Weigold et al., 2013).  If respondents perceive a risk of recognition they 

could try to give socially desirable answers that may introduce response bias into the 

study reducing validity (Krumpal, 2013).  Data gathered via Web-based survey are 

generally ready for analysis without further interpretation and is convenient for both the 

researcher and study participant (Weigold et al., 2013).  Disadvantages of Internet 

surveys include a lack of motivation to participate or complete a survey that may not 

exist with direct personal contact (Ansolabehere & Schaffner, 2014; Gnambs & Kaspar, 

2014; McCormack et al., 2014; Mlikotic et al., 2016). 

Alternatively, I could have performed the survey in person, via pencil and paper, 

or through postal mail.  However, this would have negated the benefits cited for an 

anonymous method and literature showed that response results would not necessarily 

improve (Ansolabehere & Schaffner, 2014; McCormack et al., 2014; Mlikotic et al., 

2016; Weigold et al., 2013).  In lieu of a survey, I could have subjected the study 

population to a live scenario and observed reactions.  However, this was not practical due 

to time, cost, and high potential for ethical issues if I did not handle the scenario properly 

and the population perceived it as deceptive or manipulative (Mahon, 2014).  Randall 
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(1991) and Efrat (2013) suggest that direct questions may be superior to scenarios further 

supporting the survey method.  

The creation of a Web-based survey using the questions in Appendix B and 

entering them into an Internet survey tool under a private account was the first data 

collection step.  The survey tool generated a link to the web survey.  Next was the 

generation of an email containing the study consent form and survey link.  Distribution of 

the email occurred to a small group of nonstudy participants in the target organization to 

verify functionality, but retention of data gathered did not take place.  A pilot study was 

not required as the survey used questions and measures already validated in extant 

research (see “Instruments” section for detail).  Upon confirmation of email and survey 

functionality, distribution of the email to the study population followed.  Monitoring for 

response rate happened over one week.  In the case of low response rate, the sample 

population was to receive a reminder request via email, and this did happen.  Once data 

gathering via the web survey was complete, an export provided the data for analysis. 

Data Analysis 

The following two sections are restatements of the research question and 

hypotheses from Section 1: 

Quantitative Research Question 

RQ: To what extent does attitude toward the behavior, subjective norm, and 

perceived behavioral control affect the intention of computer end users in a K-12 

environment in the Bigg County Public School System located in Northeast 

Georgia to follow information security policy? 
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Hypotheses 

Formation of the hypotheses for this study occurred based on the constructs 

exhibited in the study framework and research model.  Data analysis determined the 

correlation of these constructs in order to accept or reject the null hypothesis.  The 

specific hypotheses for this study were: 

H10: Attitude toward the behavior, subjective norm, and perceived behavioral 

control does not affect the intention of computer end users in a K-12 environment 

to follow information security policy. 

H1a: Attitude toward the behavior, subjective norm, and perceived behavioral 

control does affect the intention of computer end users in a K-12 environment to 

follow information security policy. 

Data Analysis Approach 

Researchers use correlation and regression data analysis techniques to 

demonstrate the relationship of one or more independent variables to one or more 

dependent variables (Y. Chen, Li, Wu, & Liang, 2014; Halfens & Meijers, 2013; Lowry 

& Gaskin, 2014) which was the goal of this study.  Several bivariate and multivariate 

techniques exist to perform such analysis.  Bivariate statistics involve a single 

independent and dependent variable (Tavakol & Sandars, 2014b).  TPB contains multiple 

independent variables, thus bivariate approaches were not appropriate.  Multivariate 

approaches are needed for models containing multiple independent variables and/or 

multiple dependent variables and utilize regression, path analysis, factor analysis, or 

principal components analysis (Mertler & Reinhart, 2017).   
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Factor analysis and principal component analysis techniques utilize latent factors 

(Astrachan, Patel, & Wanzenried, 2014; Chou & Chou, 2016; Hair, Ringle, & Sarstedt, 

2013; Lowry & Gaskin, 2014; Ringle & Sarstedt, 2016) and are generally used for theory 

development or testing (Mertler & Reinhart, 2017) which was not a goal of this study.  

Path analysis estimates causal relations (Skorek, Song, & Dunham, 2014) and this was 

inappropriate for this study as I acknowledged that other factors might affect the 

dependent variable of TPB other than the interdependent variables included in the theory.  

Some researchers use different regression techniques to show the significance of 

differences between groups.  This includes techniques such as t-tests, ANOVA, 

ANCOVA, MANOVA, and MANCOVA (Ord, Ripley, Hook, & Erspamer, 2016; 

Tonidandel & LeBreton, 2013).  This study did not involve the comparison of multiple 

groups rendering comparison-oriented regression approaches inappropriate as well. 

Data analysis in this study was via multiple linear regression.  There were several 

justifications for the multiple linear regression approach.  Multiple linear regression is a 

multivariate regression process intended to measure multiple predictors in order to 

account for the variance of a single dependent variable (Y. Chen et al., 2014; Granato, de 

Araújo Calado, & Jarvis, 2014; Jung & Kim, 2014; Mertler & Reinhart, 2017).  This 

description matched the theoretical model and intention of this study.  Researchers 

regularly use multiple linear regression in information systems studies in general 

(Ayatollahi et al., 2013; Y. Chen et al., 2014; van Deursen & van Dijk, 2013) and they  

recommend its use in studies applying TPB (Beville et al., 2014; Hankins, French, & 

Horne, 2000; MacFarlane & Woolfson, 2013; Sommestad et al., 2015; Tipton, 2014).  
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Multiple linear regression is also a common data analysis approach in similar existing 

studies applying sociobehavioral theories to information security (Al-Mukahal & 

Alshare, 2015; John Opala, Rahman, & Alelaiwi, 2015; Klein & Luciano, 2016; Said, 

Abdullah, Uli, & Mohamed, 2014). 

Data Screening 

Data screening is a necessary process that a researcher must perform before data 

analysis in order to provide accurate statistical analysis and draw valid conclusions 

(Mertler & Reinhart, 2017; Rutkowski & Zhou, 2015; Williams, Grajales, & Kurkiewicz, 

2013).  The data screening process involves verifying the accuracy of data collected, 

addressing missing data, checking for outliers, and validating that the basic data 

assumptions for multiple linear regression are met (Casson & Farmer, 2014; Flores & 

Ekstedt, 2016; Lowry & Gaskin, 2014).  The basic data assumptions are normality, 

linearity, homoscedasticity, and multicollinearity (Berenson, 2013; Hannigan & Lynch, 

2013; Tipton, 2014; Williams et al., 2013).  Meeting data assumptions lends to the 

“robustness” of parametric tests such as multiple linear regression (Wiedermann & Von 

Eye, 2013). 

IBM SPSS software version 23.0 (IBM Corp., 2015) was used to provide all data 

analysis.  Demographic statistics provided number and percentage of respondents, 

demographic characteristics, and answers to qualification questions.  Descriptive 

statistics exist for each factor measurement reporting median scores and standard 

deviations.  Review of the raw data and descriptive statistics aids in verifying the 

accuracy of data collected and locating missing quantitative data (Mertler & Reinhart, 
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2017).  Accuracy of data also means ensuring that all data properly represents the concept 

of each measure.  Some measures may require inversion of values to represent the 

correction direction of intent as identified in Table 2.   

Missing data can lead to inaccurate statistical results and may identify data 

collection issues (Mertler & Reinhart, 2017).  Discarding controlled for surveys where 

the participant skipped the qualification questions or answers to the qualification 

questions regarding age, professional role, and/or computer use disqualified the 

participant from the study.  Cases with demographic questions skipped still had 

quantitative data included in the study.  Discarding occurred for single cases missing over 

50% quantitative data.  A guideline for how to address measures missing data is 

determining if 15% or more of data are missing (Mertler & Reinhart, 2017).  Measures 

missing less than 15% quantitative data had the data replaced with the mean score for the 

measure.  If 15% or more of data were missing for a particular measure, removal 

occurred for that measure during calculation of the related independent variable’s value.   

After final calculation of composite variable values as described in the above 

“Measurements” section, the next step was to identify outliers.  Outliers are cases where 

the value for one or more variables differs to an extreme at either end of a sample 

distribution enough to distort statistical results (Mertler & Reinhart, 2017; S. Yin, Wang, 

& Yang, 2014).  Univariate outliers are cases where a single variable is far from the 

mean.  Multivariate outlier cases have more than one variable with an extreme value.  

Creation of box plots identify univariate outliers (Mertler & Reinhart, 2017) and were 

used for this purpose in this study.  Review of univariate outliers identifies reason and 
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aids in determining whether to drop the case(s).  Mahalanobis distance calculation 

determined cases far from the centroid of all variables (Mertler & Reinhart, 2017).  After 

identification of univariate outliers, execution of the Mahalanobis distance process 

determined multivariate outliers.  Discarding occurred for cases with multivariate 

outliers. 

Meeting the assumptions of normality, linearity, homoscedasticity, and 

multicollinearity is a requirement when performing multiple linear regression (Casson & 

Farmer, 2014).  Normality refers to a sample distribution being spread across a range 

starting from central tendency by a measure of standard deviation (Mertler & Reinhart, 

2017).  Assessment of univariate normality was through the review of histograms, normal 

Q-Q plots, skewness and kurtosis values, and results of Kolmogorov-Smirnov tests of 

normality (Mertler & Reinhart, 2017) and represented the assessment approach for each 

variable in this study. Variables should plot along a linear line of expected values, have 

skewness/kurtosis values near zero, and show a strong significance level of normality 

(Mertler & Reinhart, 2017).  A scatterplot matrix provides an initial analysis of the linear 

relationship between the independent and dependent variables and provides a check for 

multivariate normality (Casson & Farmer, 2014) and I used one as such in this analysis 

process.  Data are expected to present in an elliptical shape (Mertler & Reinhart, 2017).   

Linearity refers to the assumption that straight line relationships existing between 

variables (Harry Yang, Novick, & LeBlond, 2015).  A residual plot will validate linearity 

among model variables (Mertler & Reinhart, 2017) and I used one in this study for this 

purpose.  Residuals represent prediction errors between expected and obtained variable 
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values (Lowry & Gaskin, 2014) and should fall in a linear pattern (Bennett et al., 2013; 

Casson & Farmer, 2014; Lee, 2014; Prapavessis et al., 2015).  The expectation is for a 

rectangular pattern and clustering of values would represent nonlinearity (Mertler & 

Reinhart, 2017). 

Homoscedasticity is the assumption that the variance in scores for one variable is 

close to the same for other variables in the model (Williams et al., 2013).  Initial checking 

for homoscedasticity can occur through the review of scatterplots (Berenson, 2013; 

Grabemann, Mette, Zimmermann, Wiltfang, & Kis, 2014) and occurred during the review 

of the scatterplot generated during normality testing.  Bivariate plots between the 

independent and dependent variables should be of similar width throughout with bulging 

in the middle (Mertler & Reinhart, 2017).  Levene’s test is another check for 

homoscedasticity (Bettany-Saltikov & Whittaker, 2014) and I performed this test as the 

final check for homoscedasticity.  A nonsignificant result indicates homogeneity of 

variance (Mertler & Reinhart, 2017).   

Multicollinearity is a condition where intercorrelations exist between independent 

variables (Astrachan et al., 2014; Hannigan & Lynch, 2013; Williams et al., 2013).  If 

two variables are highly correlated, it means they essentially contain the same 

information and are measuring the same concept (Hair, Ringle, & Sarstedt, 2011; 

Ingenhoff & Buhmann, 2016; Mertler & Reinhart, 2017).  The calculation of collinearity 

statistics measuring for tolerance and variance inflation factor (VIF) determines 

multicollinearity (Chou & Chou, 2016; Klein & Luciano, 2016; Moody & Siponen, 2013) 

and was the approach for this study.  Tolerance at or above 0.1 and a VIF of 10 or less 
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will demonstrate lack of multicollinearity (Hazen, Overstreet, & Boone, 2015; Ingenhoff 

& Buhmann, 2016; Mertler & Reinhart, 2017). 

In the case of assumption violations, several corrective measures are available to 

allow the analysis of data to continue.  Corrective measures include omission of measures 

and/or variables, bootstrapping, or application of a mathematical correction such as a 

square root, logarithm, or z-score transformation (Bennett et al., 2013; Berenson, 2013; 

Hannigan & Lynch, 2013; MacFarlane & Woolfson, 2013; Mertler & Reinhart, 2017; 

Tipton, 2014; Weigold et al., 2013; Zemore & Ajzen, 2014). These corrective actions 

may occur at any of the above stages to the dependent and/or independent variables as 

required to meet assumptions.   

Data Analysis Technique 

Multiple linear regression focuses on describing and testing the predictable 

relationships between independent (predictor) variables and dependent 

(criterion/response) variables (Nathans, Oswald, & Nimon, 2012).  The purpose of 

applying multiple linear regression is to establish a method of predicting values for the 

dependent variable for all members of a population (Nimon & Oswald, 2013). Multiple 

linear regression establishes the correlation between the independent and dependent 

variables in order to predict how much the independent variables explain the variance of 

the dependent variable (Mertler & Reinhart, 2017).  As related to TPB and this study, 

multiple linear regression determined how much the independent variables of attitude, 

subjective norm, and perceived behavioral control predicted the intended information 

security behavior of the study population. 
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The analysis of data loaded into IBM SPSS software version 23.0 (IBM Corp., 

2015) provided hypothesis testing applying a standard multiple linear regression analysis.  

The enter method (Mertler & Reinhart, 2017; Nathans et al., 2012) was utilized as it best 

aligned with the study’s research question.  Model summary, ANOVA, and coefficients 

tables provided the information needed for analysis and interpretation.  The model 

summary provided R, R squared (R
2
), and R squared adjusted (R

2
adj) values.  These 

values, measuring for variance, determined how well the combination of independent 

variables predicted the dependent variable (Nathans et al., 2012).  R
2 

values should be 

high (Lowry & Gaskin, 2014) with values around .75 being substantial, .50 moderate, and 

around .25 weak (Hair, Hult, Ringle, & Sarstedt, 2016; Sarstedt, Ringle, Smith, Reams, & 

Hair, 2014).   

The ANOVA table provides F test and significance values that aid in interpreting 

the degree of linearity of the model and how significantly the model predicts the 

dependent variable (Mertler & Reinhart, 2017).  Significance should be p <= .05 (Said et 

al., 2014; Sommestad et al., 2015).  The coefficients table provided the unstandardized 

regression coefficient (B) weights that represented the slope direction between variables 

(Nathans et al., 2012; Nimon & Oswald, 2013).  This table also provides t and p values 

supplying significance values for the provided coefficients allowing interpretation for the 

contribution of each independent variable to the model (Mertler & Reinhart, 2017).  

Coefficients should be substantial and significant as determined by having values t >= 

1.96, p <= .05 (Lowry & Gaskin, 2014; Said et al., 2014; Sommestad et al., 2015).   
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Analysis results included a description of any transformations, case discarding, 

and/or measurement factor removals and summarization of statistical findings.  Reporting 

occurred in both graphics and descriptive table formats followed by scholarly discussion 

and interpretation of the results and their implications.  The results of the data analysis 

and interpretation described in this section provided for the acceptance or rejection of the 

study hypotheses.   

Study Validity 

Quantitative studies of experimental or quasi-experimental design need to address 

external and internal threats to validity (Lancsar & Swait, 2014; Marcellesi, 2015; 

Tavakol & Sandars, 2014b; Yilmaz, 2013).  This study was neither of these designs and 

as such did not need to address these topics.  However, all quantitative studies need to 

address statistical conclusion validity (Aguinis & Edwards, 2014; Lowry & Gaskin, 

2014; Venkatesh et al., 2013).  Areas addressed here were those of instrument reliability, 

data assumptions, and sample size.   

This study addressed instrument reliability through the use of instruments 

validated in prior research that focused on same or similar subject matter and where 

established alignment with the applied theory existed. Extant literature was used to 

provide a basis for any additions or modifications (Cook et al., 2014; Finn & Wang, 

2014; Jorg Henseler et al., 2014).  Statistical conclusion validity is aided by performing 

proper validation of instrumentation (Flores et al., 2014) and applying proper analytical 

techniques (Aguinis & Edwards, 2014; Hair et al., 2013; Lowry & Gaskin, 2014).  Proper 

instrumentation also strengthens generalization of a study (Drouin & Jugdev, 2014).  
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Discussion of these qualities for this study exists extensively in the preceding 

“Instruments” and “Data Analysis” sections.   

Performing screening and analysis for the data assumptions of ordinary least 

squares (OLS) regression techniques (M. I. Aguirre-Urreta et al., 2013; Astrachan et al., 

2014; Hair et al., 2016; Ingenhoff & Buhmann, 2016; Schubring, Lorscheid, Meyer, & 

Ringle, 2016) in this study provided exposure of data conditions and aided in making 

corrective decisions as needed.  Discussion of the approach for this process exists in 

detail in the preceding “Data Analysis” section.  Establishing a requirement for a 

significance level of .05 for hypothesis testing (Bettany-Saltikov & Whittaker, 2014; 

Halfens & Meijers, 2013; Lakens, 2013) and meeting the data assumptions requirements 

of multiple linear regression analysis aids in avoiding Type I errors (Granato et al., 2014; 

Lowry & Gaskin, 2014; Mertler & Reinhart, 2017; Wiedermann & Von Eye, 2013). 

Although some “rule of thumb” formulas exist for determining sample size 

(Mertler & Reinhart, 2017), the recommended modern approach for linear regression 

studies is to establish an a priori sample size (M. Aguirre-Urreta & Ronkko, 2015; Hair 

et al., 2016; Lowry & Gaskin, 2014).  The preceding “Population & Sampling” section 

provides a detailed discussion of this topic.  Proper sample sizing by applying literature-

supported effect size estimations is also a defense against Type I & Type II errors (M. 

Aguirre-Urreta & Ronkko, 2015; Lakens, 2013; Wolf, Harrington, Clark, & Miller, 2013) 

and aids generalizability (Bornstein et al., 2013). 

Academia well accepts quantitative studies as providing generalizable results 

(Bettany-Saltikov & Whittaker, 2014; Halfens & Meijers, 2013; Tavakol & Sandars, 
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2014a).  One of the differentiating factors of this research was the study of a sample 

population not yet addressed in the extant literature.  Statistical generalizability is when 

the results of a study can be generalized through inferential statistics to similar 

populations (Tavakol & Sandars, 2014a; Tsang, 2014).  The expectation was that this 

study would provide statistical generalizability to the K-12 administration population.   

Sample selection bias is a concern (Acharya et al., 2013) as individuals cannot be 

mandated to participate in a study and those motivated to participate may not fully 

represent the greater population (Landers & Behrend, 2015; Pearl, 2015).  Addressing 

this bias is by studying large representative samples (Lee & Baskerville, 2003; Yilmaz, 

2013). This study occurred in an environment where a larger than normal population 

existed and the extension of the population included the largest number of qualified 

participants through the inclusion of associate and assistant K-12 leadership.  However, a 

larger population when gathered under convenience sampling, as in this study, may not 

support generalizability (Aguinis & Edwards, 2014; Landers & Behrend, 2015).  

Researchers offset this argument by performing research in natural settings (Aguinis & 

Edwards, 2014) as in this study.  Still results may not be generalizable beyond the sample 

(Acharya et al., 2013).   

In this research, I applied measures established in the extant literature.  

Establishing analytical generalizability (Lee & Baskerville, 2003; Sandelowski, 2014; 

Tsang, 2014) occurs if the study results provide confirmation that the measured factors 

are applicable descriptors for the independent constructs of TPB by supporting the 

concept that these same factors are valid when TPB is applied to study other populations.  
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Researchers could establish transferability (Venkatesh et al., 2013; Yilmaz, 2013) to the 

larger computer end user population through the review and analysis of multiple studies 

of similar design, theory, and topic as research shows motivational factors for 

information security compliance would vary across populations.  This is in line with the 

theoretical assumptions made by Ajzen (2002) regarding TPB.  Additional detailed 

discussion of generalization exists in the preceding “Limitations” and “Population and 

Sampling” sections. 

Transition and Summary 

Section 2 of this proposal provided detail regarding the study project.  To 

summarize, the role and relationship of the researcher and participants was 

organizationally in-house but objective and arms-length.  Participant selection occurred 

through substantive convenience sampling.  Proper study oversight, participant recruiting, 

and data handling addressed ethical concerns.   

Discussion of the research method and design in this section provided details for 

the quantitative correlational approach with support and justification from extant 

literature.  Section 2 also provided information and validation for the measurement 

instrumentation as well as details and defense of the data collection and analysis 

processes for this study.  The provided information supports the goal of providing valid 

and reliable statistical study results.   

The following section provides the findings of this study and relates those 

findings in terms of professional IT practice and social change.  Discussion includes 

recommendations for action based on the study findings as well as pathways for future 
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research.  The section and paper concludes with reflections on the study project including 

closing perspectives on the study overall. 



119 

 

Section 3: Application to Professional Practice and Implications for Change 

This section presents details of findings and discussion for this study based on 

quantitative analysis of the collected study data.  Organization of this section is as 

follows.  First, I provide an overview of the study recapping the purpose of the study and 

present a high-level overview of the study findings.  Next is a detailed presentation of the 

quantitative data analysis and results.  Subsequent sections present discussion on the 

application of the findings to professional practice, implications for social change, 

recommendations for action, and recommendations for further study.  The final sections 

contain a reflection on the study along with summary conclusions. 

Overview of Study 

The purpose of this quantitative correlational study was to examine how attitude 

toward the behavior, subjective norm, and perceived behavioral control affect the 

intention of computer end users in a K-12 environment to follow information security 

policy to provide IT security program managers sufficient knowledge to develop 

effective security controls in the form of SETA to protect against human behavior risks.  

The quantitative method is appropriate when the desire is to measure to what level 

particular independent variables influence a dependent variable (Turner et al., 2013) 

which was the intent of this study.  TPB (Ajzen, 1985) served as the theoretical basis for 

the study.   

A population of 699 K-12 school administrators in Bigg County Public Schools 

were invited to participate in an anonymous Web-based survey regarding factors shown 

in the study literature review to represent the variables of TPB in order to answer the RQ:  
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To what extent does attitude toward the behavior, subjective norm, and perceived 

behavioral control affect the intention of computer end users in a K-12 environment in 

the Bigg County Public School System located in Northeast Georgia to follow 

information security policy?  An a priori analysis for sample size was performed using 

G*Power (Faul et al., 2009).  The result was a required sample size of 41 to achieve a 

power of .80 and 62 to achieve a power of .95 (see Figure 2).  Study participants 

submitted 165 individual surveys.  Data screening resulted in 163 valid surveys for a 

23.3% response rate. 

The general IT problem addressed by this study was that some IT security 

program managers lack knowledge of what motivational factors affect intention to follow 

information security policy in order to develop a SETA program to mitigate human 

behavior risks.  Multiple linear regression and logistic regression analysis of the study 

model and data resulted in the rejection of the study’s null hypothesis.  The statistics 

indicated that the independent variables of TPB do affect the information security 

intentions of computer end users in a K-12 environment with subjective norm being the 

single significant predictor.  Results of the study did not find attitude and perceived 

behavioral control to be significant.  Findings suggest that IT security program managers 

working in the K-12 environment should consider these motivational factors when 

developing improved SETA programs for their organization. 

Presentation of the Findings 

Attitude (ATT), subjective norm (SN), and perceived behavioral control (PBC) 

represent the three independent variables of TPB that affect the dependent variable of 
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intention (represented as IB for intended behavior in the study findings).  I used multiple 

linear regression as the analytical method for the study data.  Multiple linear regression is 

a multivariate regression process intended to analyze multiple predictors in order to 

account for the variance of a response variable (Y. Chen et al., 2014; Granato et al., 2014; 

Jung & Kim, 2014; Mertler & Reinhart, 2017).  This description matched the theoretical 

model and intention of this study.   

A population of 699 K-12 administrators received study participation invitations 

via email.  The same population received a participation reminder email after one week.  

Collection of study data occurred over a period of two weeks.  Study participants 

submitted 165 individual survey responses.  Entering of coded values for study measures 

based on Table 2 occurred in the web survey export tool making the exported data ready 

for analysis in SPSS without any further processing.   

Data Screening 

Data screening provides for accurate statistical analysis and drawing valid 

conclusions (Mertler & Reinhart, 2017; Rutkowski & Zhou, 2015; Williams et al., 2013).  

Data screening involves verifying the accuracy of data collected, addressing missing data, 

checking for outliers, and validating that data assumptions are met (Casson & Farmer, 

2014; Flores & Ekstedt, 2016; Lowry & Gaskin, 2014).  This description reflects the 

process followed for this study and the following contains details of each step taken in 

the data screening process. 

Study participants answered qualification questions regarding their job role, age, 

and use of a computer for work.  Frequency tables identified cases to remove based on 
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invalid responses to qualification questions.  Two participants responded “No” in regards 

to being in the required job role for the study (see Table 3).  I deleted these cases.  No 

disqualification of cases occurred based on responses to age or usage of a computer at 

work questions (see Tables 4 & 5).  This left 163 cases for analysis.   

Table 3  

 

Job Role 

 Frequency Percent Valid percent Cumulative percent 

Valid Yes 163 98.8 98.8 98.8 

No 2 1.2 1.2 100.0 

Total 165 100.0 100.0  

 

Table 4  

 

Age Qualification 

 Frequency Percent Valid percent Cumulative percent 

Valid Yes 165 100.0 100.0 100.0 

 

Table 5  

 

Computer Use Qualification 

 Frequency Percent Valid percent Cumulative percent 

Valid Yes 165 100.0 100.0 100.0 

 

Throughout this paper, the use of acronyms provides abbreviated references for 

the quantitative measures used in this study.  Table 2 provides the introduction of the 

acronyms used.  Table 6 provides a recap of these acronyms for reference. 
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Table 6  

 

Acronyms for Quantitative Measures 

 Quantitative Measure Referenced 

PVUL Perceived vulnerability 

PSEV Perceived severity 

REW Reward 

NB1 Normative behavior, question 1 

NB2 Normative behavior, question 2 

NB3 Normative behavior, question 3 

LOC  Locus of control 

SE Self-efficacy 

IB1 Intended behavior, question 1 

IB2 Intended behavior, question 2 

IB3 Intended behavior, question 3 

 

A count of missing responses for the quantitative measure questions for each case 

revealed no case was missing more than 1 of 27 responses, thus discarding did not occur 

for any cases based on stated criteria in Section 2 of missing 50% or more responses.  A 

review of frequency tables to identify the number of missing values per quantitative 

measure showed no measure was missing over 15% of response data (highest count was 5 

missing for PSEV = 2.9%; see Table 7); thus, no discarding occurred for any quantitative 

measures.   

Table 7  

 

Response Counts 

 PVUL PSEV REW NB1 NB2 NB3 LOC SE IB1 IB2 IB3 

N Valid 160 158 159 162 162 163 162 162 163 160 163 

Missing 3 5 4 1 1 0 1 1 0 3 0 

Note.  Quantitative measure questions NAR1-NAR16 were not optional in the survey and 

thus had no missing values. 
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Participants answered questions regarding their knowledge of existing 

organizational information security policies at work.  Of the 163 cases analyzed, 162 

respondents stated their organization did have such policies.  Only one respondent stated 

that they did not know if their organization had information security policies (see Table 

8).  No discarding of cases occurred based on these responses. 

Table 8  

 

Organizational Information Security Policies Exist 

 Frequency Percent Valid percent Cumulative percent 

Valid Yes 162 99.4 99.4 99.4 

I don't 

know 

1 .6 .6 100.0 

Total 163 100.0 100.0  

 

Response Demographics 

Survey participants answered questions regarding their age, gender, and the 

number of years they had been with their employer.  One respondent did not reveal their 

age, and two did not reveal their gender.  Tables 9-11 provide frequency and percentage 

values for these questions. 
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Table 9  

 

Age Range 

 Frequency Percent Valid percent Cumulative percent 

Valid 25 to 34 years 6 3.7 3.7 3.7 

35 to 44 years 71 43.6 43.8 47.5 

45 to 54 years 64 39.3 39.5 87.0 

55 years or older 21 12.9 13.0 100.0 

Total 162 99.4 100.0  

Missing System 1 .6   

Total 163 100.0   

 

Table 10  

 

Gender 

 Frequency Percent Valid percent Cumulative percent 

Valid Male 50 30.7 31.1 31.1 

Female 111 68.1 68.9 100.0 

Total 161 98.8 100.0  

Missing System 2 1.2   

Total 163 100.0   

 

 

Table 11  

 

Years with Employer 

 Frequency Percent Valid percent Cumulative percent 

Valid Less than 1 year 2 1.2 1.2 1.2 

Between 1 and 5 years 13 8.0 8.0 9.2 

Between 6 and 10 years 16 9.8 9.8 19.0 

Between 11 and 15 years 45 27.6 27.6 46.6 

More than 15 years 87 53.4 53.4 100.0 

Total 163 100.0 100.0  
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Factor Calculation and Descriptive Statistics 

Replacement occurred for missing values of quantitative measures with the mean 

for that measure.  Summing of these measures provided the value for the independent and 

dependent variables as follows: 

ATT = (NAR = (N1-N16 Summed)) + PVUL + PSEV + REW 

SN = NB1 + NB2 + NB3 

PBC = LOC + SE 

IB = IB1 + IB2 + IB3 

Tables 12-15 provide summary descriptive statistics for each of the mean-imputed 

quantitative measures as well as the summed value for the related variable. 

Table 12  

 

Descriptive Statistics for Attitude 

 NAR PVUL PSEV REW ATT 

N Valid 163 163 163 163 163 

Missing 0 0 0 0 0 

Mean 11.9693 2.225 3.076 4.654 21.9244 

Median 12.0000 2.000 3.000 5.000 22.0000 

Std. deviation 2.55174 1.0940 1.2300 .8748 3.48359 

Skewness -.498 .569 -.067 -2.780 -.370 

Std. error of skewness .190 .190 .190 .190 .190 

Kurtosis -.214 -.645 -.964 7.310 -.170 

Std. error of kurtosis .378 .378 .378 .378 .378 

Minimum 5.00 1.0 1.0 1.0 12.00 

Maximum 16.00 5.0 5.0 5.0 29.00 
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Table 13  

 

Descriptive Statistics for Subjective Norm 

 NB1 NB2 NB3 SN 

N Valid 163 163 163 163 

Missing 0 0 0 0 

Mean 4.580 4.735 4.902 14.2167 

Median 5.000 5.000 5.000 15.0000 

Std. deviation .6259 .5643 .4039 1.31756 

Skewness -1.379 -2.257 -4.748 -2.573 

Std. error of skewness .190 .190 .190 .190 

Kurtosis 1.496 4.998 24.573 9.734 

Std. error of kurtosis .378 .378 .378 .378 

Minimum 2.0 2.0 2.0 6.00 

Maximum 5.0 5.0 5.0 15.00 

 

Table 14 

 

Descriptive Statistics for Perceived Behavioral Control  

 LOC SE PBC 

N Valid 163 163 163 

Missing 0 0 0 

Mean 3.136 4.247 7.3827 

Median 3.000 4.000 7.0000 

Std. deviation .8643 .9497 1.40867 

Skewness .080 -1.566 -.698 

Std. error of skewness .190 .190 .190 

Kurtosis 1.743 2.439 1.503 

Std. error of kurtosis .378 .378 .378 

Minimum 1.0 1.0 2.00 

Maximum 5.0 5.0 10.00 
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Table 15 

 

Descriptive Statistics for Intended Behavior 

 IB1 IB2 IB3 IB 

N Valid 163 163 163 163 

Missing 0 0 0 0 

Mean 4.963 4.938 4.951 14.8516 

Std. error of mean .0259 .0257 .0243 .07240 

Median 5.000 5.000 5.000 15.0000 

Std. deviation .3313 .3275 .3104 .92437 

Skewness -8.943 -6.530 -7.457 -8.149 

Std. error of skewness .190 .190 .190 .190 

Kurtosis 78.950 48.406 60.967 70.366 

Std. error of kurtosis .378 .378 .378 .378 

Minimum 2.0 2.0 2.0 6.00 

Maximum 5.0 5.0 5.0 15.00 

 

Data Assumptions 

Meeting the assumptions of normality, linearity, homoscedasticity, and 

multicollinearity is a requirement when performing multiple linear regression (Casson & 

Farmer, 2014).  Preliminary assessments determined if variables met these assumptions 

prior to analysis.  A scatterplot provided for initial review of linearity, multivariate 

normality, and homoscedasticity (see Figure 4).  Data are expected to present in an 

elliptical shape (Mertler & Reinhart, 2017) and bivariate plots between the independent 

and dependent variables should be of similar width throughout with bulging in the middle 

(Mertler & Reinhart, 2017).  The study data overall did not present in the manner 

described.  The scatterplot shows the majority of data clustered and skewed in a single 

direction demonstrating a lack of normality.  The bivariate plots between the independent 

and dependent variables present in a clustered line as opposed to an elliptical shape 
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demonstrating a lack of linearity.  Further analysis of the data condition occurs in the 

following sections.   

 

Figure 4.  Scatterplot representing the relationship between study variables. 

Normality.  Further analysis assessed the normality of each study variable.  This 

assessment was through the execution of Kolmogorov-Smirnov (K-S) tests and a review 

of skewness and kurtosis values, histograms, and normal Q-Q plots.  The following 

sections provide discussion regarding the normality condition for each variable.   
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Attitude.  The K-S test results for the ATT variable (Table 16) show a strong 

significance level (p < .05) and skewness and kurtosis values of -.370/-.170 (Table 12) 

are significantly different than 0.  Both of these findings indicate a nonnormal 

distribution.  The accompanying histogram (Figure 5) and normal Q-Q plot (Figure 6) 

reflect this finding.  A box plot shows that the ATT variable (Figure 7) had some 

univariate outliers.  However, it was determined removal would not occur for any cases 

due to these outliers providing the primary variability for some of the constructs in the 

study model. 

Table 16 

 

Tests of Normality for ATT 

 

Kolmogorov-Smirnov
a
 Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

ATT .091 163 .002 .979 163 .014 

a. Lilliefors significance correction 
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Figure 5.  Histogram for ATT variable. 
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Figure 6.  Normal Q-Q plot for ATT variable. 

 

 
Figure 7.  Box plot for ATT variable. 



133 

 

Subjective norm.  The K-S test results for the SN variable (Table 17) show a very 

strong significance level (p < .001) and skewness and kurtosis values of -2.573/9.734 

(Table 13) are significantly different than 0.  Both of these findings indicate a nonnormal 

distribution.  The accompanying histogram (Figure 8) and normal Q-Q plot (Figure 9) 

reflect this finding.  A box plot shows that for the SN variable (Figure 10) several 

univariate outliers exist.  However, it was determined removal would not occur for any 

cases due to these outliers providing the primary variability for some of the constructs in 

the study model. 

Table 17 

 

Tests of Normality for SN 

 

Kolmogorov-Smirnov
a
 Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

SN .331 163 .000 .645 163 .000 

a. Lilliefors significance correction 
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Figure 8.  Histogram for SN variable. 
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Figure 9.  Normal Q-Q plot for SN variable. 

 

 
Figure 10.  Box plot for SN variable. 
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Perceived behavioral control.  The K-S test results for the PBC variable (Table 

18) show a very strong significance level (p < .001) and skewness and kurtosis values of -

.698/1.503 (Table 14) are significantly different than 0.  Both of these findings indicate a 

nonnormal distribution.  The accompanying histogram (Figure 11) and normal Q-Q plot 

(Figure 12) reflect this finding.  A box plot shows that for the PBC variable (Figure 13) 

many univariate outliers exist.  However, it was determined removal would not occur for 

any cases due to these outliers providing the primary variability for some of the 

constructs in the study model. 

Table 18 

 

Tests of Normality for PBC 

 

Kolmogorov-Smirnov
a
 Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

PBC .209 163 .000 .913 163 .000 

a. Lilliefors significance correction 
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Figure 11.  Histogram for PBC variable. 
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Figure 12.  Normal Q-Q plot for PBC variable. 

 

 
Figure 13.  Box plot for PBC variable. 
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Intended behavior.  The K-S test results for the IB variable (Table 19) show a 

very strong significance level (p < .001) and skewness and kurtosis values of -

8.149/70.366 (Table 15) are significantly different than 0.  Both of these findings indicate 

a nonnormal distribution.  The accompanying histogram (Figure 14) and normal Q-Q plot 

(Figure 15) reflect this finding.  A box plot shows that for the IB variable (Figure 16) 

several univariate outliers exist.  However, it was determined removal would not occur 

for any cases due to these outliers providing the primary variability for some of the 

constructs in the study model. 

Table 19 

 

Tests of Normality for IB 

 

Kolmogorov-Smirnov
a
 Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

IB .496 163 .000 .151 163 .000 

a. Lilliefors significance correction 
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Figure 14.  Histogram for IB variable. 
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Figure 15.  Normal Q-Q plot for IB variable. 

 

 
Figure 16.  Box plot for IB variable. 
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Homoscedasticity.  Bivariate scatterplots between independent and dependent 

variables should be of similar width throughout with bulging in the middle to 

demonstrate homoscedasticity (Mertler & Reinhart, 2017).  Review of the scatterplot 

(Figure 4) did not show the study data in this condition.  Levene’s test is another analysis 

for homoscedasticity.  Although intended for analysis of grouped data, application 

occurred as an additional check.  Results should not be significant at p < .05.  The mixed 

results presented in Table 20 made determining homoscedasticity difficult.  This is 

largely due to the violations of normality cited in the previous section.  A further check 

for homoscedasticity of residuals occurred after initial multiple linear regression analysis 

and discussion for that test exists in a following section. 

Table 20  

 

Test of Homogeneity of Variance 

 Levene statistic df1 df2 Sig. 

IB Based on mean 5.089 5 148 .000 

Based on median 1.192 5 148 .316 

Based on median and with adjusted df 1.192 5 30.034 .337 

Based on trimmed mean 2.777 5 148 .020 

 

Linearity and multicollinearity.  Determination of linearity beyond an initial 

review of scatterplots is through analysis of residuals.  An initial multiple linear 

regression analysis must occur to generate residual data.  Determining multicollinearity 

also occurs during the multiple linear regression analysis process.  Further discussion of 

both of these assumptions occurs in the following multiple linear regression data analysis 

section. 
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Summary.  All variables in the study data violate the normality data assumption.  

This is most evident with the IB variable.  Out of the 163 respondents to the study survey, 

all but eight participants provided the same response.  Three more respondents skipped 

one of the IB related questions; resulting in their IB score containing mean values that 

provided only minor variation of their IB score (see Table 21).  My belief is that the 

survey responses for IB are valid and not socially desirable responses due to the 

anonymity provided through the Web-based survey.  The IB measures question intent to 

follow information security policies.  It is possible to assume that most people do intend 

to follow policies.  However, the data condition of the dependent variable results in many 

of the issues seen in assumption testing. 

Table 21 

 

Frequency Table for Intended Behavior 

 Frequency Percent Valid percent Cumulative percent 

Valid 6.00 1 .6 .6 .6 

8.00 1 .6 .6 1.2 

13.00 2 1.2 1.2 2.5 

14.00 4 2.5 2.5 4.9 

14.94 3 1.8 1.8 6.7 

15.00 152 93.3 93.3 100.0 

Total 163 100.0 100.0  

 

Multiple Linear Regression Data Analysis 

As stated in previous sections, an initial multiple linear regression analysis was 

required to generate residuals for linearity analysis as well as perform other tests for data 

assumptions such as multicollinearity.  I performed the first multiple linear regression 
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analysis with the data “as is” with no transformations or corrective actions in order to 

complete these tests and gain preliminary insight into the data.  This section provides 

analysis and discussion of the initial multiple linear regression results. 

Multiple linear regression was performed using the enter method to determine 

how much the independent variables of TPB (Attitude [ ATT ]; Subjective Norm [ SN ]; 

Perceived Behavioral Control [ PBC ]) predict the intended information security behavior 

[ IB ] of the study population.  Data screening led to the elimination of two cases due to 

study qualification responses.  Regression results indicate that the study model 

significantly predicts intended behavior (R
2
 = .308, R

2
adj = .294, F (3, 159) = 23.537, p < 

.001).  This model accounted for 30.8% of variance in intended behavior.  These results 

are sufficient to reject the null hypothesis.  Tables 22 and 23 provide analysis statistics.   

Table 22 

 

Model Summary
b
 

Model R R square Adjusted R square Std. error of the estimate 

1 .555
a
 .308 .294 .77644 

a. Predictors: (Constant), Subjective norm, Attitude, Perceived behavioral control 

b. Dependent variable: Intended behavior 

 

Table 23 

 

ANOVA
a
 

Model Sum of squares df Mean square F Sig. 

1 Regression 42.568 3 14.189 23.537 .000
b
 

Residual 95.854 159 .603   

Total 138.423 162    

a. Dependent variable: Intended behavior 

b. Predictors: (Constant), Subjective norm, Attitude, Perceived behavioral control 
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The coefficients (Table 24) shows that IB increased by an average of 0.007 points 

for each one point increase in ATT,  IB increased by an average of 0.380 points for each 

one point increase in SN, and IB decreased by an average of 0.054 points for each one 

point increase in PBC across the population.  The only variable significant in the model at 

the p < .05 level was SN (t(159) = 8.192, p < .001).  ATT and PBC did not show to be 

statistically significant.  The betas confirm this for each variable as well.  The collinearity 

statistics provided in this same table show the tolerance and variance inflation factor 

(VIF) for each variable to be in the acceptable range of tolerance above 0.1 and VIF less 

than 10 demonstrating a lack of multicollinearity. 

Table 24  

 

Coefficients
a
 

Model 

Unstandardized 

coefficients 

Standardized 

coefficients t Sig. 

Collinearity 

statistics 

B Std. error Beta   Tolerance VIF 

1 (Constant) 9.695 .839  11.550 .000   

Perceived 

Behavioral control 

-.054 .043 -.082 -1.239 .217 .995 1.005 

Attitude .007 .018 .025 .385 .701 .999 1.001 

Subjective norm .380 .046 .542 8.192 .000 .995 1.005 

a. Dependent variable: Intended behavior 

 

Analysis of residuals.  Analyzing residuals is the preferred approach for 

identifying outliers and assessing normality and linearity when using multiple linear 

regression (Mertler & Reinhart, 2017).  Mahalanobis distance calculation provides chi-

square values for identification of possible outliers (Mertler & Reinhart, 2017).  I 

calculated Mahalanobis distance for the residuals using the critical value of 18.467 (at p < 
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.001) with df = 4 (number of variables in the model).  Case #73 identified as a 

multivariate outlier (see Table 25).  Again, it was determined removal would not occur 

for any outlier cases at this time due to these outliers providing the primary variability for 

some of the constructs in the study model.  Reconsideration of this point could occur 

should a corrected model show greater normality.  

Table 25 

 

Mahalanobis Distance - Extreme Values 

 Case number Value 

MAH_2 Highest 1 73 43.27951 

2 122 14.85641 

3 10 12.78775 

4 155 12.16354 

5 5 11.77792 

Lowest 1 57 .14444 

2 118 .17347 

3 22 .17347 

4 116 .21044 

5 127 .30173 

 

The K-S test results for normality of the residuals (Table 26) show a strong 

significance level (p < .001) and skewness and kurtosis values of -4.088/29.415 (Table 

27) are significantly different than 0.  Both of these findings indicate a nonnormal 

distribution.  The accompanying histogram (Figure 17) and normal Q-Q plot (Figure 18) 

reflect this finding.   
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Table 26  

 

Tests of Normality for Unstandardized Residuals 

 

Kolmogorov-Smirnov
a
 Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

Unstandardized residual .293 163 .000 .588 163 .000 

a. Lilliefors significance correction 

 

Table 27 

 

Descriptives for Unstandardized Residuals 

 Statistic Std. error 

Unstandardized 

residual 

Mean .0000000 .06024962 

95% Confidence 

interval for mean 

Lower bound -.1189759  

Upper bound .1189759  

5% Trimmed mean .0385441  

Median -.1032637  

Variance .592  

Std. deviation .76921567  

Minimum -5.62074  

Maximum 1.69687  

Range 7.31761  

Interquartile range .40724  

Skewness -4.088 .190 

Kurtosis 29.415 .378 
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Figure 17.  Histogram for unstandardized residuals. 
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Figure 18.  Normal Q-Q plot for unstandardized residuals. 

A residual plot provides data to assess linearity.  Figure 19 shows a hard diagonal 

line of values in the upper right corner of the plot.  This is opposed to the centered and 

rectangular clustering that would demonstrate linearity.  The primary cause of this result 

is the issue of many observations having the same value for the dependent variable (IB) 

as noted earlier. 
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Figure 19.  Residual plot for unstandardized residuals. 

Summary of initial assessment.  The initial multiple linear regression analysis 

showed that many data assumption violations existed in the data set.  Residuals did show 

normal data distribution and evaluation of linearity and homoscedasticity was not easily 

possible due to these distribution issues.  Although the analysis presented some 

interesting and significant results, the assumption violations prevented accurate analysis 

and substantiation of the findings.  In an attempt to normalize the study data, the 

application of several corrective measures occurred and the following sections present the 

results. 

Application of corrective measures.  Corrective measures exist that when 

applied can address data condition issues in a data set.  Potential corrective actions listed 

in Section 2 included applying mathematical corrections in the form of square root, 

logarithm, and z-score transformations as well as bootstrapping.  Application of these 
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corrective measures occurred in order to address the issues of nonnormality of the 

residuals in the data set.  The primary focus in the mathematical transformations is on the 

dependent variable of the model as it exhibits the greater issues.  The following sections 

present the results of each attempted corrective action. 

Square root transformation.  Square root transformation takes the value of a 

variable, calculates the square root of that value, and saves that value as a new variable 

(Mertler & Reinhart, 2017).  Application of this transformation occurred for the 

dependent variable IB.  Figures 20 & 21 show that the residuals were not normalized.  

Presentation of multiple linear regression data analysis results does not occur here, as 

correction of the data issue did not materialize. 

 
Figure 20.  Histogram for unstandardized residuals after square root transformation. 
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Figure 21.  Normal Q-Q plot for unstandardized residuals after square root 

transformation. 

 

Logarithm transformation.  Logarithm transformation takes the value of a 

variable and calculates the log of that value and saves it as a new variable (Mertler & 

Reinhart, 2017).  Application of the natural log transformation occurred for the dependent 

variable IB.  Figures 22 & 23 show that the residuals were not normalized.  Again, 

presentation of multiple linear regression data analysis results does not occur here, as 

correction of the data issue did not transpire. 
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Figure 22.  Histogram for unstandardized residuals after natural log transformation. 
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Figure 23.  Normal Q-Q plot for unstandardized residuals after natural log 

transformation. 

 

Z-score transformation.  A z-score transformation converts a raw score into a 

scale value that represents how many standard deviations a particular observation is from 

the mean for that variable (Mertler & Reinhart, 2017).  This transformation does not 

change the shape of the distribution and thus is not an appropriate method for 

normalizing data.  As such, application of this transformation did not take place. 

Bootstrapping.  Bootstrapping provides a method of analysis where resampling 

occurs of empirical observations and data replaced with estimated values for a larger 

sample size (Mertler & Reinhart, 2017).  Bootstrapping is nonparametric and does not 

require meeting the distributional data assumptions of parametric tests such as multiple 

linear regression (Nimon & Oswald, 2013; Williams et al., 2013).  Since these 

assumptions no longer apply to the model, normality assumptions validation and 
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reporting does not occur in the following results.  The only assumption for bootstrapping 

is that the sample distribution is a good representation of the study population (Jörg 

Henseler, Hubona, & Ash, 2016; Rasmussen, 1987).  This is a very general assumption.  

However, the 23.3% response rate for this study (163 valid cases from a population of 

699) is well in excess of the originally required 62 responses (to achieve a power of .95, 

see Figure 2) and is sufficient to meet this assumption. 

Bootstrapping was performed at a sample rate of 700 (est. population size), 1,000, 

and 10,000 with insignificant differences in results.  Thus, reporting is only for the 1,000 

samples bootstrapping.  Model results are the same as those in the initial evaluation 

(Tables 22 & 23).  Below are the coefficients tables for both the bootstrapping (Table 28) 

and the original multiple linear regression (Table 29) for comparison.  Bootstrapping 

resulted in larger standard errors than the parametrically calculated coefficients.  This 

resulted in larger p-values for all independent variables.  This is primarily notable for SN, 

which showed highly significant in the multiple linear regression analysis yet 

insignificant in the bootstrapped assessment.   

Table 28 

 

Bootstrap for Coefficients 

Model B 

Bootstrap
a
 

Bias Std. error Sig. (2-tailed) 

95% Confidence interval 

Lower Upper 

1 (Constant) 9.695 .450 2.350 .101 5.848 14.569 

ATT .007 .003 .021 .813 -.032 .047 

SN .380 -.040 .185 .134 .010 .660 

PBC -.054 .007 .044 .314 -.137 .021 

a. Unless otherwise noted, bootstrap results are based on 1000 bootstrap samples 
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Table 29  

 

Original Coefficients
a 
from Initial Multiple Linear Regression Analysis 

      

Model 

Unstandardized 

coefficients 

Standardized 

coefficients 

t Sig. 

95.0% Confidence 

interval for B 

B Std. error Beta 

Lower 

bound 

Upper 

bound 

1 (Constant) 9.695 .839  11.550 .000 8.037 11.353 

ATT .007 .018 .025 .385 .701 -.028 .041 

SN .380 .046 .542 8.192 .000 .289 .472 

PBC -.054 .043 -.082 -1.239 .217 -.140 .032 

a. Dependent Variable: IB 

 

Summary of corrective measures.  The mathematical corrective measures 

provided no improved results in meeting residual distributional assumptions.  This left 

the multiple linear regression analysis results subject to errors and unsupportable.  One 

could consider the bootstrapping results to be a solution to the nonnormal condition of the 

residual distribution.  However, given the strength and fit of the prediction model, it is 

surprising that no independent variable showed to be significant after bootstrapping, 

including SN, which was highly significant in the initial multiple linear regression 

analysis.   

SN does continue to show to be the most significant of the independent variables 

in the bootstrapping results at p = .134, followed by PBC and ATT.  The result of having 

no significant variables in a significant model can occur when there is multicollinearity 

between the independent variables (Dunlap & Kemery, 1987). However, the analysis 

shows this is not the case (see Table 24).  Some scholars consider bootstrapping to be an 
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underpowered method that does not accurately represent the nature of the variables 

analyzed (M. Aguirre-Urreta & Ronkko, 2015; Rasmussen, 1987).  One could interpret 

the results of the bootstrapping in this study in this way, particularly for SN, suggesting 

that the resampled variables and their relation to the dependent variable may not 

completely represent what empirical findings gathered from a larger population may 

show.  Some argue results from nonnormal multiple linear regression are possibly more 

relevant than bootstrapping results (Dawes, 1979; Rasmussen, 1987).   Due to these 

findings, it became interesting to perform an alternate analysis in an attempt to identify 

more clearly the effects of the independent variables.  Performing a logistic regression 

provided additional analysis and discussion of the results occurs in the next section. 

Logistic Regression Data Analysis 

Logistic regression is similar to multiple linear regression in its ability to assess 

how multiple independent variables effect a dependent variable.  Logistic regression is 

for use in situations where the dependent variable is not continuous (Lever, Krzywinski, 

& Altman, 2016) as in the study data set. The difference between multiple linear 

regression and logistic regression is that in logistic regression the dependent variable is 

categorical and the results of logistic regression analysis show how likely the independent 

variables are to influence a respondent’s membership in a particular category (Mertler & 

Reinhart, 2017).  Logistic regression has the benefits of no distributional assumptions for 

the data and is useful when distribution of the dependent variable is nonlinear with one or 

more independent variables (Mertler & Reinhart, 2017) which is true in this data set.   
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Even though there are no data distribution assumptions with logistic regression, 

there are two important test assumptions.  The first is that the independent variables are 

linearly related to the log odds of the probability being analyzed (Arsanjani, Helbich, 

Kainz, & Boloorani, 2013; Mertler & Reinhart, 2017).  A Hosmer-Lemeshow goodness 

of fit test (Fagerland & Hosmer, 2016) was used to test for this assumption.  The other 

concern is that there is not strong multicollinearity of the predictors (Mertler & Reinhart, 

2017).  The test for this assumption is in the same manner as in multiple linear regression.  

The previous testing shows that multicollinearity does not exist (see Table 24). 

In the study data, the majority of the dependent variable responses were the same 

with a value of 15.  In order to perform a binary logistic regression, it was necessary to 

divide the responses into two categories:  those who scored a 15, and those who did not.  

The analysis will then show how the independent variables influence membership in a 

particular group as an odds ratio.  This type of analysis is also able to answer the study 

hypotheses.  The analysis will show to what extent the independent variables of TPB 

affect intention to follow information security policy by showing how the independent 

variables effect “full intention” to comply (by being in the group that scores a “perfect” 

15), or being in the other group that does not have “full intention” to comply. 

First, recoding occurred for the IB variable into a new variable IB_15.  Here the 

value was set to “1” if the respondent scored a 15 for IB or set to “0” if the respondent 

did not score a 15.  IB_15 became the new dependent variable in the model.  The goal of 

the logistic regression model is to determine the probability that a respondent having a 

value of “1” (full intent to comply) has a relationship to the three independent variables 
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of ATT, SN, and PBC.  Data screening for logistic regression is the same for multiple 

linear regression (Mertler & Reinhart, 2017) and I completed this process in the multiple 

linear regression analysis.  I used the same screened data set for the logistic regression. 

Binary logistic regression using the enter method was performed to determine to 

what extent the independent variables of ATT, SN, and PBC were predictors of having 

full intention to comply (IB = 15) or not having full intention to comply (IB ≠ 15).  Data 

screening led to the elimination of two cases due to study qualification answers.  

Regression results indicated that the overall model was statistically significant (– 2 Log 

Likelihood = 69.795, X
2
 (3) = 10.754, p < .05).  Again, as in the multiple linear 

regression, rejection of the null hypothesis is appropriate.  Tables 30 & 31 provide 

analysis statistics. 

Table 30 

 

Model Summary 

Step -2 Log likelihood Cox & Snell R square Nagelkerke R square 

1 69.795
a
 .064 .164 

a. Estimation terminated at iteration number 6 because parameter estimates changed by 

less than .001. 

 

Table 31 

 

Omnibus Tests of Model Coefficients 

 Chi-square df Sig. 

Step 1 Step 10.754 3 .013 

Block 10.754 3 .013 

Model 10.754 3 .013 
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The model correctly classified 93.9% of the cases (Table 32).  Wald statistics 

indicated that the SN variable was significant (X
2
 (1) = 7.794, p < .01).  The independent 

variables of ATT and PBC were not significant.  The odds ratios (Exp(B)) for SN 

indicate the odds of an IB equaling 15 multiply by 1.638 for each one point increase of 

SN across respondents.  An alternative interpretation is for each additional one point in 

SN the odds of showing “full intention” to comply (with information security policy) 

increases by 63.8%.  Presentation of variable statistics is in Table 33. 

Table 32 

 

Classification Table
a
 

 

Observed 

Predicted 

 IB_15 Percentage 

correct  .00 1.00 

Step 1 IB_15 .00 1 10 9.1 

1.00 0 152 100.0 

Overall 

percentage 
  

93.9 

a. The cut value is .500 

 

Table 33 

 

Statistics for Variables in the Equation 

 B S.E. Wald df Sig. Exp(B) 

95% C.I.for 

EXP(B) 

Lower Upper 

Step 1
a
 ATT .154 .090 2.944 1 .086 1.167 .978 1.392 

SN .494 .177 7.794 1 .005 1.638 1.158 2.317 

PBC -.131 .252 .271 1 .603 .877 .535 1.438 

Constant -6.443 3.821 2.843 1 .092 .002   

a. Variable(s) entered on step 1: ATT, SN, PBC. 
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Test assumptions.  A Hosmer-Lemeshow goodness of fit test provided the check 

for the assumption that a linear relationship exists between the independent variables and 

the log odds of the probability being analyzed.  The null hypothesis of this test is that the 

fit is appropriate (Fagerland & Hosmer, 2016).  The resulting p-value of .460 (X
2
 (8) = 

7.736, p > .05) indicates that the null hypothesis is not rejected and the fit of the logistic 

regression is appropriate (see Table 34).  As mentioned earlier, the prior multiple linear 

regression analysis demonstrated nonmulticollinearity between the independent variables 

(see Table 24) meeting this test assumption. 

Table 34 

 

Hosmer and Lemeshow Test 

Step Chi-square df Sig. 

1 7.736 8 .460 

 

Summary of Statistical Analyses 

Initial multiple linear regression analysis showed the study model based on TPB 

significantly predicted IB and identified one variable, SN, to be a significant predictor.  

However, analysis of residuals showed that the data set did not meet several distributional 

assumptions resulting in the findings being inconclusive and unsupportable.  I performed 

several corrective procedures on the data set to resolve the data condition issues such as 

square root, log, and z-score transformations.  None of these transformations resulted in 

improved data conditions.  Multiple linear regression analysis with bootstrapping 

returned the same significant model findings, however no variables showed significant.  

In an attempt to identify significant variables, a second analysis followed using a logistic 
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regression approach.  Like the multiple linear regression analysis, the logistic regression 

also showed the study model to be significant and rejected the null hypothesis.  The 

logistic regression also showed the SN variable as being significant in predicting those 

respondents who fully intend to comply with information security policy as compared to 

those who do not. 

Discussion of Findings 

The empirical results of this study provided good support for the concept that the 

human behavior factors present in TPB are predictors of human intention in terms of 

complying with information security policies.  The hypotheses for this study were: 

H10: Attitude toward the behavior, subjective norm, and perceived behavioral 

control does not affect the intention of computer end users in a K-12 environment 

to follow information security policy. 

H1a: Attitude toward the behavior, subjective norm, and perceived behavioral 

control does affect the intention of computer end users in a K-12 environment to 

follow information security policy. 

A standard multiple linear regression, α = .05 (two-tailed), and a logistic 

regression, α = .05 (two-tailed), were performed.  Both statistical processes found the 

theoretical model of the study to be significant and rejected the null hypothesis.  Results 

from these analyses for the multiple linear regression were R
2
 = .308, R

2
adj = .294, F (3, 

159) = 23.537, p < .001 and for the logistic regression – 2 Log Likelihood = 69.795, X
2
 

(3) = 10.754, p < .05.   
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Of the three independent variables of TPB, only SN showed to be a significantly 

strong predictor of IB in the initial multiple linear regression (t(159) = 8.192, p < .001) 

and the logistic regression (X
2
 (1) = 7.794, p < .01).  However, SN was not significant in 

the multiple linear regression bootstrapping results (t(159) = 8.192, p > .05).  Multiple 

linear regression showed SN to have a positive slope (.380) indicating that for every point 

increase in SN there is a 38% increase in IB. 

Neither ATT nor PBC showed significance in the models and were opposite to 

each other in terms of level of significance in some of the analyses.  In the initial and 

bootstrapped multiple linear regression analysis PBC was second and ATT third in terms 

of significance.  However, in the logistic regression positions reversed with ATT second 

and PBC third.  Having differing outcomes in this regard is understandable as the two 

analysis methods present similar results from a different approach.  Multiple linear 

regression is measuring direct effect of the predictors on the response variable, where the 

logistic regression is predicting odds of predictors resulting in membership to a group.   

ATT showed to be an insignificant predictor of IB in the initial multiple linear 

regression (t(159) = .385, p > .05), multiple linear regression bootstrapping (t(159) = 

.385, p > .05), and logistic regression (X
2
 (1) = 2.944, p > .05).  Multiple linear regression 

showed ATT to have a positive slope (.007) indicating that for every point increase in 

ATT there is a 0.7% increase in IB.  This slope is negligible, and with p > .05 ATT 

cannot be considered a predictor of IB in this study.   

PBC also showed to be an insignificant predictor in the initial multiple linear 

regression (t(159) = -1.239, p > .05), multiple linear regression bootstrapping (t(159) = -
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1.239, p > .05), and logistic regression (X
2
 (1) = .271, p > .05).  Multiple linear regression 

showed PBC to have a negative slope (-.054) indicating that for every point increase in 

PBC there is a 5.4% decrease in IB.  This would be an interesting point if PBC were a 

significant predictor of IB, however with p > .05 this was not the case in this study. 

Theoretical discussion.  When comparing to existing literature, I confirmed in 

this study the effectiveness of TPB as a predictive model for intention the same as it has 

been in all previous applications both in information security related studies and studies 

not related to information security cited in the preceding literature review.  Armitage & 

Conner (2001) and Sommestad et al. (2015) extensively reviewed and tested this theory 

and its effectiveness, and in this study, I confirmed their findings that TPB is a valid 

model for predicting intention.  The literature review contains many studies that apply 

TPB in this manner and all have shown the model significant.  With no contrasting 

findings for the model in the literature review, simply listing all the cited studies that 

have the same findings as this one would be redundant.  The greater discussion for this 

study existed in the findings related to the significance of the predictors themselves. 

As documented in the literature review, the significance level of the TPB 

predictors differs widely across information security studies and studies not related to 

information security.  Likewise, several studies show one or more of the predictors 

insignificant at some point in time.  This is in line with Ajzen’s (1991) suggestion that the 

significance of each independent construct in the TPB framework will depend on the 

subject matter and sample population.  However, generally speaking, the ATT construct 
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tends to be more predominant, and the SN construct lesser so, with PBC falling 

somewhere in the middle.   

Lebek (2014), in a review of IT studies applying TPB, showed that eight of ten 

studies demonstrated significant correlations between ATT and IB with six of those 

studies showing strong relationships at the p < 0.01 level.  Researchers equally confirm 

the significance of ATT in many other TPB related IT studies (Arpaci & Baloglu, 2016; 

Dang-Pham et al., 2017; Flores & Ekstedt, 2016; Gurung & Raja, 2016; Herath et al., 

2014; Jafarkarimi et al., 2016; Moody & Siponen, 2013; Safa et al., 2016) as well as non-

IT studies (Ajzen & Klobas, 2013; Ajzen & Sheikh, 2013; Castanier et al., 2013; Dawson 

et al., 2014; Efrat & Shoham, 2013; Greaves et al., 2013; Tipton, 2014; Zemore & Ajzen, 

2014).  The findings in this literature contrast with the findings of this study and make it 

notable that ATT was not significant.  However, these findings coincide with two of the 

studies reviewed by Lebek that did not show ATT as being significant in predicting IB.    

The findings of this study showed SN being the most significant predictor and 

indicate that the drivers in the study environment differed from those of other studies 

performed in other environments.  Other related IT studies, typically performed in 

corporations or surveying college students, find SN to be a weak (Dinev & Hu, 2007; 

Jafarkarimi et al., 2016) or insignificant (Yoon & Kim, 2013) predictor of IB.  In a 

review of 161 studies applying TPB, Armitage & Conner (2001) found subjective norm 

to be the weakest of predictors overall.  However, in the K-12 school system environment 

of this study, the perceptions of others and their thoughts towards information security 

were a substantial driver toward the information security intentions of the population.   
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Other TPB based information security studies support the findings of this study 

regarding the significance of SN.  One study showed SN to be at minimum a strong 

predictor (Yazdanmehr & Wang, 2015) and some such as Cox (2012), Safa (2015), and 

Hu et al. (2012) showed SN to be the most significant predictor of IB in the model.  Other 

studies not related to information security such as Greaves et al. (2013) and Prapavessis 

et al. (2015) also support the results of this study through finding SN the strongest 

predictor of IB.   

The findings of this study showed PBC to be insignificant.  This contrasts with 

Lebek (2014) who determined that 92% of the correlations in existing information 

security literature between PBC and IB to be significant at p < 0.05 levels.  However, the 

findings of this study are supported by several studies that find this construct to be the 

weakest predictor of intention (Ajzen & Klobas, 2013; Ajzen & Sheikh, 2013; Castanier 

et al., 2013; Greaves et al., 2013; Prapavessis et al., 2015) or insignificant (Greaves et al., 

2013; Tipton, 2014).   

The insignificance of ATT and PBC in the study environment may be the result of 

the organization having already well addressed the motivational factors that define these 

variables via their current SETA efforts.  It is possible that the organization has set the 

correct mindset regarding the potential vulnerability and severity of negative information 

security events and enabled the respondents to take appropriate action in these cases.  

This would result in individual views in these areas being largely the same.  This would 

be an area for further research and such discussion occurs in a following section.  

However, it is evident by the strength of SN, which represents the social pressure 
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perceived by the individual to perform or not perform a particular behavior (Ajzen, 1991; 

Yazdanmehr & Wang, 2015), was a strong driver for respondents information security 

compliance intentions in the study environment. 

Current literature.  This section provides theoretical discussion of relevant 

literature published since the writing of the literature review in Section 2 in comparison 

to the findings of this study.  The review included seven information security studies and 

five non-IT studies utilizing TPB.  All of the participants for the studies reviewed were 

college students or employees of commercial businesses.  None of the studies addressed 

the educational sector.  The studies remained consistent with past literature in the fact 

that the three variables of TPB showed differing levels of significance depending on 

various factors of the study.   

Three information security studies based on TPB found all the variables in the 

theoretical model to be significant.  One study addressing medical records privacy with 

hospital employees found SN to be the most significant predictor (Sher, Talley, Yang, & 

Kuo, 2017) providing support for the findings of this study.  The second utilized three 

PMT/TPB hybrid models to assess intentions to use online banking (Jansen & van 

Schaik, 2017).  Here separation occurred for SN into injunctive and descriptive norms, 

with descriptive norms having a similar definition as normative beliefs in this study 

report and was found significant where the injunctive norms were not.  Separation also 

occurred for PBC in the second reviewed study into self-efficacy and locus of control, 

supporting the indicators used for this study.  The third was a German study regarding 

productivity and security with the order of variable significance being ATT, SN, and 
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PBC (Mayer, Gerber, McDermott, Volkamer, & Vogt, 2017).  The third study was of 

particular interest as it specifically addresses the measurement factor of reward that was 

included in this study and found the indicator associated with a decrease in security 

compliance.   

Four of the five non-IT studies reviewed found all the variables of TPB 

significant as well.  Three of these studies found ATT the most significant, followed by 

SN and then PBC (Park, Hsieh, & Lee, 2017; Record, 2017; Heetae Yang, Lee, & Zo, 

2017).  The fourth ordered the significance of variables as PBC, ATT, then SN (Jiang, 

Ling, Feng, Wang, & Guo, 2017).  These findings differed from the study in this report in 

the fact that only one variable was significant (SN) in this study and that SN was not the 

most significant in any of the other studies. 

The remaining studies reviewed had differing and mixed results.  A study on 

information disclosure among social network users found ATT the most significant factor 

and SN insignificant (Koohikamali, Peak, & Prybutok, 2017).  The same findings existed 

in a non-IT study very similar to the study in this report addressing policy compliance at 

an overall HR level (instead of only the IT level) (Hofeditz, Nienaber, Dysvik, & 

Schewe, 2017).  These findings were in direct contrast to those in this study report.  A 

study addressing information security awareness (a key component of SETA) found ATT 

and SN both significant, but not PBC (Bauer & Bernroider, 2017).  Other study examples 

were of interest as they contained good support for the measurement indicators used in 

the reported study (Anwar et al., 2017; Snyman & Kruger, 2017), however they were too 

conceptually different for direct comparison.   
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The study reviewed that provided the most support for this study was one with 

participants in the Department of Defense where the researchers utilized eight different 

TPB models in analyzing employee status as a driver for information security compliance 

(Aurigemma & Mattson, 2017).  Here, in all eight models, SN was the most significant 

variable with ATT insignificant and PBC only weakly so.  All of the research findings 

reviewed in these recent studies go back to supporting Ajzen’s (2002) assertion that the 

significance of TPB variables will vary greatly depending on study conditions. 

Applications to Professional Practice 

End users often engage in risky behavior and represent the weakest link in the 

information security chain (Cox, 2012; Ifinedo, 2012).  Technical solutions alone are not 

sufficient to protect against human behavior vulnerabilities (Ahmad et al., 2014; Da 

Veiga & Martins, 2015a; Flores et al., 2014; Safa et al., 2016).  Implementation of SETA 

is a nontechnical information security control to aid in protecting a computer 

environment from human behaviors (Posey et al., 2014).  NIST 800-53 (NIST, 2015) 

places SETA development responsibility specifically with the IT security program 

manager.  Use of sociobehavioral theories has been effective in predicting information 

security compliant behavior (Lebek et al., 2014; Sommestad et al., 2015) and providing 

data to improve SETA campaigns (Posey et al., 2014).  The findings from this study may 

aid IT security program managers in K-12 organizations in implementing multilayered 

solutions that include addressing human reactions, behaviors, and motivators (Ahmad et 

al., 2014) that, when combined with technical protections, could make for a more 

effective data protection model.  
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The population for this study was the 699 K-12 school administrators of the Bigg 

County Public School System located in Northeast Georgia.  The literature showed there 

is a need to look at motivators of organizational managers, such as school administrators, 

that change organization operations and results in potential major data exposure (Hu et 

al., 2012).  K-12 information security program managers have an interest in K-12 

administrators as they represent the leaders and decision makers for technology 

implementation and information security at the individual school level (Blau & Presser, 

2013; Metcalf, 2012; Raman et al., 2014; Weng & Tang, 2014) much as senior 

management in corporations (Barton et al., 2016).  This means that exposure and 

guidance for technology and policy for K-12 faculty, staff, and students largely 

disseminates through the K-12 administration (Metcalf, 2012).  K-12 information security 

program managers, by gaining an understanding of K-12 administrators information 

security motivators and developing SETA programs that address these motivators, are 

able to implement SETA campaigns as a security control for human information security 

behaviors in the K-12 environment.   

The drivers and beliefs of those receiving information security messages must be 

considered when developing effective SETA programs (Allam et al., 2014; Furman et al., 

2012; Tsohou, Karyda, & Kokolakis, 2015).  The findings of this study present IT 

security program managers in K-12 organizations additional insight into aspects of 

human behavior to consider.  These findings indicate that the technocratic SETA 

approach (Ashenden & Sasse, 2013; Reece & Stahl, 2015) needs to be modified to 

include considerations for human drivers such as ATT, SN, and PBC.  The discussion 
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below begins with SN, as it was the significant predictor of IB in the study environment.  

Argument for ATT and PBC will conclude this section. 

Salient normative beliefs of the individual influence SN (Armitage & Conner, 

2001).  Here the individual is concerned with whether or not those individuals or groups 

important to them approve or disapprove of performing a particular behavior (Yoon & 

Kim, 2013).  To address this motivational factor, IT security program managers may 

develop SETA programs that involve the exposure of individuals’ information security 

related thoughts and expectations to others in the population through social interaction 

groups.  This approach places more emphasis on the awareness component of SETA 

(Dinev & Hu, 2007; Flores & Ekstedt, 2016; Hanus & Wu, 2016; Kearney & Kruger, 

2016; Montesdioca & Maçada, 2015) as opposed to just providing technical vulnerability 

education and security training.  Exposing the true thoughts and drivers of others may 

help prevent misconceptions regarding social norms in the form of pluralistic ignorance 

and false consensus (H. Chen & Li, 2014). 

SN may also be addressed through other SETA methods such as the development 

of clear information security policies, communication of policies, and confirmation of 

awareness and knowledge (Allam et al., 2014; Soomro et al., 2016).  These approaches 

set all perceptions the same instead of individual thoughts being open to interpretation 

through normative beliefs.  This information can be conveyed via formal or informal 

knowledge sharing processes in the organization (Dang-Pham et al., 2017; Flores et al., 

2014).  
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Due to the importance of SN in determining IB shown in this study, IT security 

program managers are encouraged to investigate the information security culture of the 

organization.  This investigation is to discover what are the current information security 

mindsets and perceptions in the environment, where they come from, and how they are 

developed and communicated (Ashenden & Sasse, 2013; Tsohou, Karyda, Kokolakis, et 

al., 2015; Wilson & Hash, 2003).  In other words, find out why some computer users 

make the decisions they do and how others learn about and ultimately follow these 

decisions and actions.  If these thoughts and actions are determined to be information 

security negative, IT security program managers should attempt to correct them.  They 

can achieve this by developing policies that enable the workforce to do their job 

effectively and securely, and then interrupt and intervene in the communication process 

to inject this information to correct information security related perceptions (Allam et al., 

2014; Furman et al., 2012; Rashid et al., 2013; Soomro et al., 2016).  IT security program 

managers should not let information security policy be a block to productivity and 

improvement but instead educate the end user on how to achieve organization goals 

safely (Thapa & Harnesk, 2014).    

Although ATT and PBC did not show significance on their own in this study, they 

are still validated parts of the theoretical model that IT security program managers should 

address.  ATT is defined here as the favorable or unfavorable appraisal an individual 

holds regarding a particular behavior (Ajzen, 1991) and can be influenced by training that 

modifies this trait (Parsons, McCormac, Butavicius, et al., 2014).  This training should 

include exposing and explaining information security vulnerabilities (Dinev & Hu, 2007; 
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Flores & Ekstedt, 2016; Hanus & Wu, 2016; Kearney & Kruger, 2016; Montesdioca & 

Maçada, 2015), aiding end users in understanding the severity of these vulnerabilities 

(Arachchilage & Love, 2014; Komatsu et al., 2013; Öğütçü et al., 2016), and developing 

programs that reward positive information security behaviors directly or indirectly.  

Direct reward can be in the form of performance reviews (Cheng et al., 2013; Farahmand 

et al., 2013).  Indirect reward may simply be in the form of providing a positive 

information security culture where an end user is encouraged and acknowledged for 

bringing forth information security concerns when attempting to meet organizational 

goals (Posey et al., 2015; Siponen et al., 2014).  

Salient control beliefs held by the individual influence PBC (Ajzen, 2002) such as 

locus of control and self-efficacy (Ajzen, 1991).  Locus of control is how much an 

individual believes performing an act is in their control, and self-efficacy is their ability 

to perform an act effectively (Ajzen, 2002).  IT security program managers should 

address each of these elements through SETA.  SETA programs should not be limited to 

only informing individuals of risks, but advising them what actions they can take in 

response to risks and what the outcome and effect of their actions will have to negate this 

risk.  IT security program managers should follow with technical training that provides 

the individual with the tools and the confidence to effectively perform risk aversion 

actions when required.  The focus of these trainings should be to enable and empower the 

individual in regards to taking corrective information security actions. 
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Implications for Social Change 

The intention of this study was to identify drivers of information security related 

human behavior in order for IT security program managers in K-12 environments to 

develop improved SETA programs.  The education sector is at high risk for information 

security breaches (Okpamen, 2013; Pardo & Siemens, 2014) and improved security has 

implications for social change.  SETA programs are effective in increasing the security 

posture of an organization (NIST, 2015).  IT security program managers accomplish this 

through changes in moral beliefs (Pfleeger et al., 2014), effecting intentions to comply 

with policies (Choi et al., 2013), and transforming organizational culture (Ashenden & 

Sasse, 2013; D’Arcy & Greene, 2014; Karlsson et al., 2015) in regards to information 

security.  The study findings have identified TPB as a sufficient predictive model of 

information security drivers, and SN showed to be a significant motivational factor that 

when addressed in the K-12 environment could improve the information security posture 

of the organization. 

When a K-12 organization is at risk for security breaches, many groups and 

individuals are subject to harm.  This includes the employees of the organization, the 

vulnerable student population, as well as the school system itself.  School systems are 

viewed by many as a core organization in a community (Sanders, 2015) and as a result 

have direct implications on the safety and reputation of a community overall.  Harm may 

occur through exposure of private information that may be used to directly or indirectly 

damage individuals, their families, or the organization.  Examples of potential harms at 

the individual level are exposure of location, abduction, and identify theft.  Harms at the 
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organizational level include exposure of internal operations, physical security, and 

damage to reputation.  Through the development of improved SETA programs that 

address the findings of this study, K-12 IT security program managers may make the 

organization and community safer and less vulnerable to information security threats.  

This in turn effects social change through more secure communities and increased 

freedoms and privacy for individuals (DHS Privacy Office and the Office for Civil Rights 

and Civil Liberties, 2015). 

Recommendations for Action 

The education sector has been shown to be at high levels of information security 

risk due to poor habits, practices, and motivation (Chou & Chou, 2016).  This study 

applied TPB in order to identify human behavior factors in K-12 organizations that drive 

intentions for information security compliance.  Study findings show SN as a significant 

factor.  Consideration of this factor in improved SETA programs by IT security program 

managers may result in a more secure organization, improved privacy for employees and 

students, and increased community protections.  Providing this report and results from 

this study to the IT department of Bigg County Public Schools with the following 

recommendations will occur with these goals in mind. 

The first recommendation is that the IT department of Bigg County Public 

Schools provides the findings of this study to their IT security program manager(s).  The 

purpose of sharing this information with these individuals is to inform them of discovered 

human factors that drive intentions to comply with information security policies in that 

organization.  The dissemination of these findings may occur through providing this 
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report directly, a revised summary document developed by the organization that includes 

these findings with other organizational security goals, or through visual and oral 

presentation in live meeting scenarios in line with the normal operations of the 

organization.   

The study findings show that SN is significant in determining individuals’ 

intention to follow information security policy.  The second recommendation is that the 

IT security program manager(s) consider this finding when developing improved SETA 

programs.  These improvements should include discovering formal and informal 

communications paths in the organization that shape the normative beliefs of the 

individuals and result in the forming of SN.  SETA programs should then be created that 

properly expose the true thoughts of individuals regarding information security 

compliance to the broader target audience in a manner than properly sets intention and 

expectation for information security policy compliance.   

The third recommendation is to improve SETA campaigns to convey the desired 

understanding of information security vulnerabilities and protective actions into the 

organizational communications processes.  This may be through formal training as well 

as awareness programs communicated via electronic and print media.  Reinforcement of 

such programs should include technical training that enables and empowers individuals to 

take corrective and protective information security actions.  This recommendation 

addresses the ATT and PBC aspects of the TPB model, which although not identified as 

individually significant in the study, are still relevant and important in the TPB model 

and driving information security compliance intention.  
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Recommendations for Further Study 

The limitations of this study provide a basis for recommendations for further 

study.  The first limitation identified was the potential for differentiation in the level of 

SETA exposure for the study participants possibly skewing understanding of information 

security related questions or holding a better understanding of information security 

issues.  Future study could investigate the level of SETA exposure of the end user and/or 

assess information security compliance intention based on categorical SETA-exposed 

group membership. 

This study applied the single theoretical model of TPB.  The limitation is that 

other factors not part of the TPB model could be affecting information security 

compliance intention.  Identification of these factors may not occur in a study under the 

confines of a single theory.  Two separate approaches are available for future study to 

address this limitation.  One approach would be to apply a differing theory with differing 

independent variables/factors.  Another approach would be to apply a qualitative 

methodology, as opposed to the quantitative methodology of this study, in order to 

explore the environment in a manner as to expose and identify motivational factors for 

information security compliance intention. 

Other methodological limitations are present in this study in terms of time line 

and data collection.  The cross-sectional nature of this study gives a limited snapshot of 

conditions at a single point in time.  Thoughts and opinions regarding information 

security can change over time (Crossler et al., 2013), and a longitudinal study may more 

accurately identify information security compliance motivational factors.  When 
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considering data collection, self-reported data has the potential to provide socially 

desirable answers.  A more accurate method of data collection may be observation of 

actual behavior as opposed to measuring intention.  An alternative method of data 

gathering such as live interviews may also provide differing insight if performed in line 

with the methodological approach of an overall exploratory study. 

Limitations existed in this study in terms of population in that it was limited to K-

12 school administrators.  The findings of this study may not be generalizable to other 

populations in other school systems, corporations, or organizations.  The stated 

expectation in the study proposal was that this study would provide statistical 

generalizability to the K-12 administration population.  Groups other than those studied 

may hold differing information security thoughts, beliefs, and motivations.   

Differing types of computer end users exist in the K-12 environment including 

other faculty, staff, and students.  I acknowledged in the study that results may not be 

generalizable to the entire population of K-12 computer end users.  K-12 administrators, 

faculty, and staff do have similar computer use cases as they have largely independent 

and unencumbered usage of technology, have exposure to the same or similar 

information security policies, are under indirect supervision, and are largely the target of 

SETA programs developed by information security program managers.  Based on this, 

some generalization is possible. 

Generalizability of information systems research can happen at four different 

levels:  Generalizing from data to description, generalizing from description to theory, 

generalizing theory to description, and generalizing from concepts to theory (Lee & 
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Baskerville, 2003).  In this study, generalization from data to description is possible as 

the findings from the study sample could generalize to the unstudied population of K-12 

faculty and staff due to the similarity in computer use case.   

The computer use case for K-12 students is different as they use computers under 

limited access, strict direction, and direct supervision.  There is also an expectation that 

the measures for the independent variables of TPB may be different for an adolescent 

student population.  This is in line with Ajzen’s (2002) expectation of measures to differ 

between populations when applying TPB.  This group may be the target of some SETA 

programs, but exposure is not directly from the information security program managers 

but passed down through K-12 administrators and faculty.  It is possible for the results of 

this study to generalize from description to theory for the student group (Lee & 

Baskerville, 2003).  This suggests that the study findings support the application of the 

chosen theory (TPB) to this population.  However, this would require empirical 

validation.  Further detailed discussion of these points occurs in the “Participants,” 

“Population and Sampling,” and “Study Validity” sections of this paper.  Future study 

could focus on another population in a K-12 school system or another organization 

entirely.  The size of the school system studied is also atypical, and a study of more 

commonly sized systems could be beneficial. 

A different approach to data analysis could also be beneficial.  This study applied 

multiple linear regression and logistic regression to the variables of TPB.  Other analysis 

approaches such as structural equation modeling (SEM) may provide greater insight to 
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which measurement indicators are more significant in describing the independent 

variables providing a more granular view into the theoretical model.   

Lastly, the information security literature provides a wide range of information 

security compliance research suggestions loosely related to this study.  Suggestions exist 

such as investigating information security culture in the organization, personality traits 

that drive compliance, and organizational factors that may influence information security.  

The “Aspects for Further Research Cited in Extant Literature” section of the literature 

review provides additional details on these topics. 

Reflections 

This study provided some interesting results and insights for myself as the 

researcher.  Having worked in the research environment, I had observed various attitudes 

and actions of end users in relation to information security.  This bias is one of the major 

factors that drove toward a quantitative study approach as to discover accurate results not 

influenced by my own preconceptions.  Regarding the study results, there was a greater 

expectation that ATT would have a significantly high influence on information security 

compliance based on my observations and the existing literature.  The results of the study 

showing this variable to be insignificant was an intriguing finding and changed my 

thoughts on the strength of this driver in the environment.   

There was an expectation of finding SN significant based on direct observations 

in the environment.  Individuals often cited following the actions and opinions of others 

in the organization as justification for their own individual actions.  Finding PBC 

insignificant was also not surprising as I had a perception that the organization had 
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already done well at technical training and empowering the end users to make 

information security related decisions and take appropriate actions.  As a result, this 

variable is not an intention driver in the environment.  Neither the findings for SN or 

PCB changed my perceptions for these motivators. 

The response to the study by the organization and participants was positive and 

greater than expected.  Information security can be a sensitive subject area and often such 

studies experience a low response rate.  This was not the case in this study.  The 

participants were eager and active, providing for a 23.3% response rate.  The high level 

of support for doctoral studies (as many of those surveyed have or are pursing such 

degrees), holding such degrees in high regard, and support for the pursuit of education in 

general in the environment may attribute to the positive response. 

I do not think my involvement or the act of performing the study had any direct 

effect on the study population or organization.  However, I do believe the results of the 

study will have an effect for both.  If the organization gives consideration for the results 

and recommendations, I do believe the study organization can become a more secure 

environment and the study population will gain from policies that both protect individuals 

and the organization as well as support accomplishing the goals and objectives of the 

organization.  I also believe this could result in social change through the improvement of 

privacy and freedom for individuals and a safer, more secure community. 

Summary and Study Conclusions 

The education sector is at high risk for information security breaches 

(Misenheimer, 2014; Okpamen, 2013; Pardo & Siemens, 2014; Romanosky et al., 2014) 
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and in need of improved security practices (Chou & Chou, 2016).  Achieving information 

security cannot be through technical means alone (Ahmad et al., 2014; Da Veiga & 

Martins, 2015a; Flores et al., 2014; Safa et al., 2016).  Addressing the human factor is 

required as it is the weakest link in the information security chain (Cox, 2012; Ifinedo, 

2012).  SETA is an effect method of addressing human information security behavior 

(Ahlan et al., 2015; Safa et al., 2015).  Applying sociobehavioral theories to information 

security research provides information to aid IT security program managers in developing 

improved SETA programs (Lebek et al., 2014).   

This study showed TPB to be an effective model for predicting intention to 

comply with information security policies.  SN was a significant predictor of intention in 

the TPB model and addressing this factor may improve SETA programs.  The TPB 

constructs of ATT and PBC did not show significant in this study.  However, they are 

still part of the predictive model and including them should occur during SETA 

development and improvement.  The application of improved SETA programs that 

incorporate the findings and recommendations of this study could lead to a more secure 

school system.  A more secure school system may contribute to greater information and 

security protection for employees, students, and the community. 
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Appendix B: Research Instrument Questions 

Questions Measuring Attitude Construct 

Attitude factor being measured:  Organizational narcissism 

Questions with an asterisk (*) denote narcissistic response. 

1. When people compliment me I sometimes get embarrassed 

I know that I am good because everybody keeps telling me so* 

2. I prefer to blend in with the crowd 

I like to be the center of attention* 

3. I think I am a special person* 

I am no better nor worse than most people 

4. I don’t mind following orders 

I like having authority over people* 

5. I find it easy to manipulate people* 

I don’t like it when I find myself manipulating people 

6. I insist upon getting the respect that is due me* 

I usually get the respect that I deserve 

7. I am apt to show off if I get the chance* 

I try not to be a show off 

8. Sometimes I am not sure of what I am doing 

I always know what I am doing* 

9. Sometimes I tell good stories 

Everybody likes to hear my stories* 
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10. I like to do things for other people 

I expect a great deal from other people* 

11. It makes me uncomfortable to be the center of attention 

I really like to be the center of attention* 

12. Being an authority doesn’t mean that much to me 

People always seem to recognize my authority* 

13. I hope I am going to be successful 

I am going to be a great person* 

14. I can make anybody believe anything I want them to* 

People sometimes believe what I tell them 

15. There is a lot that I can learn from other people 

I am more capable than other people* 

16. I am an extraordinary person* 

I am much like everybody else 

(Ames et al., 2006) 

Attitude factor being measured:  Perceived vulnerability 

17. The likelihood of a computer or information security incident occurring to me is: 

Response choices:  Unlikely, Somewhat unlikely, Neither likely nor unlikely, 

Somewhat likely, Likely (Cox, 2012) 

Attitude factor being measured:  Perceived severity 

18. Threats to the security of my sensitive information at work are: 
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Response choices:  Harmless, Somewhat harmless, Neither harmless nor severe, 

Somewhat severe, Severe  (Cox, 2012) 

Attitude factor being measured:  Reward 

19. Could you and/or your co-workers receive any potential rewards by not following 

the organization’s computer and information security rules? (Cox, 2012; Posey et 

al., 2014; Siponen et al., 2014) 

Response choices:  Unlikely, Somewhat unlikely, Neither likely nor unlikely, 

Somewhat likely, Likely 

Questions Measuring Subjective Norm Construct 

Subjective norm factor being measured:  Normative beliefs 

20. My co-workers follow the organization’s computer and information security 

rules: 

Response choices:  Agree, Somewhat agree, Neither agree nor disagree, 

Somewhat disagree,  Disagree  (Cox, 2012) 

21. Those important to me at work follow the organization’s computer and 

information security rules: 

Response choices:  Agree, Somewhat agree, Neither agree nor disagree, 

Somewhat disagree, Disagree  (Cox, 2012) 

22. Those important to me at work think that I should follow the organization’s 

computer and information security rules: 

Response choices:  Agree, Somewhat agree, Neither agree nor disagree, 

Somewhat disagree, Disagree  (Cox, 2012) 
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Questions Measuring Perceived Behavioral Control Construct 

Perceived behavioral control factor being measured:  Locus of control 

23. The primary responsibility for protecting my sensitive information at work 

belongs to: 

Response choices:  My employer, Mostly my employer, Both myself and my 

Employer, Mostly myself, Myself  (Cox, 2012) 

Perceived behavioral control factor being measured:  Self-efficacy 

24. I have the necessary skills to protect myself from computer and information 

security violations: 

Response choices:  Agree, Somewhat agree, Neither agree nor disagree, 

Somewhat disagree,  Disagree  (Cox, 2012) 

Questions Measuring Intention Dependent Variable 

25. I intend to follow the organization’s computer and information security rules: 

Response choices:  Agree, Somewhat agree, Neither agree nor disagree, 

Somewhat disagree,  Disagree  (Cox, 2012) 

26. I try to follow the organization’s computer and information security rules: 

Response choices:  Agree, Somewhat agree, Neither agree nor disagree, 

Somewhat disagree,  Disagree  (Cox, 2012) 

27. In the future, I plan to follow the organization’s computer and information 

security rules: 

Response choices:  Agree, Somewhat agree, Neither agree nor disagree, 

Somewhat disagree,  Disagree  (Cox, 2012) 
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Demographic/Qualification Questions 

28. Are you currently employed in the role of principal, associate principal, or 

assistant principal? 

Response choices:  Yes, No 

29. Are you over the age of 18? 

Response choices:  Yes, No 

30. Please select your age category: 

Response choices:  24 years or younger, 25 to 34 years, 35 to 44 years, 45 to 54 

years, 55 years or older 

31. What is your gender? 

Response choices:  Male, Female 

32. How many years have you been with your current organization? 

Response choices:  Less than 1 year, Between 1 and 5 years, Between 6 and 10 

years, Between 11 and 15 years, More than 15 years 

33. Do you use a computer for your job? 

Response choices:  Yes, No 

34. Does your organization have policies or procedures about computer security and 

protecting organizational information? 

Response choices:  Yes, No, I don’t know 
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Appendix D: Reference Counts by Year and Source 

Table D1 

 

Reference Counts for Literature Review  

Year Source Count 

2017   

 Peer-reviewed journal 1 

2016   

 Peer-reviewed journal 24 

2015   

 Peer-reviewed journal 30 

 Conference proceeding 2 

 Government publication 1 

 Industry report 2 

2014   

 Peer-reviewed journal 38 

 Conference proceeding 2 

2013   

 Peer-reviewed journal 37 

 Non peer review journal 2 

 Industry report 1 

2012   

 Peer-reviewed journal 6 

2009   

 Peer-reviewed journal 1 

2008   

 Peer-reviewed journal 1 

2007   

 Peer-reviewed journal 1 

2003   

 Government publication 1 

2002   

 Peer-reviewed journal 1 

2001   

 Peer-reviewed journal 2 

1991   

 Peer-reviewed journal 2 

1985   

 Book 1 

1975   

 Book 1 
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Table D2 

 

Reference Counts for Complete Study 

Year Source Count 

2017   

 Peer-reviewed journal 13 

 Book 1 

2016   

 Peer-reviewed journal 38 

 Book 1 

 Industry report 1 

2015   

 Peer-reviewed journal 48 

 Non-peer review journal 1 

 Conference proceeding 2 

 Government publication 2 

 Industry report 3 

 Software 1 

2014   

 Peer-reviewed journal 72 

 Conference proceeding 2 

 Industry report 1 

 Non-peer review journal 1 

 Book 1 

2013   

 Peer-reviewed journal 66 

 Non-peer review journal 2 

 Industry report 1 

 Government publication 1 

2012   

 Peer-reviewed journal 8 

2011   

 Peer-reviewed journal 1 

2009   

 Peer-reviewed journal 2 

2008   

 Peer-reviewed journal 1 

2007   

 Peer-reviewed journal 1 

2006   

 Peer-reviewed journal 1 

   

  (table continues) 
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Year Source Count 

2003   

 Government publication 1 

 Peer-reviewed journal 1 

2002   

 Peer-reviewed journal 1 

2001   

 Peer-reviewed journal 2 

2000   

 Peer-reviewed journal 1 

1991   

 Peer-reviewed journal 2 

1987   

 Peer-reviewed journal 2 

1985   

 Book 1 

1979   

 Peer-reviewed journal 1 

1975   

 Book 1 
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