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ABSTRACT

Optimal triangulation of Bayesian networks

for e�cient inference

by

Chao Li

Doctor of Philosophy in Engineering

The University of Electro-Communications

Chairperson: Professor Maomi Ueno

Bayesian networks are widely used probabilistic graphical models that provide

a compact representation of joint probability distributions over a set of variables. A

common inference task in Bayesian networks is to compute the posterior marginal

distributions for the unobserved variables given some evidence variables that we

have already observed. However, the inference problem is known to be NP-hard

and this complexity of inference limits the usage of Bayesian networks. Many

attempts to improve the inference algorithm have been made in the past two

decades. Currently, the junction tree algorithm is among the most prominent

exact inference algorithms. To perform e�cient inference on a Bayesian network

using the junction tree algorithm, it is necessary to find a triangulation of the

moral graph of the Bayesian network such that the total table size is small. In

this context, the total table size is used to measure the computational complexity

of the junction tree inference algorithm. This thesis focuses on exact algorithms

for finding a triangulation that minimizes the total table size for a given Bayesian

network.

For optimal triangulation, Ottosen and Vomlel have proposed a depth-first

search (DFS) algorithm. They also introduced several techniques to improve the
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DFS algorithm, including dynamic clique maintenance and coalescing map prun-

ing. Nevertheless, the e�ciency and scalability of their algorithm leave much room

for improvement. First, the dynamic clique maintenance allows the recomputation

of some cliques. Second, for a Bayesian network with n variables, the DFS al-

gorithm runs in O⇤(n!) time because it explores a search space of all elimination

orders. To mitigate these problems, an extended depth-first search (EDFS) algo-

rithm is proposed in this thesis. The new EDFS algorithm introduces two tech-

niques: (1) a new dynamic clique maintenance algorithm that computes only those

cliques that contain a new edge, and (2) a new pruning rule, called pivot clique

pruning. The new dynamic clique maintenance algorithm explores a smaller search

space and runs faster than the Ottosen and Vomlel approach. This improvement

can decrease the overhead cost of the DFS algorithm, and the pivot clique pruning

reduces the size of the search space by a factor of O(n2). Our empirical results

show that our proposed algorithm finds an optimal triangulation markedly faster

than the state-of-the-art algorithm does.
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Chapter 1

Introduction

1.1 Motivation

Bayesian networks are graphical models that encode probabilistic relations among

several variables [Pearl, 1988]. A Bayesian network is a directed acyclic graph in

which vertices represent random variables and the arcs (or lack of them) repre-

sent the direct dependence (or conditional independence) relations between the

variables. Each network variable is associated with a conditional probability ta-

ble conditioning on its parent variables, which quantifies the relation between the

variable and its parents. Overall, a Bayesian network provides a compact repre-

sentation of joint probability distributions over the network variables.

An extremely common inference task in Bayesian networks is to compute the

posterior marginal distributions for the unobserved variables given some evidence

variables that we have already observed. However, exact computation of posterior

marginal distributions in a Bayesian network is known to be NP-hard [Cooper,

1990] and even an approximation of them is computationally intractable in the

general case [Roth, 1996]. Consequently, the inference algorithm has a network

size limitation that hinders the more widespread application of Bayesian networks.

Many attempts to improve the inference algorithm have been made in the past two

1



2 Introduction

decades. The junction tree algorithm [Lauritzen and Spiegelhalter, 1988; Jensen

et al., 1990; Shenoy and Shafer, 1990] is currently among the most prominent ex-

act inference algorithms. In that algorithm, a Bayesian network is first converted

into a special data structure called a junction tree, and then belief is propagated

on the tree. A junction tree can be formed if and only if the moral graph of the

Bayesian network is a chordal graph, also known as a triangulated graph. If the

graph is not chordal, then extra edges should be added to it until it becomes so.

The process of adding edges to a graph in order to make it chordal is called “tri-

angulation” in the Bayesian networks field. In general, a Bayesian network allows

several di↵erent triangulations, and the triangulation will a↵ect the structure of

the junction tree and the performance of subsequent belief propagation on that

tree. Hence, to enable e�cient inference on a Bayesian network using the junc-

tion tree algorithm, this study aims to find a triangulation of the moral graph of

the Bayesian network such that the total table size is minimized [Kjaerul↵, 1990;

Nielsen and Jensen, 2007]. In this context, the total table size is used to measure

the computational complexity of the junction tree inference algorithm. Unfortu-

nately, finding a triangulation with the minimum total table size is known to be

NP-hard [Wen, 1990]. Due to this complexity, early research in this direction fo-

cused mainly on developing approximation algorithms, such as greedy heuristics

[Kjaerul↵, 1990; Wen, 1990]. Heuristic approaches are useful for triangulation of

large-scale Bayesian networks, for which finding an optimal triangulation is infeasi-

ble; however, these approximation methods are not guaranteed to find an optimal

triangulation. Finding an optimal triangulation requires additional computational

time, but once the junction tree of a Bayesian network has been constructed, e�-

cient probabilistic inference can be performed on the same junction tree to process

any evidence [Madsen and Jensen, 1999; Darwiche, 2009]. Therefore, an optimal

triangulation can be found o↵-line and saved for use in inference algorithms. An

additional reason to find an optimal triangulation is that performing inference on
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Bayesian network systems with real-time computing constraints (including in real-

time systems [Musliner et al., 1995] and embedded systems [Ramos and Cozman,

2005]) requires an optimal triangulation to minimize the inference time. Therefore,

this thesis focuses especially on algorithms for optimal triangulation of Bayesian

networks.

In order to construct an e�cient junction tree, previous triangulation algo-

rithms have used depth-first search [Gogate and Dechter, 2004], branch and bound

[Bachoore and Bodlaender, 2006], best-first search [Dow and Korf, 2007] and dy-

namic programming [Bodlaender et al., 2012]. Instead of using the total table size

as a measure, these methods have employed the treewidth criterion. The treewidth

of a chordal graph is the size of the maximum clique minus one, and the treewidth

criterion requires finding a chordal graph that has minimum treewidth. A junction

tree is constructed by connecting the (maximal) cliques of a chordal graph. The

complexity of belief propagation for a clique is proportional to the table size of

the clique, which is the size of the joint state space of the variables represented

by the vertices in the clique. The total computational cost of belief propagation is

proportional to the total table size of the junction tree. For example, when we have

a Bayesian network in which all variables have at most c states, the running time

of the belief propagation using a junction tree with m cliques and treewidth k is of

order O(ck ·m). However, in practice, the statistical variables in a Bayesian net-

work might have di↵erent numbers of states, and so a triangulation with minimum

treewidth might not be optimal for this algorithm. Thus, the weighted treewidth is

employed for triangulation algorithms, where the weighted treewidth of a chordal

graph is the maximum table size required for any clique. Given a junction tree

with m cliques and weighted treewidth w, the running time of a belief propagation

is of order O(w · m). Taking advantage of considering the di↵erent number of

states over variables, the weighted treewidth criterion can obtain a better bound

for inference time than the treewidth criterion. Several triangulation algorithms
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that minimize the weighted treewidth have been proposed previously [Bachoore

and Bodlaender, 2007; van den Eijkhof et al., 2007]. Nevertheless, when cliques

are not almost all equal in table size (or, equivalently, weighted clique size), the

time bound for the inference algorithm is loose. Finally, the total table size is

the sum of all weighted clique sizes, and the total table size is proportional to the

running time of junction tree inference. Of all these optimality criteria, the total

table size yields the most exact bound for the time requirement of probabilistic

inference [Lauritzen and Spiegelhalter, 1988; Wen, 1990; Nielsen and Jensen, 2007].

Therefore, for e�cient inference on a Bayesian network, a triangulation is optimal

when it has the minimum total table size.

A triangulation can be found by an elimination algorithm known as the Elim-

ination Game, proposed by Parter [1961]. In this algorithm, a chordal graph is

obtained by eliminating all vertices from a graph according to a linear ordering of

the vertices of the graph (called the elimination order). Ottosen and Vomlel [2012]

have shown that the optimal triangulation problem can be formulated as a problem

to find an elimination order such that the chordal graph obtained according to the

order has the minimum total table size. Employing this formulation, Ottosen and

Vomlel investigated depth-first search and best-first search algorithms for explor-

ing the search space of all elimination orders [Ottosen and Vomlel, 2012]. They

claimed that depth-first search uses less memory than best-first search. More-

over, they demonstrated that the two methods have almost equal run times in

computational experiments: that is, the best-first search, which theoretically has

better order, does not necessarily run faster than the depth-first search in prac-

tice because, although the depth-first search expands more search nodes than the

best-first search does, the best-first search has the heavy overhead of maintaining

a priority queue. (To avoid confusion, in this paper, “vertex” is used exclusively

in the context of the graph being triangulated and “node” is used exclusively in

reference to the search space of the optimal triangulation algorithm.) This thesis
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focuses mainly on improvements to depth-first search algorithms for optimal trian-

gulation. In the depth-first search algorithm, in order to employ branch and bound

for pruning, it is necessary to compute the total table size of each node, which is

a lower bound for the node. To compute this quantity, we need to know the set of

cliques of the graph to which each node belongs. A simple method for computing

this is to run the Bron–Kerbosch (BK) algorithm [Cazals and Karande, 2008] for

each node of the graph; however, the complexity of the BK algorithm is exponen-

tial in the number of vertices of the graph [Tomita et al., 2006]. To resolve this

problem, Ottosen and Vomlel proposed a dynamic clique maintenance algorithm

[Ottosen and Vomlel, 2012] that runs the BK algorithm on a smaller subgraph in

which all the new cliques can be found and all known cliques within the subgraph

are removed. This dynamic clique maintenance reduced the overhead cost of each

node and made the optimal triangulation algorithm faster. To reduce the search

space, Ottosen and Vomlel also introduced the simplicial vertex rule [Bodlaender

et al., 2005; van den Eijkhof et al., 2007] and coalescing map pruning [Dow and

Korf, 2007; Darwiche, 2009]. Nevertheless, the depth-first search algorithm pro-

posed by Ottosen and Vomlel has the following two performance problems. First,

the dynamic clique maintenance algorithm allows recomputing some cliques. The

computational cost of the method increases with the number of duplicate compu-

tations. In the elimination process for triangulating a graph, it is well known that

a new added edge cannot connect to a vertex that has been eliminated. From this

observation, Li and Ueno [Li and Ueno, 2012] proposed an improved dynamic clique

maintenance algorithm. The Li and Ueno method reduced the search space of the

BK algorithm by removing eliminated vertices from the subgraph explored during

the Ottosen and Vomlel method. However, this method still computes many dupli-

cate cliques. Second, the depth-first search algorithm explores a search space of size

n!, where n is the number of variables in the Bayesian network, because it explores

the search space containing all elimination orders. It is known that some di↵erent
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elimination orders induce identical triangulations. Consequently, the depth-first

search algorithm might explore a large number of equivalent elimination orders.

1.2 Contributions

An extended depth-first search algorithm for the optimal triangulation of Bayesian

networks is proposed. This algorithm improves the Ottosen and Vomlel method

in two ways.

1. It reduces the overhead cost of each node, and

2. it reduces the size of the search space by a factor of O(n2).

To reduce the overhead cost, this study proposes a new dynamic clique mainte-

nance algorithm. When new edges are inserted in a graph during triangulation

process, we need to update the stored cliques to be those of the new graph. Any

new clique in the updated graph contains at least one new edge, and employing

this observation in our method allows not recomputing those cliques that do not

contain a new edge. Next, the proposed method runs the BK algorithm on the sub-

graph that contains only the vertices connected by new edges and all neighboring

vertices of new edges. The proposed method, therefore, explores an even smaller

subgraph than the one that the Ottosen and Vomlel method explores. Since the

computational cost of dynamic clique maintenance is inherent in expanding each

node, improving dynamic clique maintenance can decrease the overhead of each

node. To reduce the size of the search space, a novel pruning rule, called pivot

clique pruning, is introduced. The initial search space of the optimal triangula-

tion algorithm includes all elimination orders; pivot clique pruning removes a large

number of equivalent elimination orders from this search space. In a theoretical

analysis, this paper shows that the pruning method reduces the size of the search

space by a factor of O(n2). Our empirical results show that the proposed depth-
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first search algorithm represents a remarkable improvement over the Ottosen and

Vomlel algorithm.

1.3 Overview of the rest of the thesis

The rest of this thesis is organized as follows. Chapter 2 introduces the junction

tree inference algorithm and motivates optimal triangulation algorithms. We also

show that a recently proposed optimal triangulation algorithm has duplicate com-

putation, whereas the algorithms in chapters 3 and 4 can mitigate this problem.

Chapter 3 proposes a new dynamic clique maintenance algorithm and evaluates

the proposed method against the state-of-the-art method. The empirical results

show that the new algorithm reduces the number of duplicate cliques computed

during the triangulation process and remarkably improves the running time of the

depth-first search algorithm.

Chapter 4 proposes pivot clique pruning. We first introduce the concept of

equivalent elimination orders and then employ this observation to formalize the

idea of pivot clique pruning. We also discuss the pivot clique choice heuristic and

show how pivot clique pruning reduces the size of the search space by a factor of

O(n2).

Chapter 5 gives final conclusions and presents plans for additional research in

the future.



Chapter 2

Triangulation of Bayesian

networks

2.1 Background

A Bayesian network is a directed acyclic graph (DAG) in which the set of vertices

corresponds to a set of (discrete) random variables X = {x1, x2, . . . , xn

}, and the

arcs represent direct dependency relations between the variables. For example,

Figure 2.1 shows the classical Asia Bayesian network [Jensen et al., 1990]. More

precisely, each variable x
i

in X is represented as a vertex in the DAG and is

associated with a conditional probability table (CPT), P (x
i

| PA
i

), where PA
i

denotes the parents of x
i

in the DAG. Given a variable x
i

in a DAG G, the

parents of x
i

in G are defined to be the set of variables with an arc to x
i

. The

product of CPTs in a Bayesian network gives the joint probability distribution of

variables in the Bayesian network, with

P (X) = P (x1, x2, . . . , xn

) =
nY

i=1

P (x
i

| PA
i

), (2.1)

where n is the number of variables in the Bayesian network.

When an inference task is performed on a Bayesian network, we typically com-

8
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Figure 2.1: The Asia Bayesian network

pute the posterior marginal distributions for the unobserved variables given some

evidence variables that we have already observed. However, computing the poste-

rior marginal distributions is known to be NP-hard. Currently, the most e�cient

algorithm used for computing this distribution is the junction tree algorithm. The

junction tree algorithm uses two processes: compilation and propagation. The

compilation part of the method consists of the following steps:

1. moralize the Bayesian network graph, see Figure 2.2;

2. triangulate the moralized graph (i.e., add extra edges such that every cycle

of length greater than three has a chord), see Figure 2.3a;

3. identify all maximal cliques of the chordal graph (a clique is defined as a

subset of vertices of an undirected graph such that every two distinct vertices

in the vertex subset are adjacent);

4. construct a junction tree over these cliques, see Fig. 2.3b.

A junction tree over the cliques is characterized by the junction tree property:

given two cliques in the junction tree, C
i

and C
j

, every node on the path between
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Figure 2.2: Moralizing the Bayesian network graph: (a) connect the vertices with

common children and (b) drop the directions of directed edges.

Figure 2.3: (a) Add edges to make the moral graph chordal and (b) construct a

junction tree by connecting the cliques of the chordal graph.
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them contains their intersection (C
i

\ C
j

). In the compilation part, steps 1 and 3

are deterministic but steps 2 and 4 raise optimization problems. For step 2, we will

discuss the optimal triangulation problem in detail in the next section. This thesis

focuses on the optimal triangulation algorithms. For step 4, Jensen [Jensen and

Jensen, 1994] has proposed an algorithm for optimal junction tree construction.

Before we discuss belief propagation, we must first introduce its central com-

ponent: the potential. A potential � is a function over a set of variables, mapping

each instantiation of these variables to a non-negative number. Two potentials can

be multiplied and divided. The marginalization operation is also well defined for

a potential. A good introduction to these concepts can be found in [Nielsen and

Jensen, 2007].

The propagation part of the method consists of the following steps:

1. giving all links in the junction tree a label consisting of the intersection of

the neighboring cliques (these labels are called separators, see Figure 2.4a);

2. forming a potential �
i

for each clique C
i

, using the CPTs of the Bayesian

network and attaching a potential �
ij

for each separator with all values ini-

tialized to one; and

3. letting the nodes communicate via the separators. For example, in Fig-

ure 2.4b, sending a message from clique C
i

to C
j

with separator S
ij

does

the following. It computes a new potential �0
ij

 P
Ci\Sij

�
i

. It computes a

message for node j : M
ij

= �0
ij

/�
ij

and multiplies the potential at node j by

the computed message: �
j

 �
j

M
ij

. Finally, it replaces the potential �
ij

on

the separator with �0
ij

.

Belief propagation begins by choosing an arbitrary clique as the root, from

which the propagation is initiated. Message passing starts from the leaves and is

divided into two stages. When a clique receives messages from all its neighbors ex-

cept one that lies toward the root, it is allowed to send a message toward the root.
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Figure 2.4: (a) Junction tree and (b) an illustration of message passing

This continues until the root clique has received messages from all its neighbors.

This procedure is called COLLECT-EVIDENCE. Then, the root clique sends mes-

sages to all its neighbors. When a clique receives messages from all its neighbors,

it sends a message toward the leaves until all leaves have received a message. This

procedure is called DISTRIBUTE-EVIDENCE. After these two rounds of message

passing, each clique potential of the junction tree holds the marginal probability

distribution for the variables belonging to it.

Given a junction tree with m cliques and assuming only binary variables, per-

forming probabilistic inference on the tree needs to calculate
P

m

i=1 2
mi parameters,

where m
i

denotes the number of variables in the ith clique. The number
P

m

i=1 2
mi

is known as the total table size (or total clique tree size [Mengshoel, 2010] or total

state space size [Kjaerul↵, 1990]), and is an estimation of the time complexity of

the junction tree algorithm. We will give a formal definition of total table size

in the next section. A Bayesian network allows several di↵erent triangulations,

yielding di↵erent sets of cliques. The time complexity of belief propagation heav-

ily depends on the total table size of the chordal graph. Therefore, it is necessary

to find an optimal total table size triangulation for e�cient inference.
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2.2 The triangulation problem

We first introduce some notation and definitions for the description of the triangu-

lation problem. Then we formulate the search space of the optimal triangulation

algorithm.

2.2.1 Notation and definitions

Let G = (V,E) be an undirected graph with vertex set V and edge set E, V(G)

denotes the vertex set of G and E(G) denotes the edge set of G. For a set of

vertices W ✓ V , G[W ] = (W, {(v, w) 2 E | v, w 2 W}) is the subgraph of G

induced by W . For a set of edges F , V(F ) denotes the set of vertices {v, w|(v, w) 2
F}. Two vertices v and w in G = (V,E) are said to be adjacent if (v, w) 2 E.

The set of neighbors of v in graph G = (V,E) is denoted by N (v,G) = {w 2
V |(v, w) 2 E}). The family FA(U,G) of a set of vertices U ✓ V is defined as the

set (
S

u2U N (u,G)) [ U .

A graph G is complete if all pairs of vertices (u, v)(u 6= v) are adjacent in G.

A set W ✓ V of vertices is complete in G if G[W ] is a complete graph. If W is a

complete set and no complete set U exists such that W is a proper subset of U ,

then W is a clique. (Remark: Any complete set is called a clique in some of the

literature. In that case, what we have defined as a clique is called a maximal clique.)

The set of all cliques of graph G is denoted by C(G). Let G0 = (V,E[F )(F\E = ;)
be the graph obtained by adding a set F of new edges to G = (V,E). Then,

RC(G,G0) = C(G)\C(G0) denotes the set of removed cliques, and NC(G,G0) =

C(G0)\C(G) denotes the set of new cliques. For example, in Fig. 2.5, let G be the

graph on the left, and G0 be the graph obtained by adding a new edge (c, d) to G. In

this example, we can compute C(G) = {{a, b, c}, {b, d}, {d, e}, {c, e}} and C(G0) =

{{a, b, c}, {b, c, d}, {c, d, e}}. Then we have RC(G,G0) = {{b, d}, {d, e}, {c, e}} and

NC(G,G0) = {{b, c, d}, {c, d, e}}.
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Let G = (V,E) be an undirected graph with vertex set V that corresponds to

the variable set of a Bayesian network. The table size of a clique C in G is defined

as ts(C) =
Q

(v2C) |sp(v)|, where sp(v) denotes the state space of the network

variable corresponding to v. The total table size (tts) of a graph G is defined as

tts(G) =
P

C2C(G) ts(C).

Figure 2.5: Left: Initial graph G = (V,E). Right: Updated graph G0 obtained by

adding one edge (c, d) to G.

An undirected graph G is chordal if every cycle of length greater than three

has a chord, that is, an edge connecting two nonconsecutive vertices in the cycle.

Triangulation ofG = (V,E) is defined as adding a set of edges T such that T\E = ;
and graph H = (V,E [ T ) is chordal. For example, in Figure 2.5, the graph on

the left is not chordal because a chord-less cycle {b, c, e, d} exists. The graph on

the right is chordal, and the edge (c, d) produces a triangulation for the graph on

the left.

The elimination of a vertex v 2 V from graph G = (V,E) is the process of

adding necessary edges F to make the vertex set N (v,G) complete, and then re-

moving v and its incident edges from G. The edges F added during the elimination
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process are called fill-in edges. If F = ;, then v is called a simplicial vertex of G.

An elimination order for graph G = (V,E) is a bijection ⇡ : {1, 2, . . . , |V |} ! V

describing an order for eliminating all vertices from G, where ⇡(i) denotes the

ith vertex in the order ⇡. The elimination of vertices from graph G according to

order ⇡ induces a remaining graph sequence G⇡

1 , G
⇡

2 , . . . , G
⇡

n

, where graph G⇡

1 = G

and graph G⇡

i+1 is obtained by eliminating vertex ⇡(i) from graph G⇡

i

. Moreover,

the elimination process induces a sequence of fill-in edges F ⇡

1 , F
⇡

2 , . . . , F
⇡

n

, where

F ⇡

i

are the fill-in edges introduced when eliminating vertex ⇡(i) from G⇡

i

. Let T ⇡

denote the union of all the fill-in edges that result from eliminating all vertices

from graph G = (V,E) according to order ⇡ and let H⇡ = (V,E [ T ⇡) denote the

filled-in graph that results from adding edges T ⇡ to G. It is well known that T ⇡ is

a triangulation of G, and H⇡ is a chordal (or triangulated) graph [Golumbic, 2004].

The partially triangulated graph H⇡

i

for a graph G is defined as the graph that

results from adding fill-in edges F ⇡

1 , F
⇡

2 , . . . , F
⇡

i

to graph G. The final partially

triangulated graph H⇡

n

(also written as H⇡) is a chordal graph. Let ⌧ denote a

partial elimination order for graph G, which is a sequence of vertices for ordering

the elimination process. The partially triangulated graph H⌧ and the remaining

graph G⌧ are defined similarly.

Now, we present an example to demonstrate the process of eliminating vertices

from the moral graph of the Asia Bayesian network in Figure 2.6. Consider an

elimination order ⇡ starting with the sequence hD,Si. Because eliminating vertex

⇡(1) = D does not add any fill-in edges, F ⇡

1 is empty and D is a simplicial vertex.

This process induces two associated graphs: a partially triangulated graph H⇡

1

(see Figure 2.6(a)) and the remaining graph G⇡

2 (see Figure 2.6(b)). Then we

eliminate vertex ⇡(2) = S. Eliminating vertex S adds a fill-in edge (L,B), so

F ⇡

2 = {(L,B)}. This process also induces two associated graphs: the partially

triangulated graph H⇡

2 is shown in Figure 2.6(c) and the remaining graph G⇡

3 is

shown in Figure 2.6(d). If we continue to eliminate vertices until no vertex is left,
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Figure 2.6: An example of eliminating vertices from the moral graph of the Asia

network.
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the final partially triangulated graph H⇡ is a chordal graph that has no chord-less

cycles. Triangulation according to a particular elimination order is simple, but the

determination of an optimal elimination order is the most important step. In this

thesis, we try to find the order ⇡ for eliminating graph G that induces a chordal

graph H⇡ with the minimum total table size.

2.2.2 Search space of the optimal triangulation algorithm

To find an optimal triangulation of a Bayesian network, we can conduct a search

in the space of all elimination orders of the Bayesian network [Ottosen and Vomlel,

2012]. For this purpose, we generate a search graph that includes all elimination

orders of the Bayesian network. The search graph is a tree with root node cor-

responding to the initial search node and leaf nodes corresponding to all distinct

elimination orders. Figure 2.7 depicts the search space of the optimal triangu-

lation algorithm on a network graph with five vertices. In this search tree, each

non-leaf node is labeled using a partial elimination order ⌧ that is a sequence of

vertices for ordering the elimination process. We also associate the partially tri-

angulated graph H⌧ and the remaining graph G⌧ with each node for reasons of

computational convenience in the optimal triangulation algorithm. Each child of a

node ⌧ is generated by eliminating a vertex from its parent’s remaining graph G⌧

and appending that vertex to its parent’s partial elimination order ⌧ . By exploring

the search tree, we can find an elimination order that induces a chordal graph with

the minimum total table size.

2.3 Heuristic triangulation algorithms

In this section, we describe three common heuristic triangulation algorithms (min-

imum fill-in, minimum degree and minimum weight), which all greedily pick the

next vertex to eliminate based on a local score [Kjaerul↵, 1990; Wen, 1990; Dar-
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Figure 2.7: The search tree of the optimal triangulation algorithm for a network

graph with five vertices.

wiche, 2009]. These heuristics have shown that they can generate a reasonably

good upper bound on treewidth and, indirectly, can generate a small total table

size triangulation. Although these approximation methods are not guaranteed to

find a triangulation with minimum total table size, they generate an approxima-

tion in polynomial time with respect to the size of the graph and therefore can

be used for computing an upper bound for optimal triangulation methods. The

minimum fill-in algorithm greedily selects the next vertex to eliminate if the elim-

ination adds the minimum number of fill-in edges; the minimum degree algorithm

greedily selects the next vertex to eliminate if it has the minimum number of neigh-

boring vertices; the minimum weight algorithm greedily selects the next vertex to

eliminate if the product of weights of its neighbors is a minimum.
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2.4 The optimal triangulation algorithm

This section reviews the depth-first search optimal triangulation algorithm pre-

sented by Ottosen and Vomlel [Ottosen and Vomlel, 2012]. The naive depth-first

branch and bound algorithm for optimal triangulation operates as follows. First,

the algorithm initializes the upper bound (UB) on total table size (tts) with the

triangulation obtained by the minimum fill-in heuristic (MinFill). Next, it tra-

verses all search tree nodes in a depth-first manner. For each search tree node,

we calculate the tts of the partially triangulated graph corresponding to the node.

This quantity is a lower bound for the tts of the node because the tts of a graph

cannot be decreased by adding edges [Ottosen and Vomlel, 2012]. If we find a node

for which the tts is greater than the tts of UB, then we prune all the descendants

of the node. On the other hand, if we find a leaf node for which the tts is smaller

than UB, we update UB by replacing UB with the leaf node (including the chordal

graph and the tts of the node). The search continues until all nodes have been

explored. At completion, the algorithm finds an optimal order or, equivalently,

an optimal triangulation. It is noteworthy that the algorithm explores the search

space of all elimination orders.

In the depth-first search algorithm, we intend to use the tts upper bound for

pruning nodes that have a greater tts. Therefore, we need to compute the tts of

each node in the search tree. The tts of a node is easy to compute if we know the

cliques of the partially triangulated graph corresponding to the node. To compute

the tts of a node time-e�ciently, Ottosen and Vomlel associate the following with

each node t [Ottosen and Vomlel, 2012].

• t.⌧ : The ordered list of vertices representing the partial elimination order.

• t.H: The partially triangulated graph obtained by adding all fill-in edges

accumulated along the ⌧ to the original moral graph.
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• t.C: The set C(H) of cliques for H.

• t.tts: The total table size of graph H, which is a lower bound on the tts of

node t.

• t.R: The remaining graph, R = H[V \V(⌧)], where V(⌧) denotes the set of

vertices that lie in ⌧ .

To compute t.tts, we need to compute the set of cliques t.C first. For this purpose,

we can use a standard clique enumeration algorithm, such as the well-known Bron–

Kerbosch (BK) algorithm [Cazals and Karande, 2008]. Now, we present an example

to explain the lower bound and related computations.

Example 1. Figure 2.8 depicts the vertex elimination process according to the

leftmost path in Figure 2.7. The path corresponds to the sequential elimination of

vertices a and b. The root node r corresponds to the graph on the left in Figure 2.8

(initial graph), where no vertex has been eliminated. We can compute the cliques

of the root node’s graph r.C = {{a,b,c},{b,d},{d,e},{c,e}} using the BK algorithm.

In this case, the TTS (assuming all variables are binary) is 3 · 22 +23 = 20, which

is a lower estimate of the optimal TTS.

The successor node t of r (induced by elimination of vertex a) corresponds to

the middle-left graph in Figure 2.8. The partially triangulated graph t.H is the

same graph as the initial one. Therefore, we can derive t.tts = 20.

We generate the successor node t0 of t (corresponding to the elimination of

vertex a and then vertex b). The induced partially triangulated graph t0.H cor-

responds to the middle-right graph in Figure 2.8, which includes the fill-in edge

(c, d). Note that when we introduce fill-in edges in eliminating vertex b, we must

not add edge (a, d) because the vertex a has been eliminated and is not present

in the remaining graph, even though both a and d are neighbors of b in the par-

tially triangulated graph. Since graph t0.H is a chordal graph, it is not necessary
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Figure 2.8: An example of the vertex elimination process according to the elim-

ination order that starts with sequence ha, bi. Left: Initial graph. Middle left:

Partially triangulated graph corresponding to partial elimination order hai. Mid-

dle right: Partially triangulated graph corresponding to the partial elimination

order ha, bi. Right: Final chordal graph.

to generate any successor of t0. Finally, the cliques of the chordal graph are t0.C =

{{a,b,c},{b,c,d},{c,d,e}} and t0.tts is 3 · 23 = 24. In this example, we can see that

the TTS of a node is never higher than the TTS of its successor nodes. This key

property ensures the correctness of applying the branch and bound technique in the

optimal triangulation algorithm.

Unfortunately, the BK algorithm has a heavy computational cost. Because

eliminating one vertex changes only a small part of a partially triangulated graph,

performing the BK algorithm on the whole graph results in many redundant com-

putations. To tackle this problem, Ottosen and Vomlel [Ottosen and Vomlel, 2012]

proposed a more e�cient algorithm for computing the set of cliques in a dynamic

graph. We will explain this dynamic clique maintenance algorithm in Section 3.2.

However, the dynamic clique maintenance algorithm proposed by Ottosen and

Vomlel allows computing some duplicate cliques. To resolve this problem, we pro-

pose a new dynamic clique maintenance algorithm in Chapter 3.

For a Bayesian network with n variables, the depth-first search algorithm pre-

sented by Ottosen and Vomlel can be implemented in O⇤(2n) space and O⇤(n!)
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Algorithm 1 Depth-first search with coalescing and upper-bound pruning.
1: function TriangulationByDFS(G)

2: Let s = (G, C(G), tts(G), V )

3: EliminateSimplicial(s) . Simplicial vertex rule

4: if |V(s.R)|=0 then

5: return s

6: end if

7: Let best = MinFill(s) . Best path

8: Let map = ; . Coalescing map

9: ExpandNode(s, best,map) . Start recursive call return best

10: end function

11: procedure ExpandNode(t,&best,&map)

12: for all v 2 V(t.R) do

13: Let m = Copy(t)

14: EliminateVertex(m, v) . Update graph, cliques and tts

15: EliminateSimplicial(m) . Simplicial vertex rule

16: if |V(m.R)|=0 then

17: if m.tts < best.tts then

18: Set best = m

19: end if

20: else

21: if m.tts � best.tts then

22: continue . Branch and bound

23: end if

24: if map[m.R].tts  m.tts then

25: continue

26: end if

27: Set map[m.R] = m

28: ExpandNode(m, best,map)

29: end if

30: end for

31: end procedure
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time. Pseudocode for the Ottosen and Vomlel algorithm is outlined in Algorithm

1. The procedure EliminateVertex(m, v) eliminates vertex v from the remaining

graph of node m and simultaneously updates the set of cliques and the total ta-

ble size. To prune unnecessary search nodes further, Ottosen and Vomlel also

introduced the following pruning rules: (1) a graph reduction technique called

the simplicial vertex rule [Bodlaender et al., 2005; van den Eijkhof et al., 2007],

and (2) coalescing of nodes [Dow and Korf, 2007; Darwiche, 2009]. The pro-

cedure EliminateSimplicial(m, v) sequentially removes all simplicial vertices from

the remaining graph of node m. The coalescing map uses O⇤(2n) space to prune

unnecessary search nodes (see [Dow and Korf, 2007; Darwiche, 2009; Ottosen and

Vomlel, 2012] for details). Although the algorithm combined with the above prun-

ing techniques reduces the actual running time, it runs in O⇤(n!) time in the worst

case because it might explore the search space of all elimination orders, which has

size n!. It is known that some di↵erent elimination orders induce identical trian-

gulations. Consequently, the Ottosen and Vomlel algorithm might explore a large

number of equivalent elimination orders. In Section 4.2, we propose a pruning rule,

called pivot clique pruning, that removes a large number of superfluous elimination

orders from the search space.



Chapter 3

Dynamic clique maintenance

3.1 Introduction

In this section, we consider the problem of maintaining a set of cliques of a dynamic

undirected graph. A dynamic graph is defined as a graph in which the edges can

be removed and added, but the set of vertices is invariant. The dynamic clique

maintenance algorithm is a method to find all cliques of a dynamic graph. Let

G = (V,E) be a graph and G0 = (V,E [ F ) be the graph resulting by adding a

set of new edges F to G = (V,E). In particular, the dynamic clique maintenance

algorithm computes the set of cliques in G0 given that the set of cliques in G is

already known.

This study is motivated by the optimal triangulation of Bayesian networks with

respect to the total table size criterion using a best-first or depth-first search. This

requires a lower bound at each node on the total table size, for which we use the

total table size of the partially triangulated graph that is associated to the node.

In turn, this requires that we know all the cliques of each partially triangulated

graph in the triangulation process.

24
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3.2 Previous work on dynamic clique maintenance

Algorithm 2 Dynamic clique maintenance algorithm proposed by Ottosen and

Vomlel.
1: procedure CliqueUpdate(G, C(G), F )

2: Let G0
= (V,E [ F )

3: Let C(G0
) = C(G)

4: Let U = V(F )

5: for each clique C 2 C(G0
) do . Remove old cliques

6: if C \ U 6= ; then
7: Set C(G0

) = C(G0
) \ {C}

8: end if

9: end for

10: Let Cnew

= BKalgorithm(G0
[FA(U,G0

)])

11: for each clique C 2 Cnew

do . Add new cliques

12: if C \ U 6= ; then
13: Set C(G0

) = C(G0
) [ {C}

14: end if

15: end for

16: end procedure

To avoid searching for all cliques in the whole graph as the BK algorithm does,

Ottosen and Vomlel proposed a dynamic clique maintenance algorithm that runs

a clique enumeration algorithm on a smaller subgraph in which all the new cliques

can be found and all the existing cliques are removed [Ottosen and Vomlel, 2012].

This dynamic clique maintenance is presented in Algorithm 2, where G is the initial

graph, C(G) is the set of cliques of G, F signifies the fill-in edges, and G0 is derived

by adding F to G. BKalgorithm(G) returns a set of cliques of the graph G. The

dynamic clique maintenance algorithm is based on the following theorem.

Theorem 3.1 ([Ottosen and Vomlel, 2012]). Let G = (V,E) be an undirected
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Figure 3.1: A sequence of graphs corresponding to eliminating vertex D followed

by vertex S in an order that starts with hD,Si. (L,B) is the fill-in edge.

graph, and let G0 = (V,E [ F ) be the graph resulting from adding a set of new

edges F to G. Let U = V(F ), and let C(G0) be initialized with C(G). If the cliques

in G that intersect with U are removed from C(G0) and the cliques in G0[FA(U,G0)]

that intersect with U are added to C(G0), then C(G0) is the set of cliques of G0.

Next, we provide an example to illustrate Algorithm 2.

Example 2. Consider the Figure 3.1a. C(G) is the set of cliques of G, {{A, T},
{T, L,E}, {E,X}, {S, L}, {S,B}, {B,D,E}}. We add fill-in edges F = {(L,B)}
to graph G, resulting in new graph G0 (corresponding to the graph in Figure 3.1b).

The set U = {L,B}, and we let C(G0) be initialized with C(G).

First, we scan through the cliques in C(G0) to remove the cliques that in-

tersect with U , which is the set of cliques {{T, L,E},{S, L},{S,B},{B,D,E}}.
Next, we run the BK algorithm on a subgraph G0[FA(U,G0)]. Thereby, we obtain

Cnew={{T, L,E},{S, L,B},{L,B,E},{B,D,E}}.
Finally, we add to C(G0) all the cliques found in the subgraph G0[FA(U,G0)]

that intersect with U . Now C(G0)={{A, T},{E,X},{T, L,E},{S, L,B}, {L,B,E},
{B,D,E}}, which is the set of cliques of the new graph G0.

The example shows that the algorithm sometimes removes a clique and then

adds it again. Although the Ottosen and Vomlel method reduces the search space
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of the BK algorithm from the whole graph G0 to a small subgraph G0[FA(U,G0)],

the method might present shortcomings in performance when the number of du-

plicate cliques becomes large. In this example, we observed that vertex D has

been eliminated. It is well known that a new fill-in edge cannot connect to a

vertex that has been eliminated. Because the neighbors of D are invariant in G

and G0, any clique containing D in the initial graph should remain a clique in

the updated graph. Generally, no clique containing one of the eliminated ver-

tices should be calculated again. Based on this observation, Li and Ueno [Li and

Ueno, 2012] proposed an improved dynamic clique maintenance algorithm. The Li

and Ueno dynamic clique maintenance procedure is shown in Algorithm 3, where

G, C(G), F are defined in the same manner as presented in Algorithm 2, and W is

the set of vertices that have been eliminated before. The improved dynamic clique

maintenance runs the BK algorithm on the graph G0[FA(U,G0) \W ], which is a

subgraph of G0[FA(U,G0)] that the Ottosen and Vomlel method explores. Because

the complexity of the BK algorithm is exponential in the number of vertices in the

subgraph, reducing the search space of the BK algorithm is important for improv-

ing the performance of dynamic clique maintenance. In the Li and Ueno method,

when we remove an old clique C, one more conditional check is necessary to as-

certain whether clique C and W are disjoint. This check is usually not a problem

because the complexity of comparison of two cliques is constant if we store a clique

using a BitSet Object in the JAVA programming language. However, the method

still computes many duplicate cliques.
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Algorithm 3 Dynamic clique maintenance algorithm proposed by Li and Ueno

(2012).
1: procedure CliqueUpdate1(G, C(G), F,W )

2: Let G0
= (V,E [ F )

3: Let C(G0
) = C(G)

4: Let U = V(F )

5: for each clique C 2 C(G0
) do . Remove old cliques

6: if C \ U 6= ; then
7: if C \W = ; then
8: Set C(G0

) = C(G0
) \ {C}

9: end if

10: end if

11: end for

12: Let Cnew

= BKalgorithm(G0
[FA(U,G0

) \W ])

13: for each clique C 2 Cnew

do . Add new cliques

14: if C \ U 6= ; then
15: Set C(G0

) = C(G0
) [ {C}

16: end if

17: end for

18: end procedure
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Algorithm 4 Proposed dynamic clique maintenance algorithm.
1: procedure CliqueUpdate2(G, C(G), F )

2: Let G0
= (V,E [ F )

3: Let C(G0
) = C(G)

4: Let W = FA(F,G0
)

5: for each clique C 2 C(G0
) do . Remove old cliques

6: if C ✓W then

7: Set C(G0
) = C(G0

) \ {C}
8: end if

9: end for

10: C(G0
) = C(G0

) [ BKalgorithm(G0
[W ]) . Add new cliques

11: end procedure

3.3 Proposed dynamic clique maintenance algo-

rithm

In the depth-first search optimal triangulation algorithm, it is necessary to com-

pute the lower bound of tts for each search node. Therefore, the computational

cost of updating cliques is inherent in expanding each node. To lower the overhead

cost of each node, we must compute the cliques of each graph e�ciently. In Sec-

tion 3.2, we have demonstrated by example that the Ottosen and Vomlel approach

might compute some duplicate cliques. To resolve this problem, we propose a new

dynamic clique maintenance algorithm. When some new edges are inserted into a

graph, a new clique contains at least one new edge. The main idea of our method

is to avoid recomputing the cliques that do not contain a new edge.

For a graphG = (V,E) and an edge e = (v, w) 2 E, we define the neighborhood

N (e,G) of an edge e as the set of vertices U ✓ V such that U contains all the

vertices adjacent to both v and w. For a set of edges F , the family FA(F,G) of

F is defined as the set ([
f2FN (f,G))[V(F ). Let G = (V,E) be the initial graph



30 Dynamic clique maintenance

and let G0 = (V,E [ F )(F \ E = ;) be the graph obtained by adding a set of

new edges F to G. All new cliques and removed cliques are included in the vertex

set FA(F,G0) according to the following theorem. Therefore, we can run the BK

algorithm on only the subgraph G[FA(F,G0)]. Note that the family FA(F,G0) is

a subset of the family FA(V(F ), G0), which is the subgraph explored during the

Ottosen and Vomlel method. The proposed dynamic clique maintenance is shown

in Algorithm 4, where G,F, C(G) are defined in the same manner as presented in

Algorithm 2, and W = FA(F,G0) denotes the family of a set of edges F .

The new algorithm is based on the following theorem.

Theorem 3.2. Let G = (V,E) be an undirected graph, and let G0 = (V,E [F ) be

the graph resulting from adding a set of new edges F to G. Let W = FA(F,G0),

and let C(G0) be initialized with C(G). If the cliques that are included in W are

removed from C(G0) and the cliques of C(G0[W ]) are added to C(G0), then C(G0) is

the set of cliques of G0.

Proof. If C is a complete set inNC(G,G0) (which means C 2 C(G0) and C /2 C(G)),

then C contains at least one new edge f 2 F ; otherwise C would be a clique in

G. If C is a new clique that contains a new edge f = (v, w) 2 F , then any vertex

u 2 C (u 6= v or w) is included in N (f,G0). Therefore, C ✓ FA(F,G0). Thus, all

the new cliques can be found in the subgraph G[FA(F,G0)].

If K is a complete set in RC(G,G0) (which means K 2 C(G) and K /2 C(G0)),

then there exists a new clique C such that K ✓ C. Because any new clique is

included in FA(F,G0) as proved above, C ✓ FA(F,G0). Therefore, each removed

clique K is included in FA(F,G0).

We remove all the old cliques by removing all the cliques included in FA(F,G0)

from C(G0), and then add all the new cliques which can be found in the subgraph

G[FA(F,G0)] to C(G0). Then, C(G0) is the set of cliques of G0.

The following example illustrates the algorithm.
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Example 3. Consider again the graph G and updated graph G0 in Figure 3.1.

C(G) is the set of cliques of G, C(G) = {{A, T}, {T, L,E}, {E,X}, {S, L}, {S,B}, {B,D,E}}.
Let C(G0) be initialized with C(G). We first compute the family of edge set F ,

W = FA(F,G0) = {S,E, L,B}. Next, we scan through the cliques in C(G0) to

remove all the cliques included in W , which is the set of cliques {{S, L}, {S,B}}.
Then, we run the BK algorithm on a subgraph G0[W ]. We obtain Cnew =

{{S, L,B}, {L,B,E}}. In the Ottosen and Vomlel method, we run the BK algo-

rithm on G0[FA(U,G0)], where FA(U,G0) = {S, T, E,D, L,B}. However, in our

new method, we run the BK algorithm on G0[W ], where W = {S,E, L,B}. It can
be easily proved that vertex set W = FA(F,G0) is always a subset of FA(V(F ), G0).

Our method makes the BK algorithm explore less search space for updating cliques

than the Ottosen and Vomlel method. Since the complexity of the BK algorithm is

exponential in the number of vertices in the subgraph, this reduction is important

to improve the performance of dynamic clique maintenance.

Finally, we simply add all new cliques Cnew to C(G0). In this example, we

only remove cliques RC(G,G0) from C(G0) and add cliques NC(G,G0) to C(G0). In

contrast, the Ottosen and Vomlel method removes some duplicate cliques and then

adds them again.

Given a graph G, a set of new edges F and the eliminated vertex set W , con-

sider the problem of computing the set of cliques of new graph G0. The Ottosen

and Vomlel method runs the BK algorithm on G0[FA(V(F ), G0)], the Li and Ueno

method runs the BK algorithm on G0[FA(V(F ), G0)\W ] and the proposed method

runs the BK algorithm on G0[FA(F,G0)]. The BK algorithm su↵ers from heavy

computational cost, and the proposed method reduces the search space of the BK

algorithm because FA(V(F ), G0) ◆ FA(V(F ), G0) \W ◆ FA(F,G0). Therefore,

our proposed method is expected to dramatically reduce the running time of dy-

namic clique maintenance. In the Ottosen and Vomlel approach, it is necessary

to check each clique in G0[FA(V(F ), G0)] to ascertain whether it intersects V(F ).
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However, we can remove this conditional check from our algorithm.

The dynamic clique maintenance algorithms has two main steps: scanning

all existing cliques and running the BK algorithm. If dynamic clique maintenance

algorithms are used for computing graphs with too many cliques, then the scanning

part will dominate the complexity of the dynamic clique maintenance because they

need to scan all existing cliques in the graphs. In this case, the three dynamic

clique maintenance algorithms are expected to perform equally well. Fortunately,

our study of the repository of Bayesian networks with less than 100 vertices found

that there are not so many cliques in these network graphs. Except on graphs with

many cliques, our proposed algorithm is expected to run faster than the Ottosen

and Vomlel method, because it reduces the search space of the BK algorithm. We

demonstrate the superior performance of the new algorithm by considering the

results of simulation experiments in the next section.

3.4 Experiments

We conducted computational experiments to evaluate our proposed algorithms

on a set of benchmark Bayesian networks. These networks are obtained from

the well-known Bayesian Network Repository [Scutari, 2016]. We also generated

a set of random graphs for doing controlled experiments. A random graph G

is generated by successively adding random edges to a set of vertices. Here, a

random edge was generated by picking its two endpoints uniformly at random

from all unconnected pairs of vertices. We compared our algorithm with state-

of-the-art algorithms on the benchmark networks and the random graphs. All

the algorithms described in this thesis are implemented in the Java language, and

the source code is available at http://www.ai.lab.uec.ac.jp/optimaltriangulation/.

The experiments were performed on a Windows 10 PC with a 2.6 GHz Intel Xeon

Processor E5-2640 and 16GB RAM, running version 8 of the Java Virtual Machine.
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3.4.1 Depth-first search with proposed dynamic clique main-

tenance

We first evaluated the computational costs of our proposed dynamic clique mainte-

nance algorithm and state-of-the-art algorithms. In particular, for each algorithm,

we compared the total number of cliques that have to be enumerated for optimal

triangulation of the repository Bayesian networks. For this purpose, we imple-

mented the following algorithms.

• DFS (OandV): the depth-first search (DFS) optimal triangulation algorithm

proposed by Ottosen and Vomlel, which uses the Ottosen and Vomlel ap-

proach [Ottosen and Vomlel, 2012] for dynamic clique maintenance.

• DFS (LandU2012): the DFS algorithm with the Li and Ueno approach for

dynamic clique maintenance [Li and Ueno, 2012].

• DFS (Proposed): the DFS algorithm with the proposed method of dynamic

clique maintenance.
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Figure 3.2: A comparison of the number of cliques that are enumerated by each

algorithm. Each label on the X-axis consists of the network name, the number of

variables, and the graph density for a Bayesian network.
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Figure 3.2 shows the number of cliques enumerated by each algorithm. For the

Barley Bayesian network in the repository, no triangulation algorithm completes

the computation within one hour. Therefore, we report the results for only nine

Bayesian networks. The number of cliques enumerated by our proposed method

is lower than the number of any other method. The reason is that the proposed

method reduces the number of duplicate cliques by reducing the search space of

the BK algorithm in dynamic clique maintenance. As described in Section 3.2,

the Ottosen and Vomlel method explores a subgraph with many cliques that do

not contain new edges. In contrast, our proposed algorithm explores an even

smaller subgraph that contains only the vertices connected by new edges and all

neighboring vertices of new edges. Consequently, the proposed algorithm reduces

the search space of the BK algorithm in dynamic clique maintenance and excludes

a large number of duplicate cliques.

To verify the superior performance of our proposed algorithm, we compared the

running times of DFS (OandV), DFS (LandU2012) and DFS (Proposed). Note that

the three algorithms explore the exact same search space and thus the di↵erences

between the computational times of the algorithms are only caused by di↵erences

of running times for dynamic clique maintenance. We also computed the ratio

of running time for each algorithm to the running time of the DFS (OandV) al-

gorithm. Table 3.1 shows the computational time and the time ratio for each

algorithm.

Our proposed dynamic clique maintenance remarkably improves the running

time of optimal triangulation. The reason is that the BK algorithm has a heavy

computational cost and the proposed method reduces the search space of the BK

algorithm. For Hepar2 and PathFinder, respectively, DFS (Proposed) is 12.04 and

6.5 times as fast as the DFS (OandV) method. From Figure 3.2, we can see that

the reason for this is that DFS (Proposed) computes much fewer cliques than DFS

(OandV) does on the two networks.
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3.4.2 Dynamic clique maintenance on random graphs

The comparison of dynamic clique maintenance algorithms on random graphs was

done as follows. We generated 40 random graphs with various densities for each of

25, 50 and 75 vertices. Then we performed the following test on the dataset. We

triangulated each graph in the dataset 1,000 times by sequentially eliminating all

vertices (with a di↵erent random elimination order on each run) and saved the to-

tal running time. The set of cliques of the graph was updated after each vertex was

eliminated. We then normalized these times to ensure a fair comparison among

graphs with di↵erent sizes. For example, the task of triangulating a graph with 25

vertices 1,000 times performed 25,000 dynamic clique maintenance steps. There-

fore, we normalized this time by dividing by 25. Figure 3.3 depicts the normalized

running times of 1,000 triangulations of each graph in the dataset. The results show

that the proposed dynamic clique maintenance algorithm is faster than both the

OandV method and the LandU2012 method for all the random graphs except four

data sets (random graphs with more than 50 vertices and density of greater than

0.3). The reason for the di↵erence on these data sets is that there are too many

cliques in a dense graph and so scanning for cliques dominates the computational

complexity. For the ten graphs with 75 vertices and a density of 0.1, the average

number of cliques is 56.3. Because running the BK algorithm dominates the com-

plexity in this case, our proposed algorithm is the fastest algorithm. However, for

the ten graphs with 75 vertices and a density of 0.4, the average number of cliques

is 986.8. Because the scanning for cliques dominates the computational complexity

in this case and the three algorithms have to scan through equally many cliques,

the three algorithms performed almost equally well. Because the maximum num-

ber of cliques in a graph with n vertices and maximum degree d is bounded by

O(n · 2d) [Wood, 2007], we suspect that dense and large graphs tend to have more

cliques than sparse graphs and so make the dynamic clique maintenance problem

more di�cult. Finally, it is noteworthy that a Bayesian network with a sparse



38 Dynamic clique maintenance

O
a

n
d

V
L

a
n

d
U

2
0

1
2

P
ro

p
o

se
d

0.0000.0040.008

V
 =

 2
5

, 
d

e
n

si
ty

 =
 0

.1

running time(second)

O
a

n
d

V
L

a
n

d
U

2
0

1
2

P
ro

p
o

se
d

0.0000.0040.008
V

 =
 2

5
, 

d
e

n
si

ty
 =

 0
.2

O
a

n
d

V
L

a
n

d
U

2
0

1
2

P
ro

p
o

se
d

0.0000.0040.008

V
 =

 2
5

, 
d

e
n

si
ty

 =
 0

.3
O

a
n

d
V

L
a

n
d

U
2

0
1

2
P

ro
p

o
se

d

0.0000.0040.008

V
 =

 2
5

, 
d

e
n

si
ty

 =
 0

.4

O
a

n
d

V
L

a
n

d
U

2
0

1
2

P
ro

p
o

se
d

0.000.010.020.030.04

V
 =

 5
0

, 
d

e
n

si
ty

 =
 0

.1

running time(second)

O
a

n
d

V
L

a
n

d
U

2
0

1
2

P
ro

p
o

se
d

0.000.010.020.030.04

V
 =

 5
0

, 
d

e
n

si
ty

 =
 0

.2
O

a
n

d
V

L
a

n
d

U
2

0
1

2
P

ro
p

o
se

d

0.000.010.020.030.04

V
 =

 5
0

, 
d

e
n

si
ty

 =
 0

.3
O

a
n

d
V

L
a

n
d

U
2

0
1

2
P

ro
p

o
se

d

0.000.010.020.030.04

V
 =

 5
0

, 
d

e
n

si
ty

 =
 0

.4

O
a

n
d

V
L

a
n

d
U

2
0

1
2

P
ro

p
o

se
d

0.000.050.100.15

V
 =

 7
5

, 
d

e
n

si
ty

 =
 0

.1

running time(second)

O
a

n
d

V
L

a
n

d
U

2
0

1
2

P
ro

p
o

se
d

0.000.050.100.15

V
 =

 7
5

, 
d

e
n

si
ty

 =
 0

.2
O

a
n

d
V

L
a

n
d

U
2

0
1

2
P

ro
p

o
se

d

0.000.050.100.15

V
 =

 7
5

, 
d

e
n

si
ty

 =
 0

.3
O

a
n

d
V

L
a

n
d

U
2

0
1

2
P

ro
p

o
se

d

0.000.050.100.15

V
 =

 7
5

, 
d

e
n

si
ty

 =
 0

.4

Figure 3.3: A comparison of the running times for di↵erent dynamic clique main-

tenance algorithms on the random graphs.



3.4 Experiments 39

and small graph does not indicate an easy triangulation problem. For the Barley

network with 48 vertices and a density of 0.11, none of the three DFS algorithms

can find an optimal triangulation within the time limit.



Chapter 4

Pivot clique pruning

4.1 Introduction

In the worst case, the depth-first search algorithm described in Chapter 2 explores

the search space of all elimination orders which has size n!, where n is the number

of variables in the Bayesian network. It is known that di↵erent elimination orders

can induce identical triangulations. Consequently, the depth-first search algorithm

might unnecessarily explore a large number of elimination orders. In this chapter,

we propose a novel pruning rule called pivot clique pruning, which can remove a

large number of redundant elimination orders from the search space.

We first show an example of two di↵erent elimination orders leading to duplicate

results. Consider the process of eliminating vertices from the left graph G in

Figure 2.5. Let ⇡ = ha, b, e, c, di be an elimination order. By exchanging the

positions of b and e, we obtain the order ⇡0 = ha, e, b, c, di. If we eliminate all

vertices from the graph G according to order ⇡, then we obtain a chordal graph

H⇡, which is shown as the right graph in Figure 2.5. An important observation here

is that order ⇡0 induces an identical chordal graph, that is, H⇡

0
= H⇡. Let G⇡

1 and

G⇡

0
1 be initialized with graph G. We first eliminate vertex ⇡(1) = a from graph G⇡

1 ,

and vertex ⇡0(1) = a from graph G⇡

0
1 , then we obtain the identical remaining graphs

40
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G⇡

2 = G⇡

0
2 . Next, we eliminate vertex ⇡(2) = b from graph G⇡

2 . In the elimination

process, we add fill-in edge (c, d) to make the neighbors of vertex b, N (b, G⇡

2 )

complete, and then we obtain the remaining graph G⇡

3 . Because the vertices b and

e are not adjacent, the neighbors of e are the same in graphs G⇡

2 and G⇡

3 : that

is, N (e,G⇡

2 ) = N (e,G⇡

3 ). In contrast, consider eliminating vertex ⇡0(2) = e from

graph G⇡

0
2 . Doing so, we obtain the remaining graph G⇡

0
3 . Because the vertices b

and e are not adjacent, we also have the result N (b, G⇡

0
2 ) = N (b, G⇡

0
3 ). In the order

⇡, the elimination of vertices b and then e makes N (b, G⇡

2 ) and N (e,G⇡

3 ) complete.

In the order ⇡0, the elimination of vertices e and then b makes N (e,G⇡

0
3 ) and

N (b, G⇡

0
3 ) complete. Note that N (b, G⇡

2 ) = N (b, G⇡

0
3 ) and N (e,G⇡

3 ) = N (e,G⇡

0
3 ),

making these two identical sets complete requires identical fill-in edges. In addition,

it is clear that the remaining graphs are also equivalent: G⇡

4 = G⇡

0
4 and G⇡

5 = G⇡

0
5 .

Thus, the fill-in edges obtained from the orders ⇡ and ⇡0 are identical.

4.2 Pivot clique pruning

In the optimal triangulation algorithm, if we know two orders engender identical

triangulations, then we can prune one of the two orders from the search space.

However, we need not to explicitly identify the equivalent orders. The follow-

ing theorems o↵er a straightforward approach to prune redundant orders with

extremely low computational cost.

Lemma 4.1. Let G be a graph, and let ⇡ = (v1, . . . , vn) be an elimination or-

der. The elimination of vertices from graph G according to order ⇡ induces a

graph sequence G⇡

1 , G
⇡

2 , . . . , G
⇡

n

, where G⇡

1 = G and G⇡

i+1 is obtained by eliminat-

ing vertex v
i

from graph G⇡

i

. Suppose there exist two vertices v
i

and v
k

(i <

k) such that v
k

is nonadjacent to v
k�1 in G⇡

k�1 and v
l

is adjacent to v
l+1 for

l = i, ..., k � 2, then by moving v
k

directly before v
i

to obtain a new order ⇡0 =

(v1, . . . , vi�1, vk, vi, . . . , vk�1, vk+1, . . . , vn), the orders ⇡ and ⇡0 engender identical



42 Pivot clique pruning

chordal graphs.

Proof. First, we prove for l = i, ..., k � 1, v
l

is nonadjacent to v
k

. We prove this

by contradiction. Assume that there exists a vertex v
l

, l 2 [i, k � 1] such that v
l

is

adjacent to v
k

. Then, eliminating vertex v
l

makes v
l+1 adjacent to v

k

, because v
l

is adjacent to both v
l+1 and v

k

. Under this assumption, if we eliminated vertices

sequentially from v
i

to v
k�2, we would obtain the result that v

k�1 is adjacent to

v
k

, which is a contradiction.

Next, we prove that the filled-in graphs satisfy H⇡ = H⇡

0
. When a vertex v

l

is

eliminated, if a pair of neighbors of v
l

is not linked, a fill-in edge is added between

these two vertices. In the case of ⇡0, eliminating v
k

before v
l

(l 2 [i, k�1]) does not
add new neighbors to v

l

, because v
k

is nonadjacent to v
l

. Note that the neighbors

of v
k

are also invariant. As a result, the fill-in edges introduced by eliminating

v
l

(l 2 [i, k]) are invariant in the two orders ⇡ and ⇡0. Thus, we obtain the result

that H⇡

0
= H⇡.

Lemma 4.2. Let G be a graph, and let ⇡ = (v1, . . . , vn) be an elimination order.

The elimination of vertices from graph G according to order ⇡ induces a graph

sequence G⇡

1 , G
⇡

2 , . . . , G
⇡

n

, where G⇡

1 = G and G⇡

i+1 is obtained by eliminating vertex

v
i

from G⇡

i

. Suppose G⇡

i

is not complete, and let v
j

(i < j) be a vertex that is not

adjacent to v
i

. Then, by moving v
j

directly before v
i

, we obtain an order ⇡0=(v1,

. . ., v
i�1, vj, vi, . . ., vj�1, vj+1,. . ., vn) with a tts that is smaller than or equal to

the tts of ⇡.

Proof. The sequence of vertices (v
i

, . . . , v
n

) is such that either

1. there exists a vertex v
k

(i < k) such that v
k�1 is nonadjacent to v

k

and v
l

is

adjacent to v
l+1 for l = i, ..., k � 2, or

2. v
l

is adjacent to v
l+1, for l = i, ..., n� 1.
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First, we prove the theorem in the first case. Note that v
i

and v
k

are not

adjacent, which was shown in the proof of Lemma 4.1. By moving v
k

directly

before v
i

, we obtain the new order ⇡0 = (v1, . . . , vi�1, vk, vi, . . . , vk�1, vk+1, . . . , vn).

Then, from Lemma 4.1, H⇡=H⇡

0
, and the tts of ⇡ is equal to that of ⇡0 from the

definition of tts.

Next, we prove the theorem in the second case. Lemma 4.1 cannot be directly

applied to prove the theorem, because v
l

is adjacent to v
l+1 for l = i, ..., n � 1.

Therefore, we first introduce a new order ! so as to use Lemma 4.1. Because

G⇡

i

is not complete and G⇡

n�1 is complete, there necessarily exists a vertex v
m

(i  m < n� 1) such that G⇡

m

is not complete and G⇡

m+1 is complete. Either

(a) v
m

is adjacent to all vertices in G⇡

m+1, or

(b) there exists a vertex v
k

in G⇡

m+1, such that v
m

is not adjacent to v
k

.

We consider each of these cases in turn.

(a) In G⇡

m�1, there exists a vertex v
k

(m < k) that is not adjacent to v
m�1;

otherwise, eliminating v
m�1 would make G

m

complete. By moving v
k

directly

before v
m

, we obtain order !=(v1, . . ., vm�1, vk, vm, . . ., vk�1, vk+1,. . ., vn). Because

v
m

is adjacent to all vertices in G⇡

m+1, eliminating vertex v
m

adds all possible fill-in

edges to make G⇡

m

a complete graph. Therefore, order ! will not add di↵erent

edges from order ⇡. Thus, the filled-in graph H! is a subgraph of H⇡. In this case,

the tts of H! is smaller than or equal to the tts of H⇡ because the tts of a graph

is greater than or equal to that of a subgraph [Ottosen and Vomlel, 2012].

Because v
m�1 and v

k

are not adjacent and v
l

is adjacent to v
l+1 for l = i, ...,m�

2, v
i

and v
k

are not adjacent, which was shown in the proof of Lemma 4.1. For the

order !, by moving v
k

directly before v
i

, we obtain order ⇡0 = (v1, . . ., vi�1, vk, vi,

. . ., v
k�1, vk+1,. . ., vn). Since vertex v

k

is not adjacent to v
m�1, and v

l

is adjacent

to v
l+1 for l = i, ...,m� 2, from Lemma 4.1, H! = H⇡

0
. Therefore, the tts of H⇡

0

is smaller than or equal to the tts of H⇡.
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(b) In the case of ⇡, eliminating a vertex after vertex v
m

does not introduce

fill-in edges, because G⇡

m+1 is complete. By moving v
k

directly before v
m+1, we

obtain order !=(v1, . . ., vm, vk, vm+1, . . ., vk�1, vk+1,. . ., vn). In the case of !,

eliminating a vertex after vertex v
m

also does not introduce fill-in edges. Because

the two orders ⇡ and ! introduce the same fill-in edges, H! = H⇡.

Because v
m

and v
k

are not adjacent and v
l

is adjacent to v
l+1 for l = i, ...,m�1,

v
i

and v
k

are not adjacent, which was shown in the proof of Lemma 4.1. For the

order !, by moving v
k

directly before v
i

, we obtain order ⇡0 = (v1, . . ., vi�1, vk, vi,

. . ., v
k�1, vk+1,. . ., vn). The vertices vm and v

k

are nonadjacent, and v
l

is adjacent

to v
l+1 for l = i, ...,m� 1. From Lemma 4.1, H⇡

0
= H!. Therefore, the tts of H⇡

0

is equal to the tts of H⇡.

Now, using Lemma 4.2, the following pivot clique pruning theorem can be

derived.

Theorem 4.1 (pivot clique pruning). Let G be the graph being triangulated, and

let t = (⌧, G⌧ , H⌧ , C(H⌧ ), tts(H⌧ )) be a non-leaf node in the search tree, where

t.G⌧ is an incomplete graph. Pick an arbitrary clique in C(t.G⌧ ) as the pivot clique

C
pivot

. If a child node of t is derived by eliminating a vertex in C
pivot

, then the

child node and all its descendants can be pruned.

Proof. The search tree branches on node t to generate a child node for each vertex

v in the remaining graph t.G⌧ . Let U be the set of child nodes of t if the child is

derived by eliminating a vertex in C
pivot

, as shown in Figure 4.1. Let W be the

set of all child nodes of t except U . We show the following su�cient condition to

prove the theorem. For any leaf node x that is reachable from one node in U , there

is another leaf node y that is reachable from one node in W , such that the tts of

y is smaller than or equal to the tts of x.

Let x be an arbitrary leaf node that is reachable from a node t
A

in U , where

t
A

is a child node of t derived by eliminating vertex A from t.G⌧ . Because t
A
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Figure 4.1: The part of search tree beginning at node t.

is in U , A is a vertex of C
pivot

. The elimination order of node x is a complete

elimination order ⇡
A

that is an extension of the partial elimination order t
A

.⌧ .

Based on Lemma 4.2, there exists a vertex B 2 V(t.G⌧ ) that is not adjacent to A,

such that by moving vertex B directly before A in the order ⇡
A

, a new order ⇡
B

is obtained for which the tts is smaller than or equal to that of ⇡
A

. Let t
B

be the

child node of t derived by eliminating vertex B from t.G⌧ . Then the leaf node y

labeled by ⇡
B

is reachable from a node t
B

. Because B and A are not adjacent, A

and B cannot be in the same clique. Since A is a vertex of clique C
pivot

, B is not

in C
pivot

. Thus, t
B

is in W .

This theorem can be directly applied to prune some nodes in the search tree.

Although pivot clique pruning might remove some optimal solutions, the reduced

search tree is guaranteed to contain at least one optimal solution. The proposed

depth-first search algorithm with pivot clique pruning is described in the Algorithm

5. The original depth-first search algorithm branches on a non-leaf node t for all

the vertices in V(t.R), where t.R is the remaining graph of node t. However, in

our proposed algorithm on line 3, we generate only child nodes for the vertices in

V(t.R)\ SelectPivotClique(C(t.R)). The procedure SelectPivotClique(C(G)) sim-

ply iterates through all the cliques of graph G to choose the largest clique of G.
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We use this heuristic because it greedily prunes the largest number of child nodes.

Finding the largest clique of the remaining graph t.R seems to be expensive. How-

ever, it can be easily computed by finding the clique in t.C(H) such that the clique

has the largest intersection with V(t.R). It takes linear time in the number of

cliques to run the pivot clique selection heuristic. (Remark: If the e�ciency of the

heuristic cannot be ensured, then picking an arbitrary edge as pivot clique takes

only constant time.) A pivot clique has at least two vertices, so we can cut at

least two branches of each node according to Theorem 4.1. The size of the original

search tree for a Bayesian network with n variables is n!. But pivot clique pruning

can be applied in a recursive manner, because each pruning is guaranteed to pro-

duce a reduced search tree that has at least one optimal solution. As a result, the

size of the reduced search tree is smaller than or equal to (n � 2)!. To conclude,

pivot clique pruning reduces the size of the search space by a factor of O(n2), while

the overhead cost for the pruning can be extremely low.

Algorithm 5 Depth-first search with pivot clique pruning.
1: Insert lines 1–10 of Algorithm 1

2: procedure ExpandNode(t,&best,&map)

3: for all v 2 V(t.R)\ SelectPivotClique(t.C(R)) do . Prune due to Theorem 4.1

4: Let m = Copy(t)

5: EliminateVertex(m, v)

6: EliminateSimplicial(m)

7: Insert lines 16–29 of Algorithm 1

8: end for

9: end procedure

For the triangulation algorithm with treewidth as an objective, Bodlaender

et al. [Bodlaender et al., 2012] proposed a similar pruning rule. There are some

significant di↵erences between their algorithm and the one proposed here. First,

the algorithm in [Bodlaender et al., 2012] selects a maximum clique as a pivot
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clique before the searching starts, and then uses the fixed pivot clique to prune

unnecessary branches. In contrast, our proposed algorithm selects a pivot clique

at each node expansion. Secondly, the method in [Bodlaender et al., 2012] prunes

unnecessary orders on the basis of treewidth optimality. However, our method

prunes unnecessary orders on the basis of total table size optimality.

4.3 Experiments

We conducted computational experiments to examine the e↵ect of pivot clique

pruning on the depth-first search algorithm. Our analysis uses repository Bayesian

Networks and random Bayesian networks generated by BNGenerator software [Ide,

2015].

4.3.1 Naive depth-first search with pivot clique pruning

We first evaluated the reduction of the search space by applying the pivot clique

pruning. As described in Chapter 2, pruning (or branch and bound) is very impor-

tant for the performance of the depth-first search algorithm; however, pruning is

dependent on both the quality of bounds and the graph topology of the Bayesian

network. Therefore, we turned o↵ branch and bound pruning to eliminate this

confounding factor from our analysis of the e↵ect of pivot clique pruning. We

compared the number of node expansions and the running time for each of the

following two algorithms.

• NDFS: the naive depth-first search (NDFS) algorithm that is obtained by

turning o↵ all the pruning in the Ottosen and Vomlel depth-first search

algorithm.

• NDFS-PCP: the NDFS algorithm with pivot clique pruning.
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The NDFS algorithm explores the search space of all elimination orders. In con-

trast, the NDFS-PCP algorithm removes a large number of redundant orders from

the search space, and so it is expected to run faster than the NDFS algorithm.

For the comparison of the two algorithms, we generated a set of random Bayesian

networks with 12 variables and various treewidths using the BNGenerator software.

Table 4.1 shows the number of node expansions and the running time for each

algorithm. The main observation is that the reduction of the number of node ex-

pansions by pivot clique pruning is more e↵ective on graphs with larger treewidths.

We observed that the graphs with larger treewidths tend to have higher density

and thus are expected to have more large cliques. Therefore, pivot clique pruning

can remove more branches from each node expansion for dense graphs. For the

running times, it is clear that the NDFS-PCP algorithm has a larger speed ad-

vantage on graphs with larger treewidths. Because pivot clique pruning is more

e↵ective on graphs with larger treewidths, the NDFS-PCP algorithm prunes more

nodes from the search space and runs faster than the NDFS algorithm does.
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4.3.2 Depth-first search with pivot clique pruning

In order to examine the e↵ectiveness of the pivot clique pruning for the state-of-

the-art algorithm, we compared the following two algorithms.

• DFS: the depth-first search algorithm with the proposed dynamic clique

maintenance.

• EDFS : DFS with pivot clique pruning.

Since our proposed dynamic clique maintenance has been shown to be faster than

other methods, both the DFS and EDFS algorithms use it internally for updating

cliques. We empirically compared the two algorithms with respect to running time,

number of expanded nodes and required space.
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We ran the two triangulation algorithms on nine benchmark Bayesian net-

works. The results are presented in Table 4.2. The Time column lists the running

time of the algorithms on these networks. The Nodes column gives the number

of nodes expanded in the algorithms. The Map column gives the size of the coa-

lescing map, which estimates the memory-consumption of the algorithms. A “*”

indicates the algorithm did not finish within the time limit (one hour). Finally,

the last column lists the ratio of the running time of DFS to that of EDFS. We

observed that EDFS has from 1.5 to 6.3 times the speed of DFS. The two tri-

angulation algorithms employ the same dynamic clique maintenance, but EDFS

provides better performances than DFS. EDFS expanded fewer search nodes than

DFS, because the pivot clique pruning can remove a lot of equivalent nodes from

the search tree. The results show that reducing the number of expanded nodes

e↵ectively contributes to the reduction of the running time. For example, on the

Mildew Bayesian network EDFS explored only 15,349 nodes, but DFS explored

69,310 nodes. As a result, EDFS improved the running time from 4.209 seconds to

0.668 seconds. For the Barley network, EDFS is the only algorithm that can find

an optimal triangulation within the time limit. In addition, pivot clique pruning

also leads to a considerable reduction of memory use (see the reduction of the size

of coalescing map), which is also due to the reduction of the search tree.

Several graph parameters might influence the speed advantage of EDFS over

DFS for triangulation of a Bayesian network, including the number of variables,

the number of edges, the density of the moral graph, the average number of states

of variables, the standard deviation of the number of states of variables, treewidth

and weighted treewidth. To investigate the factors a↵ecting the triangulation time,

we analyzed the correlation between those factors and the speed-up of EDFS over

DFS. Figure 4.2 depicts the results. The most important factors for determining

the speed-up are the weighted treewidth, the tts, the average number of states

of variables and the standard deviation of the number of states of variables. The
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Figure 4.2: The correlation between the speed advantage of EDFS over DFS and

several factors that might a↵ect it.

correlation values between these factors and the speed-up are higher than 0.67.

Additionally, all the correlation values are positive, indicating that there might be

a higher speed-up when the Bayesian network has a more complex structure. This

fact highlights the contribution of pivot clique pruning.

Our comparison between DFS and EDFS so far is based on the results for

sparse graphs because the repository provides only a few sparse Bayesian networks.

However, it is not clear how much improvement in running time can be obtained

by EDFS for dense graphs. To answer this question, we generated a set of random

graphs with various densities. In particular, we generated random graphs by adding

some edges at random to the Insurance, Water and Alarm Bayesian networks. For

each moral graph of the Bayesian network, we generated three random graphs with

densities of 0.3, 0.4 and 0.5 (in total 9 random graphs). Because each group of

three graphs has the same number of variables and their variables have the same

state spaces, experiments on them can better demonstrate the performance of pivot

clique pruning for various densities. Table 4.3 lists the running times of DFS and
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Table 4.3: A comparison of DFS and EDFS for graphs with various densities.

BN V E density Time(DFS) Time(EDFS) DFS/EDFS

insurance3 27 106 0.3 86.548 28.388 3.04

insurance4 27 141 0.4 11.932 3.788 3.14

insurance5 27 176 0.5 3.814 1.123 3.39

water3 32 149 0.3 230.127 88.589 2.59

water4 32 199 0.4 95.226 32.054 2.97

water5 32 248 0.5 18.217 4.516 4.03

alarm3 37 200 0.3 8967.604 3277.388 2.73

alarm4 37 267 0.4 562.412 181.614 3.09

alarm5 37 333 0.5 66.777 16.416 4.06

EDFS for the random graphs. The last column of the table lists the ratio of the

running time of DFS to that of EDFS. We also calculated the correlation between

the time ratio and the density of graphs; this is 0.75. The result indicates that

there is a higher speed-up when the Bayesian network has a denser graph. The

reason is that our pivot clique pruning works well on dense graphs, because dense

graphs tend to have more large cliques and then the more branches are pruned

by the larger pivot cliques. As we explained in Section 3.3, for dense graphs,

our proposed dynamic clique method does not improve the optimal triangulation

algorithms much; however, pivot clique pruning works better on dense graphs.

4.3.3 Results for Bayesian networks with 100 variables

We compared EDFS with DFS (OandV) on a set of random Bayesian networks with

100 variables. The purpose of this experiment is to investigate the performance

of our proposed algorithm on large scale networks. We generated ten random

Bayesian networks for treewidth k 2 {2, 5, 8} respectively. These networks are
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generated using the software BNGenerator. Each variable has a number of states

randomly selected from 2 to 4. We ran EDFS and DFS on these Bayesian networks.

The time limit for each instance is set to 1 h.

Table 4.4 reports the running time and the number of expanded nodes for

each method. The “Time” column lists the running times of the algorithms on

these networks. The “Nodes” column gives the number of nodes expanded by the

algorithms. The mark “*” indicates the algorithm did not finish within the time

limit (1 h). The results show that our proposed method is from 2.76 to 9.19 times

the speed of DFS. For three networks with treewidth 5 and two networks with

treewidth 8, the DFS cannot find an optimal triangulation within the time limit;

in contrast, our proposed method does.
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Table 4.4: A comparison of the EDFS and the DFS (OandV) algorithms on a set

of Bayesian network with 100 variables
Bayesian Networks Time Nodes

V E Density tw DFS (OandV) EDFS DFS/EDFS DFS (OandV) EDFS DFS/EDFS

100 177 0.03 2 0.4229 0.1533 2.76 896 759 1.18

100 172 0.03 2 3.3153 1.1179 2.97 9146 8409 1.09

100 176 0.03 2 98.0187 25.2633 3.88 174406 124920 1.40

100 176 0.03 2 0.5754 0.0831 6.92 1090 452 2.41

100 178 0.03 2 0.0451 0.0072 6.26 140 69 2.03

100 180 0.03 2 0.0104 0.0019 5.47 13 10 1.30

100 166 0.03 2 1287.8544 300.2756 4.29 2758268 1683709 1.64

100 171 0.03 2 16.7556 3.8066 4.40 35908 26149 1.37

100 170 0.03 2 5.0397 1.4363 3.51 13156 9697 1.36

100 176 0.03 2 12.6262 3.2459 3.89 27965 20150 1.39

100 410 0.08 5 * 3265.6092 * * 5339766 *

100 405 0.08 5 * 1967.2311 * * 3640008 *

100 397 0.08 5 94.4848 15.9905 5.91 33271 31982 1.04

100 416 0.08 5 249.6761 27.1547 9.19 56721 44146 1.28

100 402 0.08 5 2937.612 330.2645 8.89 803643 622268 1.29

100 414 0.08 5 913.3883 106.7685 8.55 251592 211984 1.19

100 424 0.08 5 * 784.5601 * * 1034457 *

100 628 0.12 8 2737.3103 314.8126 8.70 342487 338180 1.01

100 665 0.13 8 * 1941.9927 * * 1213671 *

100 642 0.12 8 * 3160.7308 * * 2564786 *
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4.3.4 Triangulation with di↵erent objective functions
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To perform e�cient inference on a Bayesian network using the junction tree

algorithm, we employed the total table size as the objective function to obtain the

optimal triangulation of the Bayesian network. For general triangulation prob-

lems, the objective functions commonly have employed the treewidth, the weighted

treewidth and the minimum number of fill-in edges. However, these objective func-

tions are not guaranteed to optimize the total table size criterion. Therefore, this

study assumes that directly optimizing the total table size improves the obtained

triangulation of Bayesian networks. To ascertain this, we compared the perfor-

mances of these objective functions with those of the total table size. Specifi-

cally, we performed EDFS, employing these objective functions on nine repository

Bayesian networks and compared the total table sizes (tts) and the correspond-

ing objective values (the treewidths (tw), the weighted treewidths (w-tw) and the

minimum numbers of fill-in edges (fillin) ) of the obtained triangulations with

those of EDFS employing the total table size. In addition, we also applied the

minimum fill-in heuristic (MinFill) on those networks to compare its performance

for the obtained triangulations because it is a well-known heuristic that provides a

good approximation to the exact solution (e.g., Gogate and Dechter [Gogate and

Dechter, 2004]).

Table 4.5 shows the computational results. The main observation is that EDFS

with tts as objective function (EDFS,tts) found triangulations with smaller total

table sizes than the other methods did on six Bayesian networks. However, on

Barley, Win95pts and PathFinder, our proposed algorithm EDFS,tts provided the

same total table sizes as MinFill. Although MinFill just greedily selects the next

vertex to eliminate, it works surprisingly well on the three networks. For Barley,

Win95pts and PathFinder, EDFS,tts could use the exact optimal solution as an

upper bound, since the MinFill provided the minimum total table sizes on the three

networks. Taking advantage of using the tight initial upper bound, EDFS,tts was

able to find an optimal total table size triangulation on PathFinder within 0.004 s
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and on Win95pts within 5.988 s. On Barley, although EDFS,tts benefits from using

the tight bound, surprisingly it took extremely long time (2528 s) to find an optimal

total table size triangulation. This result suggests the importance of future work

toward finding a good lower bound for the total table size. Interestingly, EDFS,tts

also found the triangulations with the minimum treewidth for all the repository

networks. This means that although the optimal total table size triangulation does

not guarantee the minimum treewidth, it usually finds a triangulation with small

treewidth.

For all the repository networks other than water, the triangulation found by

MinFill also provided the minimum treewidth. Our results confirm the observation

of Gogate and Dechter [Gogate and Dechter, 2004], that the minimum treewidth

algorithm rarely finds better triangulations of the repository networks than MinFill

does. In addition, MinFill also provided a good approximation to the minimum

number of fill-in edges, which is obtained by EDFS,fillin. EDFS,w-tw provided a

lower weighted treewidth than MinFill did.

Focusing on the total table size, the algorithms EDFS,tw, EDFS,w-tw and

EDFS,fillin provided the same total table sizes that MinFill did. However, EDFS

with tts found better triangulations with smaller total table sizes for all the repos-

itory networks except for Barley, Win95pts and Pathfinder. Thus, the results

demonstrate that employing the total table size improves the triangulations of

Bayesian networks.



Chapter 5

Conclusions and future work

5.1 Conclusions

In this thesis an extended depth-first search (EDFS) algorithm for the optimal

triangulation of Bayesian networks has been proposed. The new EDFS algorithm

improves the state-of-the-art Ottosen and Vomlel (DFS) algorithm in two orthog-

onal directions: (1) reduction of the overhead cost and (2) reduction of the size of

the search space. Theoretical analysis and experiments reveal that the EDFS algo-

rithm is superior to the DFS algorithm. The EDFS algorithm lowers the time com-

plexity of the Ottosen and Vomlel algorithm from O(�(n) ·n!) to O(�(n) · (n�2)!)

, where n is the number of vertices in the graph, and �(n) and �(n) stand for the

overheads for DFS and EDFS, respectively.

To reduce the overhead cost per node, a new algorithm for maintaining the

cliques of a dynamic graph has been developed. The performance of the proposed

algorithm was compared with the state-of-the-art Ottosen and Vomlel [Ottosen

and Vomlel, 2012] and Li and Ueno [Li and Ueno, 2012] methods. The empirical

results show that the new method is superior to the other methods for graphs with

moderate size and density. By introducing the new dynamic clique maintenance,

the overhead cost is reduced from �(n) to �(n).

61
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To reduce the number of nodes in the search tree, the idea of pivot clique prun-

ing was introduced, and the pivot clique pruning theorem was proved in Section

4.2. In a theoretical analysis, we showed that the pruning reduced the size of

the search tree from n! to O((n � 2)!). The reduction of the search tree achieved

by introducing pivot clique pruning contributes e↵ectively to the reduction of the

running time of the optimal triangulation algorithm. If we do not apply any other

pruning techniques, such as branch and bound, coalescing map pruning and simpli-

cial vertex rule pruning, pivot clique pruning will at least cut the number of nodes

by (n!� (n� 2)!). In this case, our pruning provides n(n� 1) times speed-up over

the original algorithm. However, it is di�cult to analyze the time complexity of

the optimal triangulation algorithm combining all these smart pruning techniques.

Nevertheless, experiments show that EDFS is 1.3 to 6.3 times the speed of DFS

(with the proposed dynamic clique maintenance) for the repository datasets. The

pivot clique pruning also permits a considerable reduction in space requirements,

which is also due to the reduction of the search space.

5.2 Future work

Although our two proposed methods contributed to improvements in the running

time and scalability of the optimal triangulation algorithms, the algorithms are

still limited to relatively small and sparse Bayesian networks. Nevertheless, exact

optimal triangulation algorithms are valuable because the optimal triangulation

enables time-e�cient inference using the junction tree algorithm. Optimal trian-

gulation requires additional work time, but once the triangulation of a Bayesian

network has been done o↵-line, propagation can be done many times on the same

junction tree to process any evidence. In addition, total table size is important in

estimating the running time for inference on Bayesian networks. In the study of

the relationship between the junction tree inference time and the structure of the
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Bayesian network, Ole J. Mengshoel used a heuristic triangulation that obtained

an approximate total table size to estimate inference time [Mengshoel, 2010]. Our

study on optimal triangulation might improve Mengshoel’s results. Finally, the

empirical results in Section 4.3 show that the running time of the optimal triangu-

lation on large Bayesian networks is di�cult to predict. It would be interesting to

characterize the hardness of finding an optimal triangulation for a given Bayesian

network.
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