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Abstract

In recent years, intelligent transportation system (ITS) is well known

as an effective way to provide road safety and comfortable driving. In

vehicular communications, the current standards can be applied for

safety related message exchange but in the future world, other new

applications like autonomous controlled vehicles require more reliabil-

ity and capacity with small delay. Moreover, multi-hop data delivery

for emergency situations on road is not explicitly supported. Ve-

hicular communications have some attractive characteristics such as

constrained mobility along a predetermined road and predictability of

vehicle’s position, etc. However, network topology changes frequently

and very fast due to vehicle mobility. As a result, inter-vehicle connec-

tivity can be impacted significantly. Moreover, the line-of-sight signal

components are often blocked by obstacles as buildings at intersec-

tions or trucks on highway. Consequently, signal attenuation is large.

Therefore, multi-hop data delivery in vehicle-to-vehicle communica-

tions with high reliability and small delay should be investigated.

In wireless communications, cooperative communications are widely

known as a technique allowing single-antenna nodes to reap the ben-

efits of the conventional MIMO systems. By using distributed in-

termediate nodes, cooperative communications can obtain the same

diversity gain benefits as conventional MIMO systems without requir-

ing multiple antennas on the same node, which is also known as dis-

tributed cooperative diversity technique. In the cooperative diversity,

space-time block code (STBC) is often applied because the diversity

gain can be obtained without channel state information (CSI) at the

transmitter. In addition, this encoding scheme can achieve both full



diversity order and full data transmission rate with simple decoding

algorithm at the receiver. However, in multi-hop relay communica-

tions, it is difficult to establish the path route from the source node

to the destination node with selecting the efficient cooperative relays.

The existing routing protocols in MANETs are not suitable for most

applications in multi-hop vehicular communications due to the dis-

tinctive characteristics of V2V communications. This is because in

these routing protocols, one or multiple routes from a source node

to a particular destination node should be discovered before trans-

mitting data packet. Consequently, these protocols are not suitable

for the scenarios with more than one destination node. Furthermore,

problems of redundant broadcast messages and the broadcast storm

can make the design of routing protocols further complicated.

However, in order to achieve high reliability for wireless multi-hop

communications, the efficient cooperative relays must be selected to

forward the packet in each hop. Distributed STBC encoding should

be also applied to obtain higher cooperative diversity gain. In addi-

tion, the number of transmitted packet and the power consumption in

network must be reduced while still maintaining the performance im-

provement of system, which can reduce the mutual interference in the

shared radio channel. Therefore, in order to meet the requirements,

transmission methods are proposed in this thesis as follows.

In proposal 1, a method of cooperative diversity transmission is pro-

posed to reduce the power consumption normalized by one data packet

transmission power consumption with keeping the performance im-

provement for wireless multi-hop ad-hoc networks. The normalized

power consumption is reduced by limiting the number of transmitting

relay nodes in each hop and the number of repetition of the same data

packet transmission at each node, which in turn makes the reduction

of the number of transmitted packets in network. As a result, this

can also lead to the reduction of interferences and better efficiency

frequency utilization in network. More specifically, a relay selection



procedure is proposed to select the two relays with high contribution

according to the transmission direction in each hop by installing a

new timer at each node and using control packets. The timer is also

used to assign the STBC encoding pattern to the two selected relays

in order to obtain higher cooperative diversity gain.

In proposal 2, a cooperative diversity transmission method for wire-

less multi-hop relay V2V communications is proposed to disseminate

emergency messages in the emergency situations. In this method, we

consider to exploit the attractive characteristics of the constrained

mobility and predictability in vehicular communications. In order to

obtain higher cooperative diversity gain, a group of distributed vehicle

stations which have high contribution according to the transmission

direction is selected to forward the same data packet simultaneously to

the further vehicle stations. This relay selection algorithm is based-on

position, speed and movement direction, combining with the digital

road map equipped on the vehicles. The STBC encoding is also used

at the selected group of distributed vehicle relays. Moreover, in order

to manage the transmission of whole network in each hop, a mas-

ter vehicle station is selected by installing another new timer at each

vehicle station and using control packets in each hop.

From the simulation results, we can confirm that the proposed meth-

ods can reduce the power consumption normalized by one data packet

transmission power consumption and the redundant broadcast packets

significantly with keeping the improvement of packet loss probability

by limiting the number of repetition of packet transmission at each

node and selecting the only distributed relays with high contribution

according to the transmission direction. As a result, these methods

can achieve high reliability and partly meet the requirements of ITS

system in the future.
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Chapter 1

Introduction

In this chapter, an introduction for the research on distributed cooperative diver-

sity for multi-hop Vehicle-to-Vehicle (V2V) communications is presented. This

chapter is organized as follows. First, background and motivation of the studies

is provided in Section 1.1. Next, contributions and objectives of this thesis are

described in Section 1.2. Scope of the study are then shown in Section 1.3. Fi-

nally, organization of the thesis with the description of each chapter is given in

Section 1.4.

1.1 Background and Motivation of the Study

In recent years, intelligent transportation system (ITS) is well known as an effec-

tive way in order to provide road safety, comfortable driving with infotainment

applications, and distribution of updated information about the roads, etc. In

addition, other goals of ITS are to reduce traffic congestion, waiting times, and

fuel consumptions [1]. In Japan, ITS is considered as a foundation for solving the

fundamental challenges facing society such as aging population, global warming,

sustainable energy supply, and safety against natural and manmade disasters [2].

With a comprehensive plan and various phases of development and deployment of

ITS, fully automated driving systems are expected to be implemented and com-

mercialized in 2020s in Japan [3]. In order to support the ITS systems, wireless

communications and vehicular ad-hoc network (VANET) technologies have been

1



1. INTRODUCTION

Figure 1.1: Vehicle-to-Vehicle (V2V) and Vehicle-to-Roadside (V2R) communi-

cations.

considered as an important part to improve the performance of vehicular com-

munications and achieve the above goals. VANETs are defined as a subclass of

mobile ad-hoc networks (MANETs) which use moving vehicles as mobile nodes,

and created from the concept of setting up a network of vehicles for a specific

situation without using any central base station or any controller.

In vehicular communications, a vehicle can communicate with another vehicle

directly, called Vehicle-to-Vehicle (V2V) communications, or a vehicle can com-

municate to an infrastructure such as a Road Side Unit (RSU), known as Vehicle-

to-Roadside (V2R) or Vehicle-to-Infrastructure (V2I) communications. A typical

scenario with V2V communications and V2I communications is shown in Fig.

1.1. While V2I communications provides better service in sparse networks and

long distance communications, V2V communications enables direct transmission

among vehicles for short and medium distances and at locations where RSUs are

not available [4]. However, deployment of wireless infrastructures in V2I commu-

nications is unprecedented challenges such as financial cost, geographical scale,

and the number of users to be supported. Therefore, we concentrate on studies

on V2V communications in this thesis.

In V2V communications, VANETs have some attractive characteristics as fol-

lows. First, the movement of vehicles is limited in road trajectory. As a result,

if the information of road maps, speed, and movement direction are available

2



1.1 Background and Motivation of the Study

then the future position of vehicles in network can be predicted. In addition,

since the vehicle nodes can provide continuous power to communication devices

by themselves, transmission power in VANETs is not a significant constraint as

in the conventional ad-hoc or sensor networks. Finally, the vehicle nodes have

usually higher computational capability because of the no limitation of device

size. However, along with the useful characteristics, VANETs have to cope with

several challenges [5]. First, the network topology changes frequently and very

fast due to high vehicle mobility and different movement direction of each vehi-

cle. As a result, inter-vehicle connectivity can be impacted significantly from a

network perspective in comparison with low-velocity mobile communication sys-

tems. In addition, the harsh communication environment is also one of the most

difficult challenges in VANETs. Highly dynamic topology and obstacles such as

buildings and trees at intersections or trucks on highways, which cause shadow-

ing, multipath, and fading effects, are causes of frequent network partitioning and

intermittent connectivity [6]. The line-of-sight (LoS) component of the signal is

often blocked by the obstacles. Consequently, signal attenuation is large.

In order to achieve the goals of ITS systems, vehicular communications have

to meet the requirements of standards, routing protocols, applications and auto-

matic driving systems. The original IEEE 802.11 standard no longer works well

in vehicular communication environments. The IEEE 802.11p protocol cannot

well meet the requirements of the efficiency, performance, and throughput for a

potential large number of vehicle nodes [7][8][9]. Furthermore, in order to reduce

the potential driving risk and enhance road safety as the number of vehicles is

rapidly increasing, the V2V communications and V2R communications are able

to meet requirements of the ITS by providing various applications. Vehicular net-

working applications can be classified into active road safety applications, traffic

efficiency and management applications, and infotainment applications [10]. The

current VANET applications and standards can be applied for safety-related mes-

sage exchange but in the future world, other new applications for autonomous

controlled vehicles require more reliability and capacity with small delay. There-

fore, advanced techniques should be investigated to meet requirements of ITS

systems in the future.

3



1. INTRODUCTION

The existing routing protocols in MANETs [11][12][13] are not suitable for

most application scenarios in multi-hop vehicular communications due to the

distinctive characteristics of VANETs. This is because one or multiple paths

from a source node to a particular destination node should be discovered before

transmitting data packet. Therefore, these protocols are not suitable for the sce-

nario with more than one destination node. Furthermore, problems of redundant

broadcast messages and the broadcast storm [14][15] can make the design of rout-

ing protocols further complicated. As a result, a design of effective and efficient

routing protocol in VANETs is still a critical challenge and requirement for ve-

hicular communications with high mobility of vehicle nodes and highly dynamic

topology.

Due to the shadowing and multipath fading effects of wireless environments,

in order to increase the reliability and capacity without additional bandwidth or

transmission power, Multiple-Input Multiple-Output (MIMO) technology, which

uses multiple antennas at both transmitter and receiver, is widely known as an

effective and efficient approach in wireless communications in comparison with

that of a Single-Input Single-Output (SISO) system [16]. The main advantages

of a conventional MIMO system have been widely acknowledged such as diver-

sity gain, spatial multiplexing gain, and array gain. However, a wireless mobile

node may not be equipped with multiple antennas because of size and hardware

limitations. In order to overcome these problems, cooperative communications

are widely known as a technique allowing single-antenna nodes to reap the bene-

fits of the conventional MIMO systems [17][18]. This technique is also known as

user cooperation diversity or distributed cooperative diversity technique. By us-

ing distributed intermediate nodes, cooperative communications can obtain the

same diversity gain benefits as conventional MIMO systems without requiring

multiple antennas on the same node. Therefore, this technique is also able to

achieve significant improvements in the reliability and the outage probability.

In the cooperative communications, space time block code (STBC) encoding

schemes are often applied in order to obtain the higher cooperative diversity gain

without channel state information (CSI) which is referred as channel properties

of a communication link at the transmitting node [19]. In addition, these STBC

4



1.1 Background and Motivation of the Study

encoding schemes can achieve both full diversity order and full data transmis-

sion rate with simple decoding algorithm at the receiving node. In this system,

relay nodes simultaneously transmit the signals encoded by one of the STBC

encoding patterns in a cooperative manner. At the receiving node, because the

STBC encoded signals with different encoding patterns from the different dis-

tributed relay nodes are received, the cooperative diversity gain can be obtained

by decoding STBC as shown in [19]. However, the user cooperative diversity

schemes in multi-hop communications have a problem that is difficult to estab-

lish the path routes from the source node to the destination node with the the

efficient cooperative relay. In wireless multi-hop ad-hoc networks, there are two

main broad categories of routing protocols, proactive and reactive protocols, used

to establish the path routes from the source node to the destination node before

transmitting data packets. Proactive schemes posed a negligible delay since route

information is generally kept in the routing tables and is periodically updated.

However, in these schemes, the overhead of the control packets is large. In ad-

dition, it is difficult to establish the efficient routes when network topology is

large and frequently changed. On the other hand, reactive protocols search for

the path routes from the source node to the destination node in an on-demand

manner. Therefore, these protocols are suitable for the network topology which is

frequently changed. However, the delay of this type of routing protocols is large

since the routing information is not stored at each node [20].

To overcome this problem, [21] has proposed a scheme called STBC distributed

ARQ. In this scheme, the source node first broadcast the data packet to the desti-

nation node without finding the path routes in advance. Then, if the destination

node does not receive the data packet correctly from the source node, the data

packet is simultaneously retransmitted by the source node and the surrounding

nodes which have already received the error-free data packet. A control packet

is broadcasted from the source node to trigger the transmission timing for the

surrounding nodes. As a result, this method can achieve significant improvement

of performance with a small average number of hops. However, drawback of this

scheme is that the number of transmitted packets in network increases signifi-

cantly. This is because the data packet is transmitted toward all direction, which

is cause of the redundant broadcast packets which do not highly contribute to

5



1. INTRODUCTION

the communication direction from the source node to the destination node. This

can lead to increasing in the average power consumption and collision in network.

In addition, this scheme cannot select the best relay nodes with high contribu-

tion according to the transmission direction. Therefore, an effective and efficient

transmission scheme for multi-hop communications should be investigated.

In order to achieve high reliability for wireless multi-hop communications, the

efficient cooperative relays must be selected to forward the packet in each hop.

Distributed STBC encoding should be also applied to obtain higher cooperative

diversity gain. In addition, the number of transmitted packet and the power

consumption in network must be reduced while still maintaining the performance

improvement of system, which can reduce the mutual interference in the shared

radio channel. Therefore, in order to meet the requirements, transmission meth-

ods are proposed in this thesis as follows.

In proposal 1, a method of cooperative diversity transmission is proposed to

reduce the power consumption normalized by one data packet transmission power

consumption with keeping the performance improvement for wireless multi-hop

ad-hoc networks. The normalized power consumption is reduced by limiting the

number of transmitting relay nodes in each hop and the number of repetition of

the same data packet transmission at each node, which in turn makes the re-

duction of the number of transmitted packets in network. As a result, this can

also lead to the reduction of interferences and better efficiency frequency utiliza-

tion in network. More specifically, after limiting the number of potential relay

nodes based-on the predictable future location of distributed relay nodes, a relay

selection procedure is proposed to select the two relays with high contribution

according to the transmission direction in each hop by installing a new timer at

each node and using control packets. This timer is also used to assign the STBC

encoding pattern to the two selected relays in order to obtain higher cooperative

diversity gain. The convolutional code is also employed to obtain coding gain

and higher performance improvement. The performance of the proposed method

is evaluated through computer simulations. From the simulation results, we can

confirm that the normalized power consumption is reduced significantly while still

maintaining the improvement of performance. This proposed method is described

in detail in Chapter 4.
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1.1 Background and Motivation of the Study

In proposal 2, a cooperative diversity transmission method for multi-hop V2V

communications is proposed to disseminate emergency messages in the emergency

situations. In this method, we consider to exploit the attractive characteristics of

the constrained mobility and predictability in vehicular communications. Thanks

to the digital road maps and the exchange of routine messages in current ITS sys-

tems, the information of position, speed, and movement direction of vehicles are

available. In order to obtain higher cooperative diversity gain, a group of dis-

tributed vehicle stations which have high contribution according to the transmis-

sion direction is selected to forward the same data packet simultaneously to the

further vehicle stations (VSs). This relay selection algorithm is based-on position,

speed and movement direction, combining with the digital road map equipped

on the vehicles. The STBC encoding is also used at the selected group of dis-

tributed vehicle relays. Moreover, in order to manage the transmission of whole

network in each hop, a master vehicle station (MVS) is selected by installing an-

other new timer at each VS and using control packets. In this method, we focus

on the emergency messages in multi-hop V2V communications. The emergency

information is provided to the behind vehicles on the same way in the emergency

situations such as traffic congestion, traffic accidents, and road hazards to avoid

chain collisions on highway for ITS systems. In the proposed method, a vehicle

station which can first detect the emergency situations broadcasts the warning

messages to the behind vehicle stations on the same way. By communicating

between vehicles, it can be predicted possible collision and automatically speed

down or alert drivers. The proposed method can also be used in applications

for emergency vehicles (e.g., ambulances and fire trucks) to disseminate alarm

messages to the other vehicles in the forward direction by simply changing the

conditions of position, speed and direction of movement to select intermediate

vehicle stations in each hop. The performance of the this method is evaluated

by computer simulations. From the simulation results, we can confirm that the

proposed method can achieve reliability improvement and reducing the redun-

dant broadcast packets with keeping the significant improvement of packet loss

probability by limiting the number of repetition of packet transmission at each

node and selecting the only distributed relay vehicle stations stations with high
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1. INTRODUCTION

contribution according to the transmission direction. This proposed method is

described in detail in Chapter 5.

1.2 Contributions and Objectives

This dissertation proposes cooperative transmission methods exploiting distributed

cooperative diversity for wireless multi-hop vehicular communications. The main

contributions and objectives of this thesis lie in the following aspects:

• In proposal 1, a relay selection procedure is proposed to select distributed

relay nodes with high contribution according to the transmission direction

from the source node to the destination node.

• A new timer which is set according to the information of relative location

between potential relay nodes and the destination node is installed at each

node to select the two best distributed relay nodes in each hop.

• In addition, this timer is also used to assign STBC encoding pattern to the

two distributed relay nodes in order to obtain higher cooperative diversity

gain in each hop.

• In proposal 2, a design of cooperative transmission method for multi-hop

vehicular communications is proposed to disseminate emergency messages

in emergency situations on highway.

• In order to exploit the attractive characteristics in vehicular communica-

tions, a relay selection algorithm based-on position, speed and direction

of movement, combining with the digital map equipped on the vehicles is

proposed to select a group of distributed vehicle relay stations with high

contribution according to the transmission direction.

• A master vehicle station which manages transmission of whole network,

triggering and synchronizing transmission timing of vehicle relay stations

is selected in each hop by using another new timer which is set according

to the information of relative location between the potential master vehicle

stations in the next hop and the current master vehicle station.
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• In order to obtain cooperative diversity gain in vehicular communications,

distributed STBC encoding is also used at the selected vehicle relay stations.

• In the proposed methods, high reliability can be achieved without compli-

cated routing algorithms.

• The analysis of signal model and transmission time of the proposed methods

is also provided.

• By selecting the only distributed relay nodes with high contribution accord-

ing to the transmission direction and limiting the number of repetition of

the same message transmission at each node, the proposed methods can re-

duce the normalized power consumption and redundant broadcast messages

considerably with keeping the significant improvement of performance.

1.3 Scope

In order to meet requirements of vehicular communications in the ITS systems,

a wide range of activities and challenges are involved [2], which include the chal-

lenges of standards, PHY and MAC techniques, routing protocols, applications,

requirements of reliability and delay in automatic driving systems, big data, se-

curity problems, timing and frequency synchronizations, etc. In this thesis, we

consider the solutions related to PHY and MAC layers, and routing in order

to obtain high reliability and reduce redundant broadcast packets for multi-hop

relay communications. More specifically, multi-hop broadcast transmission, and

on-demand and location based routing schemes are considered. In order to ob-

tain both full diversity gain and full transmission rate, we apply the simple STBC

encoding with two transmit antennas and one receive antenna [19]. Therefore,

if there are more than two distributed relay nodes transmit the signals, one of

the two STBC encoding patterns is selected and assigned to the distributed re-

lay nodes. The other STBC encoding with three-branch or four-branch transmit

antennas can be also implemented in a distributed manner. However, in order

to obtain the same diversity order, the STBC encoding schemes with additional

antennas should be reducing the coding rate. Furthermore, this can lead to

9



1. INTRODUCTION

increasing in the operation complexity but the performance improvement is neg-

ligible. In addition, the power balance of each transmit antenna is not constant

thus the diversity gain can be decreased [21]. In order to achieve high reliabil-

ity over frequency-selective channels, orthogonal frequency-division multiplexing

(OFDM) technique is combined with STBC encoding. The guard interval of

OFDM has tolerance to not only the influence of the delay spread but also the

transmitting timing offset among distributed relay nodes [22]. Although timing

and frequency synchronizations for distributed STBC systems is a challenging

task in highly dynamic communication environment, some papers have proposed

the solution to solve these problems [23][24][25]. Therefore, it is assumed that the

perfect synchronizations can be obtain by using OFDM technique and a control

packet which is used to trigger and synchronize transmitting timing of distributed

relay nodes.

1.4 Organization of the Thesis

This thesis summarizes our research works on distributed cooperative transmis-

sion methods for wireless multi-hop vehicular communications. This thesis con-

sists of six chapters as follows.

Chapter 1 This chapter introduces the research background and motivation,

contributions and objectives, and scope of the studies.

Chapter 2 This chapter presents the overview of vehicular Communications.

First, the information about characteristics, challenges and requirements of ITS

communications is given. Next, propagation model in vehicular communications

is described. Physical layer (PHY) and medium access control (MAC) specifica-

tions of the IEEE 802.11p standard are then presented. In addition, the overview

of routing protocols in VANETs is also given in this chapter. Finally, frequency

band allocations and DSRC technique in Japan and the other places are provided.

Chapter 3 This chapter presents the background of distributed coopera-

tive diversity in wireless cooperative communications. First, the characteristics,

10
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advantages and limitations of the well-known MIMO technology are described.

Next, cooperative communications is presented as an effective and efficient ap-

proach to overcome drawbacks of the conventional MIMO systems. Alamouti’s

STBC scheme and distributed cooperative transmission technologies are also pre-

sented in this chapter. Finally, OFDM cooperative diversity such as coding gain,

diversity gain in wireless multi-hop relay networks is given.

Chapter 4 A cooperative diversity transmission method for STBC-OFDM

wireless multi-hop relay networks is presented in this chapter. First, the intro-

duction of the proposed method is provided. System model and the analysis of

signal model are then described. Next, transmission procedure and relay selec-

tion algorithm are provided to select the two distributed relay nodes with high

contribution according to the transmission direction from the source node to the

destination node. Finally, performance evaluation through computer simulations

and summary are presented.

Chapter 5 This chapter presents a cooperative diversity transmission method

to disseminate emergency messages in the emergency situations for wireless multi-

hop relay vehicular communications. First, the introduction of the proposed

method is provided. System model and the analysis of signal model are then

described. Next, the proposed method is described in detail. The analysis of

transmission time of the proposed method is also provided. Finally, performance

evaluation through computer simulations and summary are presented.

Chapter 6 This chapter summarizes the studies on distributed cooperative

transmission methods for wireless multi-hop vehicular communications of the

thesis and explores the future works.
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Chapter 2

Vehicular Communications

2.1 Introduction

In recent years, in order to achieve safe, comfortable, and efficient road trans-

portation for ITS systems, a solution that has attracted researchers’ attention

is the use of wireless communications and VANET technology. Wireless com-

munications and VANETs are considered as an important part to improve the

performance and archive these goals. VANET is defined as a subclass of mo-

bile ad-hoc networks (MANETs) which use moving vehicles as mobile nodes, and

created from the concept of setting up a network of vehicles for a specific situ-

ation without using any central base station or any controller. In VANETs, a

vehicle can communicate with another vehicle directly, called Vehicle-to-Vehicle

(V2V) communications, or a vehicle can communicate to an infrastructure such

as a Road Side Unit (RSU), known as Vehicle-to-Roadside (V2R) or Vehicle-to-

Infrastructure (V2I) communications. Figure 1.1 shows a typical VANET scenario

for V2V communications and V2I communications.

While V2I communications provides better service in sparse networks and

long distance communication, V2V communications enables direct communica-

tion among vehicles for short and medium distances and at locations where RSUs

are not available [4]. However, deployment of wireless infrastructures in V2I com-

munications is unprecedented challenges such as financial cost, geographical scale,

and the number of users to be supported. Therefore, we concentrate on V2V com-

munications in this thesis due to flexibility and low cost.
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2. VEHICULAR COMMUNICATIONS

The remainder of this chapter is organized as follows. An overview of char-

acteristics, challenges and requirements of V2V communications are presented in

Section 2.2. Next, propagation model in vehicular communications is given in

Section 2.3. The IEEE 802.11p standard and routing protocols for ITS commu-

nications are then described in Sections 2.5, 2.6, respectively. Finally, Section 2.7

summarizes this chapter.

2.2 Characteristics, Challenges and Requirements

of ITS Communications

As mentioned above, VANET is a self-organizing network for ITS systems in order

to provide communications among vehicles and between vehicles and roadside

station, in which vehicles are considered as mobile nodes in MANETs. Therefore,

VANETs are a special case of MANETs. However, VANETs have their own

distinctive characteristics. In comparison with other communication networks,

VANETs have to cope with several challenging features as follows,

• Highly dynamic topology: Since vehicle nodes have high relative veloc-

ities, which can be about 50 [km/h] in urban and more than 100 [km/h]

on highways, and can also move at different directions, vehicle nodes can

quickly join or leave the network in a very short time. Consequently, net-

work topology changes frequently and fast.

• Frequently disconnected network: Due to the highly dynamic topol-

ogy, the link between two vehicles can be impacted significantly and is

intermittent connectivity. In addition, the line-of-sight (LoS) component

of the signal in inter-vehicle connectivity is often blocked by obstacles as

buildings at intersections or trucks on highway. Consequently, the signal

attenuation and packet loss rate due to the obstacles are large [6].

• Communication environment: In VANETs, there are two main kinds of

communication environments including highway and city. In highway envi-

ronments, it is assumed that the propagation model is free-space, however

the signal can be affected by interference from the reflection of surrounding
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Communications

wall panels and trucks. In city environments, inter-vehicle connectivity can

be impacted significantly by obstacles such as buildings and trees which

cause shadowing, multipath, and fading effects.

However, VANETs have some attractive characteristics as follows,

• Constrained mobility and predictability: The movement of vehicles

is limited in road topology. As a result, if the information of road maps,

speed, and direction are available then the future position of vehicles in

network can be predicted.

• Unlimited battery power and storage: Since the vehicle nodes can

provide continuous power to communication devices by themselves, trans-

mission power in VANETs is not a significant constraint as in the conven-

tional ad-hoc or sensor networks. In addition, the vehicle nodes have usually

higher computational capability because of the no limitation of device size.

In order to achieve the goals such as road safety, comfortable driving with

entertainment applications, and distribution of updated information about the

roads, etc., vehicular communications have to meet the main requirements and

challenges as follows:

• Standards: Due to the distinctive characteristics of VANETs, the original

IEEE 802.11 standard no longer works well in vehicular environments. The

IEEE 802.11p protocol cannot well meet the requirements of the efficiency,

performance, and throughput for a potential large number of vehicle nodes

[7][8][9]. In order to overcome such scalability issues, therefore, advanced

techniques should be investigated in research community.

• Routing Protocols: Although there are many kinds of routing protocols

and algorithms as described in Section 2.5, a design of effective and efficient

routing protocols is still a critical challenge and requirement for vehicular

communications with high mobility of nodes and highly dynamic topology.

• Applications: In safety related applications, it is assumed that there are

two main types of messages, periodic and emergency messages. While the
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2. VEHICULAR COMMUNICATIONS

Figure 2.1: An example of emergency messages transmission in multi-hop wireless

relay networks.

former contains the information of position, speed, direction of movement,

and type of vehicle, etc., the later contains the information such as traffic

accidents, traffic congestion, road hazards, etc. For the routine messages,

maximum transmission interval is 100 [ms], allowable delay is less than 100

[ms], packet delivery rate (PDR) must be greater than 95%, communication

range is from 50 to 250 [m] depending on particular applications [26][27].

By using the routine messages broadcasted periodically from vehicle sta-

tions in network, an vehicle can be aware of the other vehicles nearby, thus

traffic collisions can be predicted. For the emergency messages, due to the

importance of the emergency information, these messages should be dis-

seminated immediately to a large area by the vehicle station which senses

an emergency situation first in network, as a result, behind vehicles can

avoid potential dangerous situations. Comparison between periodic and

emergency messages in safety related applications is described in Table 2.1.

Figure 2.1 shows an example of emergency messages transmission for emer-

gency situations in wireless multi-hop relay networks.

• Automatic driving systems: In order to support automatic driving sys-

tems, advanced technologies and communications related to the global posi-

tioning system (GPS), the dynamic maps, the three-dimensional road data

profile, ITS look-ahead information via vehicular communications have to
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achieve higher reliability and smaller delay in comparison with conventional

systems [3].

Table 2.1: Comparison between periodic and emergency messages in safety related

applications [26][27].

Types of messages Emergency Messages Periodic Messages

Packet delivery rate 95% 95%

Information Accidents, road hazards, Position, speed, movement

traffic congestion, etc. direction, type of vehicles

Latency Immediately < 100 [ms]

Occur Occasionally Periodically

Transmission area Large (500 - 1000 [m]) Trans. range (50 - 250 [m])

Transmission type Multi-hop broadcast Single hop broadcast

2.3 Propagation Model

In wireless networks, the radio propagation is strongly impacted by the communi-

cation environment. The level of influence varies depending on the object types,

the link types, and the communication environment. In the vehicular communi-

cation environment, the most important objects that have an impact on the prop-

agation are buildings, vehicles (e.g., personal vehicles, commercial vans, trucks,

scooters, and public transportation vehicles), and different types of vegetation.

Locations, and density of static objects as well as the velocity and density of

vehicles significantly influence the signal propagation in these environment. The

propagation mechanisms in vehicular communications are varying path loss across

space and time, potentially Doppler effect, and frequency-selective fading caused

by both the static and mobile objects, since both are sources of reflections, shad-

owing, and diffraction [6][28]. Therefore, a realistic channel model for simulations

that can predict the propagation loss for wireless transmission is necessary for

the efficient evaluation of applications before they are deployed in the real world.

The Recommendation ITU-R P.1411-8 [29] provides methods for estimating path
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Figure 2.2: Propagation losses for LoS situations.

loss, delay spread, and angular spread on outdoor short-range propagation (oper-

ating range less than 1 km) over the frequency range 300 MHz to 100 GHz. This

Recommendation is widely accepted and commonly used for vehicular channels

[30]. In addition, the feasibility and accuracy of using the Recommendation is

investigated and confirmed by authors in [31]. Therefore, the path loss models

of line-of-sight (LoS) paths in [29] are used for vehicular communications in this

thesis. In the ITU-R P.1411-8, basic transmission loss can be characterized by

two slopes and a single breakpoint which propagation changes from one regime

to the other as follows,

LLoS = Lbp +


10α1log10(

d

Rbp

) for d≤ Rbp, (2.1a)

10α2log10(
d

Rbp

) for d> Rbp, (2.1b)

where d is the distance from transmit antenna to receive antenna in m, Lbp is a

value for the reference path loss at the breakpoint d = Rbp. Rbp is the breakpoint

distance in m. α1 and α2 are the path loss exponent for cases d ≤ Rbp and

d > Rbp, respectively. In the ITU-R P.1411-8, the reference path loss Lbp at the
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breakpoint and the breakpoint distance Rbp are given by,

Lbp =

∣∣∣∣20log10

(
λ2

8πhthr

)∣∣∣∣ , (2.2)

Rbp =
4hthr
λ

, (2.3)

where ht and hr are transmit antenna height and receive antenna height, respec-

tively. λ is the length of the Radio Frequency (RF) carrier. In this Recommen-

dation, for the lower bound of the path loss model, α1 and α2 values are set to

be 2 and 4, respectively. For the upper bound, α1 and α2 values are set to be 2.5

and 4, respectively, and Lbp is added to 20 [dB]. For the median value of path

loss model, which is used in this thesis, α1 and α2 values are the same as the

lower bound and Lbp is added to 6 [dB]. The propagation losses over frequencies

760Mhz and 5.8Ghz, which are allocated for ITS in Japan, for LoS signals are

shown in Fig. 2.2. In this figure, transmit and receive antennas are set to be the

same height, ht = hr = 1.5[m].

2.4 The IEEE 802.11p Standard

In order to facilitate the harsh vehicular communication environment and enable

deployment of VANETs, IEEE has defined the IEEE 802.11p/1609.x protocol

stack [32], as known as Wireless Access in Vehicular Environment (WAVE) stan-

dard for V2V and V2I communications. The IEEE 802.11p standard is not a

standalone standard. The IEEE 802.11p is the amendment to the IEEE 802.11a

standard [33] at lower layers, which are Medium Access Control (MAC) and

Physical (PHY). Specification of MAC and PHY layers is described in Subsec-

tions 2.4.1 and 2.4.2, respectively.

2.4.1 Physical Layer Specification

As mentioned above, the PHY layer specification in the IEEE 802.11p is modified

from the IEEE 802.11a standard. In order to make signal more robust against

multiple path fading and Doppler shift due to movement, reducing inter-symbol
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interference (ISI) as well as inter-carrier interference (ICI), some parameters are

changed in the 802.11p. In the 802.11a, One OFDM channel uses 52 subcarriers

including 4 pilot subcarriers and 48 subcarriers are used to transmit data. The

IEEE 802.11p uses the same number of subcarriers, but operates in a smaller

bandwidth per channel, 10 MHz in comparison with 20 MHz in the 802.11a.

As a result, all PHY parameters of the 802.11p in the time domain are double

compared to that of the 802.11a. This also means that data transmission rates in

the 802.11p are half of that in the 802.11a. The changes of PHY layer specification

are listed in detail in Table 2.2.

Table 2.2: Comparison of PHY specifications between IEEE 802.11a and IEEE

802.11p.

Parameters IEEE 802.11p IEEE 802.11a Changes

Channel bandwidth 10MHz 20MHz Half

Data rates (Mbps) 3, 4.5, 6, 9, 6, 9, 12, 18, Half

12, 18, 24, 27 24, 36, 48, 54 Half

Modulation BPSK, QPSK, BPSK, QPSK, No

16QAM, 64QAM 16QAM, 64QAM No

Code rate 1/2, 2/3, 3/4 1/2, 2/3, 3/4 No

Number of subcarriers 52 52 No

Guard time 0.16µs 0.8µs Double

FFT period 6.4µs 3.2µs Double

Header duration 8µs 4µs Double

Preamble duration 32µs 16µs Double

Subcarrier spacing 0.15625MHz 0.3125MHz Half

2.4.2 Medium Access Control Layer Specification

Medium Access Control (MAC) method of the IEEE 802.11p standard oper-

ates based-on the enhanced distributed channel access (EDCA), which is an en-

hanced version of the basic distributed coordination function (DCF) from the

IEEE 802.11 standard [33] and based-on the IEEE 802.11e standard [34] designed

for contention-based prioritized quality of service (QoS) support. EDCA uses the
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Figure 2.3: DCF access procedure in 802.11p and some IFS relationships [33].

carrier sense multiple access with collision avoidance (CSMA/CA) method as

shown in Fig. 2.3, where nodes listen to the wireless channel before sending. If

channel is idle for an arbitration inter-frame space (AIFS), a new value is defined

for different access categories (ACs) in EDCA, the node starts transmitting im-

mediately. If the channel is sensed busy or becomes busy during the AIFS, the

note must delay its transmission and perform a backoff procedure. The backoff

procedure is designed to avoid a collision between the nodes that are waiting for

transmission after the channel becomes idle. The backoff procedure operates as

follows. First, the node initializes a timer as given by,

Tbackoff = nbackoff × aSlottime, (2.4)

where nbackoff is an integer which is selected from a uniform distribution [0, CW ]

with the contention window CW , and aSlottime is the unit slot time derived

from the PHY layer. At the next step, the timer starts to count down when the

channel is sensed as idle. During the decrement process, if any transmission is

sensed or the channel becomes busy. The timer will suspend until the channel

becomes free again. Finally, when the timer reaches to zero, the node transmit its

frame immediately. For every attempt to transmit a specific packet, the size of the

contention window (CW ) will be doubled from its initial value (CWmin) until a

maximum value (CWmax) is reached. After the packet is transmitted or when the

packet is discarded because the maximum number of channel access attempts was

reached, the the contention window will be reset to CWmin. In 802.11p standard,

prioritization of transmission is implemented by using four queues corresponding
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with four different priority levels in each node. These queues have different value

AIFS and different backoff parameters, which can be considered as an extension

of the backoff procedure in DCF as shown in Fig. 2.3. In the figure, SIFS is the

original short interframe space. DIFS and PIFS are DCF interframe space and

point coordination function (PCF) interframe space, respectively. The duration

AIFS[AC] is derived by the following equation,

AIFS[AC] = AIFSN [AC]× aSlottime+ SIFS, (2.5)

where AIFSN[AC] is arbitration inter-frame space number, which is set to de-

termine the length of an AIFS interval corresponding to each AC. Different ACs

are allocated with different AIFSNs and different values of CWmin and CWmax.

The AC with a smaller AIFS has higher priority to access the channel. Default

parameters setting in 802.11p for the EDCA mechanism are shown in Table 2.3,

where value DIFS = 58µs is the shortest AIFS possible value corresponding to

the highest priority in IEEE 802.11p standard.

Table 2.3: Comparison of MAC specifications between IEEE 802.11a and IEEE

802.11p.

Parameters IEEE 802.11p IEEE 802.11a

Slot time 13µs 9µs

SIFS 32µs 16µs

DIFS 58µs 34µs

CWmin 3 15

CWmax 1023 1023

2.5 Routing Protocols in VANETs

Routing is one of key issues in multi-hop VANETs. Therefore, this section

presents a brief overview of routing protocols in VANETs. In order to guarantee

reliable, continuous and seamless communications in V2V and V2R communica-

tions, routing is a challenging task since the characteristics of the network are high
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mobility and time-varying density of nodes, frequent disconnections, highly par-

titioned and dynamic topology as mentioned above. The performance of routing

protocols also depends on the external factors such as road shapes, traffic condi-

tions, environmental factors and obstacles (e.g., buildings, trees, and trucks). The

existing routing protocols in MANETs [11][12][13] no longer work well for most

application scenarios in VANETs due to the characteristics of VANETs. In ad-

dition, the broadcast storm [15] can make the design of routing protocols further

complicated. However, VANETs have some attractive features over MANETs.

The vehicle stations in VANETs are usually equipped with the higher capability

of transmission power and storage than those in MANETs. The stations have

also higher computational and sensing capabilities in comparison with the nodes

in MANETs. Furthermore, the movement of stations in a particular VANET can

be predicted if the current velocity, direction, and road trajectory are available

[35]. The routing protocols can be roughly classified into the following categories:

unicast, broadcast, multicast/geocast and hierarchical as shown in Fig. 2.4. The

main features of the routing protocols are described in detail in [36].

The unicast schemes distribute information from a source node to only one

destination node [37]. The classification and characterization of existing unicast

routing protocols are presented in [38].

Dissemination of messages from a source station to a group of vehicle stations

in VANETs is the objective of multicast. Geocast is a variation of multicast

transmission in which special messages are disseminated to a specific group of

vehicle stations in designated areas by using location services. The classification

and features of the geocast routing protocols can be found in [38][39][40].

Delivery of messages from a source station to many unspecified destination

stations is the primary objective of broadcast transmission scheme. One of the

drawbacks of broadcast is known as the broadcast storm problem, causing seri-

ous packet collision and packet loss that reduce communication reliability [15].

However, various approaches are proposed to mitigate broadcast storm problem

as described in [41]. Therefore, in the safety-related applications, the broadcast

routing is the most frequently used to disseminate the packet to all the other

vehicles located near by the sender [36].
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Figure 2.4: Routing protocols in VANETs.

Routing strategies can be divided into tow main broad categories, proactive

and reactive routing protocols. Proactive schemes posed a negligible delay since

route information is generally kept in the routing tables and is periodically up-

dated. However, the overhead for the control packet becomes large and it is

difficult to establish the appropriate route when network topology is large and

often changed. On the other hand, reactive protocols search for the route from

the source node to the destination node in an on-demand manner. Therefore, the

protocols are suitable for the situation in which the topology is often changed.

However, the delay of this type of routing protocols is large since the routing

information is not stored at each node [20].

From the Fig. 2.4, routing protocols in VANETs are further classified into

topology based, position/location/area based, traffic based, cluster based, and

probability based. Topology based routing protocols select the path from the

source node to the destination node by using the information about the network

topology and the communication links [12][13]. Therefore, the routing protocols

is not suitable in the context of VANETs due to high mobility factor, which is

the cause of the frequent network partitioning and route disconnection demanding

update of the topology information. In cluster based routing schemes, a group of
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stations are identified to be part of a cluster [42][43]. In each cluster, a special

station is designated to operate as gateway node or cluster-head which is respon-

sible for routing, relaying of inter-cluster transmission, scheduling of intra-cluster

transmission and channel assignment for member stations. The member stations

do not participate in routing process. Communication within each cluster is made

by using direct transmission. In this scheme, when the complexity and mobility

of the network increases, the selection of cluster-head and the management of

clusters become a challenging task. Traffic based routing protocols use the local

traffic density or local one-hop neighbor topology to make routing decisions [44].

These protocols can deal with different situations of traffic conditions during cer-

tain hours of the day. However, these methods can introduce high overhead and

high end-to-end delay. In order to reduce collision and rebroadcasting, probability

based routing schemes are simple to implement and do not create any overhead,

however, have the risk of missing packets. As the name implies, position based

protocols make routing decisions and forward a packet to intended destinations

based-on geographic position of the vehicle stations [45][46][47]. In the protocols,

establishment and maintenance of routes are not required but they require loca-

tion services to determine the position of the nodes in network. Routing based-on

position is an efficient transmission scheme in VANETs since it can achieve higher

performance of packet delivery ratio than that of the other schemes in a highly

mobile environment [36].

2.6 Frequency Band Allocations and DSRC

The next generation of vehicular communications technology designed for safety

and efficiency is commonly known as the dedicated short-range communications

(DSRC) since it is dedicatedly designed to support short to medium range com-

munications in VANETs. Spectrum allocation for DSRC applications in Europe,

North American, and Japan is shown in Fig. 2.5. According to the Recommen-

dation ITU-R M.1453-2, which is approved in 2005, an Industrial, Scientific and

Medical (ISM) frequency band at 5.8GHz range (5725MHz - 5875MHz) is speci-

fied for DSRC applications [49]. The 5.8GHz frequency band is also allocated for

DSRC operation in Japan and Europe. In Europe, future ITS applications, ITS
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Figure 2.5: Frequency band allocated for DSRC applications in Europe, North

American, and Japan [48].

road safety related applications, and ITS non-safety applications are considered

to operate in frequency ranges (5905MHz - 5925MHz), (5875MHz - 5905MHz),

and (5855MHz - 5875MHz), respectively [50]. In 1999, the Federal Communica-

tions Commission (FCC) of the United States allocated 75 MHz bandwidth in

5.9GHz band (5850MHz - 5925MHz) for DSRC operation to support high speed,

low latency, and reliable WAVE for safety applications, traffic management appli-

cations, and infotainment applications [51]. This spectrum is divided into seven

10MHz channels (one control channel and six service channels) and one 5MHz

guard band at the low end as described in Fig. 2.6. This is because most physical

testing of DSRC shows that 10 MHz width to be the ideal candidate to deal with

the delay and Doppler shift in the V2V and V2I communication environment [52].

The FCC has also designated the channels as a service channel or as a control

channel. The two consecutive 10MHz service channels can be combined to create

one 20MHz channel. The use of individual channels in detail can be found in

the IEEE 1609.4 standard [53]. In the North America, the earlier standard for

DSRC operates in the 900MHz band. This spectrum is mainly used for electronic

toll collection systems. In Japan, in addition to the 5.8GHz band, the frequency

band of 760MHz is currently allocated for ITS applications. The process of re-

arrangement of the 760MHz band is illustrated in Fig. 2.7. In the past, this
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Figure 2.6: DSRC channels arrangement at 5.9GHz band [7].

Figure 2.7: 700MHz frequency band arrangement for ITS services in Japan [58].

band was allocated for analogue television broadcast services. However, when

the television broadcast services are completely digitized, the 760MHz band has

become available and has started to be considered as a potential candidate for

vehicular communication environment. In order to confirm the compatibility of

the 760MHz band ITS land mobile stations, a series of tests and road experiments

are carried out [54]. In addition, several studies also show that the extension of

the service area or low propagation loss can be achieved by using the lower fre-

quencies [55][56][57]. Therefore, this band has been officially allocated for ITS

safety related applications since December 2011 [58].

2.7 Chapter Summary

ITS systems that contributes to enhancement of the transportation network are

a necessary and natural trend in the future. This chapter provides the infor-
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mation about the distinctive characteristics, challenges and requirements of ITS

communications. In addition, the overview of background techniques such as

propagation model, the physical layer and medium access control layer specifica-

tions in the IEEE 802.11p standard, the routing categories, schemes and strategies

in VANETs is also analyzed. Finally, the frequency band allocations and DSRC

in Europe, North America, and Japan are described in this chapter. It is worth

noting that the lower band (760MHz) with benefits of the extension of the service

area or low propagation loss has been officially allocated for ITS communications

in Japan.
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Chapter 3

Distributed Cooperative

Diversity

3.1 Introduction

Due to the shadowing and multipath fading effects of wireless environments, the

direct link between a source node and a destination node is not always usable or

enough quality. This is especially true in ad-hoc wireless network environments

where the most of the nodes do not have line-of-sight (LoS) connections. In order

to achieve high reliability and high spectrum efficiency, MIMO technology which

uses multiple antennas at both transmitter and receiver is widely known as an

effective and efficient approach. However, a wireless node may not be equipped

with multiple antennas because of size and hardware limitations. Therefore, user

cooperative communications which use the antenna of distributed relay nodes to

create a distributed antenna array have been proposed to reap the benefits of the

conventional MIMO systems. In the cooperative relay communications, STBC en-

coding is often applied since the higher cooperative diversity gain can be obtained

without channel state information (CSI) which is referred as channel properties

of a communication link at the transmitting node [19]. In addition, the STBC

encoding scheme can achieve both full diversity order and full data transmission

rate with simple decoding algorithm at the receiving node. In this system, relay

nodes simultaneously transmit the signals encoded by one of the STBC encoding
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patterns in a cooperative manner. At the receiving node, because the STBC en-

coded signals with different encoding patterns from the different distributed relay

nodes are received, the cooperative diversity gain can be obtained by decoding

STBC as shown in [19]. In the remainder of this chapter, the basic characteristic

of these background techniques is presented in more detail. First, the advantages

and limitations of the conventional MIMO systems, and cooperative communica-

tions are described in Section 3.2. Next, in Section 3.3, STBC encoding scheme

and distributed cooperative transmission technology are provided. The charac-

teristic of OFDM scheme and coding in multi-hop wireless communications are

then presented in Section 3.4. Finally, Section 3.5 summarizes this chapter.

3.2 Cooperative Communications

In the past few decades, a solution that has caught researcher’s attention is the

use of multiple antennas at both transmitter and receiver which is also known

as MIMO system as shown in Fig. 3.1. One of the most important contribu-

tion of MIMO system lies in the ability to increase the reliability and capacity

without additional bandwidth or transmission power in wireless communications

in comparison with that of a Single-Input Single-Output (SISO) system [16].

This is because MIMO systems have the three main advantages such as diversity

gain, spatial multiplexing gain, and array gain. Thanks to the benefits of using

multiple antennas, MIMO technology has being exploited in many wireless com-

munication standards such as IEEE 802.11 standard, IEEE 802.16 standard, and

the 4-th generation (4G) and long-term evolution (LTE) cellular systems. The

first advantage in MIMO systems is that high diversity gain can be achieved in

order to mitigate channel fading effects in wireless communication. In multiple

antennas systems, signals are transmitted and received by each pair of transmit

and receive antennas. By using many pairs of transmit and receive antennas, the

transmission of signals carrying the same information allows the receiver to ob-

tain and combine multiple independently faded replicas of the data symbols. As a

result, higher reliability can be achieved. Therefore, the maximum diversity gain

(Gd) can be calculated as the number of independent channels in the multiple

antennas systems as follows [59], Gd = Nt×Nr, where Nt and Nr are the number
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Figure 3.1: Multiple-Input Multiple-Output (MIMO) system model.

of transmit and receive antennas, respectively. The diversity gain indicates also

the magnitude of the slope of the average probability of error with an increase

in transmit power. In term of probability of error, the diversity gain is given by

[60][61],

Gd = − lim
SNR→∞

log(Pe(SNR))

log(SNR)
, (3.1)

where Pe is the average probability of error at average signal-to-noise rate (SNR).

In addition, by transmitting independent symbols with different information

content, higher transmission rate can be obtained due to the increase in the avail-

able degrees of freedom for MIMO systems, which is well known as the spatial

multiplexing gain. Therefore, a point-to-point MIMO system can offer a linear

increase in capacity proportional to the number of transmit and receive antennas

[62]. The tradeoff between the diversity gain and the spatial multiplexing gain in

MIMO communication can be found in [63]. Finally, multiple antennas systems

can obtain a array gain, which can lead to the increase in the average signal to

noise ratio (SNR) at the receiver. The increase is proportional to the number of

receive antennas. However, MIMO systems have increased computational com-

plexity and require higher hardware cost than SISO systems. Furthermore, in

order to reduce the effects of antennas space on MIMO channel capacity and to

achieve the optimal spatial diversity gain, distance between antennas is set to

be approximately a half of the wavelength at the selected operating frequency.
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Therefore, it can be difficult to install multiple antennas in a mobile terminal due

to the limitations of size and hardware.

In order to reap the benefits of the conventional MIMO systems in an ad-hoc

wireless network and overcome the limitations, user cooperative communications

has been proposed [17][18], which is well known as user cooperation diversity or

distributed cooperation diversity. The basic structure of cooperative relay com-

munications is shown in Fig. 3.2. In a cooperative relay system, the antenna of

relay nodes can be shared to create a distributed antenna array, also known as

a virtual MIMO system, where each relay node is a part of the virtual antenna

array. The process of transmission can be divided into two phases. First, the

source node broadcasts its signals to the surrounding nodes, which is including

both the relay nodes and the destination node. The relay nodes then process

the received signals from the source node and forward them to the destination

node. There are two main cooperative strategies that the relay nodes can apply

to process the received signals: non-regenerative and regenerative relaying. The

former approach which is well known as amplify-and-forward (AF) relaying means

that the relay nodes just operate as a repeater in which the received signals are

amplified and re-broadcasted to the destination node, while the latter method

is called the decode-and-forward (DF) relaying in which the received signals are

first decoded, and then re-encoded and forwarded to the destination node [64].

We consider DF strategy in this thesis. This transmission approach has become

a powerful technique and recently gained much attention in both academic and

industrial research communities due to its ability to provide efficient solutions for

challenges in wireless communications. In fact, cooperative communication by

using distributed intermediate nodes can obtain the same diversity gain benefits

as conventional MIMO systems without requiring multiple antennas on the same

node. Therefore, this technique is able to achieve significant improvements in

the reliability and the outage probability, decrease power consumption due to

transmitting over shorter links, provide higher capacity, and increase through-

put performance of system without additional bandwidth. In cooperative relay

communications, the performance improvement can be achieved when the same

information is carried in the independent channels between the relay nodes and

the destination node. This is because when the number of independent channels
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Figure 3.2: The basic structure of cooperative relay communications.

increases, the probability of all of the independent channels affected by deep fad-

ing will decrease [59][64]. It is assumed that each node in network has a single

antenna as shown in Fig. 3.2. Therefore, in term of the number of independent

channels, the maximum cooperative diversity gain (Gcd) at the second phase can

be derived as Gcd = Nr, where Nr is the number of selected relay nodes to trans-

mit the packet simultaneously to the destination node.

3.3 Distributed Cooperative Space Time Cod-

ing Schemes

Cooperative communications by using distributed space-time block codes (STBC)

has recently been considered as an efficient technique that can provide consider-

able benefits in fading wireless environments. By processing the received signal

distributedly at the different relay nodes to create a virtual antenna array, the

cooperative diversity gain can be achieved as in the conventional STBC systems

[65]. Therefore, Alamouti’s STBC scheme is first described and then distributed

cooperative transmission technology is provided in this section.
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Figure 3.3: STBC transmit diversity scheme with two transmit antennas and one

receive antenna [19].

3.3.1 Alamouti Space Time Block Coding

In the cooperative communications, Alamouti’s STBC encoding scheme is often

applied in order to obtain the higher cooperative diversity gain without channel

state information (CSI) which is referred as channel properties of a communi-

cation link at the transmitting node [19]. In addition, Alamouti’s scheme can

achieve both full diversity order and full data transmission rate with simple de-

coding algorithm at the receiver. The original STBC transmit diversity scheme

with two transmit antennas and one receive antenna is shown in Fig. 3.3. In the

figure, the two consecutive data symbols s0 and s1 are encoded. Then, the en-

coded signals are transmitted simultaneously from the two antennas installed at

the transmitter. r0 and r1 are the signals which are received at the first and second

symbol transmission periods, respectively. h0 and h1 are the channel responses

for the signal from the transmit antenna 0 and antenna 1. n0 and n1 are the noise

components of the s0 and s1 symbols at the receiver, respectively. In the STBC

encoding scheme, two consecutive data symbols are encoded as follows. First, it

is assumed that the input signal for the j-th symbol is sj, and the next symbol

is sj+1, where j = 2a and a is the even number (a=0,2,4,6,...). The sj and sj+1

symbols are encoded according to Table 3.1 and then simultaneously transmitted

to the receiver. The rows of the table illustrate the number of transmit antennas
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Table 3.1: Alamouti STBC Encoding Patterns.

data symbol symbol sj symbol sj+1

(period) (t) (t+ T )

branch 0 sj -s∗j+1

branch 1 sj+1 s∗j

and the columns illustrate the number of symbol transmission periods. In the

STBC model with two transmit antennas and one receive antenna, the encoded

pattern of the branch 0 and branch 1 are assigned to the transmit antenna 0 and

antenna 1, respectively as shown in Table 3.1, where ∗ denotes complex conjugate

operation. More specifically, during the first symbol transmission period (t), the

transmitter sends the sj symbol from the transmit antenna 0, the sj+1 symbol

from the transmit antenna 0. During the next symbol transmission period (t+T ),

the −s∗j+1 and s∗j symbols are simultaneously transmitted from the antenna 0 and

the antenna 1, respectively.

Since assuming that fading is constant across the two consecutive symbol

periods, the channel responses during the first and second symbol transmission

periods are written as,

h1(t) = h1(t+ T ) = h1 = α1e
jθ1

h2(t) = h2(t+ T ) = h2 = α2e
jθ2 (3.2)

where T is the symbol period, α and θ are the amplitude and phase factor for

the channel gain. In the case with one receive antenna, the received signals can

be represented in term of vector r as follows,

r =

[
rj
rj+1

]
=

[
sj sj+1

−s∗j+1 s∗j

] [
hj
hj+1

]
+

[
nj
nj+1

]
, (3.3)

where rj and rj+1 are the received signals at the two symbol transmission periods

(t) and (t + T ), respectively. hj and hj+1 are the channel responses from the

transmit antenna 0 and antenna 1 to the receive antenna during the two consec-

utive symbols. nj and nj+1 are the noise components. Therefore, equation 3.3

can be written in term of matrix as follows,

r = Sh + n, (3.4)
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where r, h, and n are 2× 1 matrices, S is a 2× 2 matrix. The orthogonality of

Alamouti STBC scheme can be verified by,

sH1 s2 =
[
s∗j −sj+1

] [ sj+1

s∗j

]
= s∗jsj+1 − s∗jsj+1 = 0, (3.5)

where (.)H denotes Hermitian conjugate, s1 and s2 are the first and second column

vector of matrix S, respectively. Without loss of generality, after some elementary

manipulations and conjugating the second row of 3.3, the received signals can be

equivalently expressed as follows,[
rj
r∗j+1

]
=

[
hj hj+1

h∗j+1 −h∗j

] [
sj
sj+1

]
+

[
nj
n∗j+1

]
. (3.6)

It also can be represented in term of matrix form,

r̃ = Hs + ñ. (3.7)

where r̃, s, and ñ are 2 × 1 matrices, H is a 2 × 2 matrix. At the receiver, it is

assumed that the channel response is known exactly, the combined signals can be

obtained by multiplying both sides of equation 3.7 by HH as follows,

s̃ = HH r̃. (3.8)

Substituting 3.7 into 3.8, these combined signals can be written as follows,

s̃j = (|hj|2 + |hj+1|2)sj + h∗j ñj + hj+1ñ
∗
j+1,

s̃j+1 = (|hj|2 + |hj+1|2)sj+1 + h∗j+1ñ1 − hjñ∗j+1.
(3.9)

As shown in Fig.3.3, these combined signals are then sent to the maximum like-

lihood detector to choose which symbol was actually transmitted from the trans-

mitter by applying least squares (LS) detection,

ŝk = arg min
sk∈SM

|s̃k − αsk|2, (3.10)

where k ∈ {j, j + 1}, α = |hj|2 + |hj+1|2, SM is the set of M transmitted symbols

which is known at both the transmitter and receiver, and |.| denotes a magnitude

operator. The performance of bit error rate (BER) of Alamouti’s scheme is shown

in Fig. 3.4. Thanks to the advantages such as simple decoding algorithm at the
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Figure 3.4: Comparisons of the BER performance between with and without

using STBC encoding.

receiver, without CSI at the transmitter, achieving both full diversity order and

full data transmission rate, Alamouti’s scheme is widely used for applications in

wireless communication systems like WiFi, WiMax, 3G, LTE and 4G.

Although, Alamouti’s scheme is only designed for two transmit antennas, this

scheme is a simple and important design of space-time code. The various schemes

of space-time code are often designed based on this scheme. The analysis in [66]

shows that the orthogonal STBC designs cannot achieve both full diversity gain

and full transmission rate simultaneously when the number of antennas is greater

than two. A general design of orthogonal space time block codes extended for

more than two transmit antennas can be found in [66]. In this design, full diversity

gain can be obtained however data transmission rate is less than unity. In order

to overcome this limitation, the combination of a real orthogonal STBC generator

matrix and its conjugate form is proposed in[67]. However, this scheme has more

complex decoding process than Alamouti’s scheme. Similarly, Linear Dispersion

Codes (LDC) schemes which have the linear combination of the real part and the
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Figure 3.5: Distributed STBC for cooperative communications.

imaginary part of the symbols in order to maximize throughput in MIMO systems

have high computational complexity detection methods [68][69][70]. Therefore,

Alamouti’s scheme is considered in this thesis.

3.3.2 Distributed Cooperative Transmission Technology

In order to obtain cooperative diversity in multi-hop ad-hoc wireless networks,

the distributed intermediate nodes between the source node and the destination

node are considered as antenna branches. One of the STBC encoding patterns as

shown in Table 3.1 is assigned to relay nodes for the cooperative communications

as described in Section 3.2 in a distributed manner, which is also well known

as Distributed STBC scheme. In this scheme, it is assumed that all nodes in

network are equipped with a single antenna or two half-duplex antennas. Similar

to the point-to-point MIMO systems using the conventional STBC encoding, in

which full transmit diversity gain can be obtained without the the availability
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of CSI at the transmitter, the Distributed STBC scheme in cooperative wireless

communications allows also the relay nodes to achieve full cooperative diversity

gain without the availability of CSI at the relay nodes. As a result, the capacity

and reliability of system can be significantly improved.

In distributed cooperative diversity, transmission can be divided into the first

and second phases, which are also called broadcast phase and relay phase, as

represented in Fig. 3.5, where m is the number of relay nodes. In the broadcast

phase, the source node broadcasts the data packet to the relay nodes as well as

the destination node. In the second phase, the relay nodes detect the packet, if

the error-free packet is received, the relay nodes encode the packet by using STBC

encoding scheme and then forward to the destination node. If the signals from

all relay nodes are transmitted at the same time then the transmission is called

synchronous cooperative relay networks. Otherwise, it is known as asynchronous

cooperative relay networks. The synchronous cooperative communication is con-

sidered in this thesis.

At the first transmission phase, the received signal of sj symbol from the

source node at the i-th relay node is given by,

rji =
√
PtTsβs,rihs,risj + nji, (3.11)

where (i = 1, 2, 3, ...m) and m is the number of relay nodes in network. Pt and

Ts are the average transmission power used at both the source and relay nodes

for every transmission and the period of a symbol, respectively. βsri is the path

loss gain between the source node to the i-th relay node, βs,ri =
(
ds,d
ds,ri

)α
, where

ds,d and ds,ri are the distance between the source node to the destination and the

i-th relay node, α is the path loss exponent. hs,ri is the fading channel coefficient

between the source node and the i-th relay node. nji is noise component of the

sj symbol.

In the relay phase, the received signals of the sj and sj+1 symbols at the

destination node are expressed as follows,

rji =
∑
m∈R1

λm,dsj +
∑
m∈R2

λm,dsj+1 + nji, (3.12)

r(j+1)i = −
∑
m∈R1

λm,ds
∗
j+1 +

∑
m∈R2

λm,ds
∗
j + n(j+1)i, (3.13)
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Figure 3.6: Distributed STBC encoding with different number of relay nodes.

where λm,d =
√
PtTsβm,dhm,d is channel response between the m-th relay node

and the destination node. R1 and R2 are the set of relay nodes transmitting the

STBC encoding patterns 1 and 2, respectively. At the destination, the decoded

signals of the sj and sj+1 symbols are derived according to equation 3.8 as follows,

s̃j =
∑
m∈R1

λ∗m,drji +
∑
m∈R2

λm,dr
∗
(j+1)i

= (

∣∣∣∣ ∑
m∈R1

λm,d

∣∣∣∣2 +

∣∣∣∣ ∑
m∈R2

λm,d

∣∣∣∣2)sj +
∑
m∈R1

λ∗m,dnji +
∑
m∈R2

λm,dn
∗
(j+1)i,

(3.14)

s̃j+1 =
∑
m∈R2

λ∗m,drji −
∑
m∈R1

λm,dr
∗
(j+1)i

= (

∣∣∣∣ ∑
m∈R1

λm,d

∣∣∣∣2 +

∣∣∣∣ ∑
m∈R2

λm,d

∣∣∣∣2)sj+1 −
∑
m∈R1

λm,dn
∗
(j+1)i +

∑
m∈R2

λ∗m,dnji.
(3.15)

As a result, the cooperative diversity gain can be obtained if the channel response

is known exactly at the destination node. Then the decoded signals of the two

s̃j and s̃j+1 symbols can be detected. The figure 3.6 shows the performance of

distributed STBC encoding with different number of relay nodes in the relay

phase.
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Figure 3.7: Distributed cooperative diversity in wireless multi-hop relay networks.

3.4 OFDM Cooperative Diversity in Multi-hop

Wireless Relay Networks

Distributed user cooperative diversity schemes in multi-hop relay wireless com-

munications have a problem that is difficult to establish the path routes from the

source node to the destination node with the effectively cooperative relay nodes.

As mentioned in Section 2.5, in wireless multi-hop ad-hoc networks, there are

two main broad categories of routing protocols, proactive and reactive protocols,

used to establish the route from the source node to the destination node before

transmission. While proactive schemes have the large overhead for the control

packet and it is difficult to establish the appropriate route when network topol-

ogy is large and often changed since route information is generally kept in the

routing tables and is periodically updated, reactive protocols have the large delay

because these protocols search for the route from the source node to the desti-

nation node in an on-demand manner [20]. To overcome this problem, [21] has

proposed a scheme called STBC distributed ARQ as shown in Fig. 3.8. In this

scheme, the source node first broadcast the data packet to the destination node

without finding the path routes in advance. The transmission procedure of the

STBC distributed ARQ scheme can be summarized as follows: First, the data

packet is broadcasted from the source node. The data packet is then received

and detected by the surrounding relay nodes and the destination node. In the
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Figure 3.8: STBC Distributed ARQ scheme.

next step, if the destination node does not receive the data packet correctly, the

data packet is simultaneously retransmitted by all the source node and the sur-

rounding nodes which have already received the error-free data packet. A control

packet is broadcasted from the source node to trigger the transmission timing for

the surrounding nodes. Finally, when the destination node received the error-free

data packet, an ACK packet is sent back to the source node according to the

same method with the transmission of the data packet.

Thanks to the cooperative diversity gain from the distributed relay nodes

and the source node, this method achieves significant improvement of the packet

loss probability with a small average number of hops. However, drawback of

this scheme is that the number of transmitted packets in network increases sig-

nificantly. This is because the data packet in STBC distributed ARQ scheme

is transmitted toward all direction, which is cause of the redundant broadcast

packets which do not highly contribute to the communication direction between

the source node and the destination node. This can lead to increasing in the

average power consumption and collision in the network. In addition, the STBC

Distributed ARQ scheme cannot select the best relays with high contribution

according to the transmission direction.

In wireless communications, OFDM is well known as an efficient and effective

technique to achieve high data transmission rates and better transmission quality,

and to enhance frequency spectrum efficiency. In addition, by using many narrow-
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band subcarriers instead of one wide-band carrier for transmission and inserting

a guard period or cyclic prefix, the OFDM signal has robustness against the

frequency selective fading, shadowing and multipath fading, and inter-symbol

interference (ISI). As a result, the OFDM signal has more tolerant to delay spread

because of the guard interval [71]. Due to these advantages, OFDM technique is

used widely in many wireless communication standards such as IEEE 802.11a/g

WLAN standard, 4G and LTE cellular systems.

In distributed cooperative diversity communications, timing and frequency

synchronizations for distributed STBC encoding systems are a challenging task

in highly dynamic communication environment. They are still open problems and

should be investigated in the future. Recently, there are several papers that have

already proposed the solution to solve these problems [23][24][25]. Therefore, it

is assumed that the perfect synchronizations can be achieved by using a control

packet in this thesis. In addition, the guard interval of OFDM has tolerance to

not only the influence of the delay spread but also the transmitting timing offset

among distributed relay nodes, the OFDM technique is also used and combined

with STBC encoding in this thesis.

In addition to diversity gain, coding gain is also exploited to reduce bit error

rate (BER) and improve system performance in wireless communications. In

coding theory, coding gain is defined as the measure in the difference between the

signal-to-noise ratio (SNR) levels between the uncoded system and coded system

required to reach the same BER levels. When Eb/N0 is in dB, the coding gain

Gc is also defined as [72],

Gc =

(
Eb
N0

)
uncoded

−
(
Eb
N0

)
coded

, (3.16)

where Eb and N0 are energy per bit and the noise power density, respectively. The

diversity gain indicates relationship between the magnitude of the slope of the

average BER curve and an increase in the SNR. The magnitude is higher when

the SNR increases. However, coding gain generally just shifts the average BER

curve to the left [73]. In order to obtain reliable data transfer, convolutional codes

are used widely in applications in wireless communications [74]. Convolutional

codes are commonly specified by three parameters (n, k,m), which are the number
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of output bits, input bits, and memory registers, respectively. They are also a

measure of the efficiency of the code. As mentioned in Table 2.2 including the

information of the different code rate, the code rate is equal to k/n. The operation

in detail of convolutional encoders can be found in [75]. The Viterbi algorithm

which is well known can be used decode the convolutional codes. The operation

of the Viterbi decoding scheme is described in detail in [76] [74].

3.5 Chapter Summary

This chapter provides the information and analysis of the features of the back-

ground techniques in cooperative wireless communications. In order to improve

the reliability and performance of system in wireless multi-hop relay networks,

the advantages of these techniques such as cooperative diversity gain, spatial

multiplexing gain, array gain, coding gain must be exploited via distributed relay

nodes. More specifically, distributed STBC encoding scheme and convolutional

codes are considered in the proposed method. In addition, OFDM technology is

also considered to use in this thesis to enhance frequency spectrum efficiency and

reduce interference.
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Chapter 4

A proposal of Cooperative

Diversity method for

STBC-OFDM Multi-hop Relay

Wireless Networks

4.1 Introduction

In wireless communications, the advantages of MIMO technology have been

widely acknowledged such as diversity gain, spatial multiplexing gain, and array

gain [16]. However, it is difficult to install multiple antennas in a small wireless

mobile node because of size and hardware limitations. In order to overcome the

problems and to obtain diversity gain in wireless multi-hop ad-hoc networks, the

user cooperative diversity has been proposed [17][18]. The cooperative diversity

is known as technique allowing single-antenna nodes to reap some of the ben-

efits of MIMO systems. In the cooperative diversity, STBC encoding is often

applied in order to obtain the higher cooperative diversity gain without channel

state information (CSI) at the transmitting node [19]. In addition, this encoding

scheme can achieve both full diversity order and full data transmission rate with

simple decoding algorithm at the receiving node. In this system, relays simulta-

neously transmit the signals encoded by one of the STBC encoding patterns in a

cooperative manner. At the receiving node, because the STBC encoded signals
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with different encoding patterns are received, the cooperative diversity gain can

be obtained by decoding STBC as shown in [19]. However, the user cooperative

diversity schemes in multi-hop relay communications have a problem that is dif-

ficult to establish the path routes from the source node to the destination node

with selecting the efficient cooperative relays.

In wireless multi-hop ad-hoc networks, there are two main broad categories

of routing protocols, proactive and reactive protocols, used to establish the path

routes from the source node to the destination node before transmitting data

packets. Proactive schemes posed a negligible delay since route information is

generally kept in the routing tables and is periodically updated. However, the

overhead of the control packets is large. In addition, it is difficult to establish the

efficient path routes when network topology is large and frequently changed. In

contrast, reactive protocols search for the path routes from the source node to

the destination node in an on-demand manner. Therefore, these routing protocols

are suitable for the network topology which is frequently changed. However, the

delay of this type of routing protocols is large since the information of routing is

not stored at each node [20].

To overcome this problem, [21] has proposed a scheme called STBC distributed

ARQ. In this scheme, the source node first broadcast the data packet to the desti-

nation node without finding the path routes in advance. Then, if the destination

node does not receive the data packet correctly from the source node, the data

packet is simultaneously retransmitted by all the source node and the surrounding

nodes which have already received the error-free data packet. A control packet

is broadcasted from the source node to trigger and synchronize the transmission

timing for the surrounding nodes. As a result, this method achieves significant

improvement of the performance with a small average number of hops. However,

a drawback of this scheme is that the number of transmitted packets in network

increases significantly. This is because the data packet and control packets in

STBC distributed ARQ scheme are transmitted toward all direction, which is

cause of the redundant broadcast packets which do not highly contribute to the

communication direction from the source node to the destination node. This can

lead to increasing in the average power consumption and collision in the network.
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In addition, this scheme cannot select the best relay nodes with high contribution

according to the transmission direction in each hop.

Therefore, a cooperative diversity transmission method is proposed to re-

duce the power consumption normalized by one data packet transmission power

consumption with keeping the performance improvement for wireless multi-hop

ad-hoc networks in this chapter. The power consumption is reduced by limiting

the number of transmitting relay nodes in each hop and the number of repetition

of packet transmission at each node, which in turn makes the reduction of the

number of transmitted packets in network. As a result, this can lead to the reduc-

tion of interferences in network and better efficiency frequency utilization. More

specifically, it is assumed that the current and future locations of nodes are avail-

able. After limiting the number of potential relay nodes based-on the predictable

future location of distributed relay nodes, a relay selection algorithm is proposed

to select the two distributed relay nodes in each hop with high contribution ac-

cording to the transmission direction from the source node to the destination

node by installing a new timer which is set according to distance between a po-

tential relay node and the destination node at each node in network. This timer

is also used to assign the STBC encoding pattern to the two distributed relay

nodes. In order to obtain coding gain and higher performance improvement, the

convolutional code is also employed at each node. The remainder of this chapter

is organized as follows. In Section 4.2, system model and the analysis of signal

model are provided. Next, the proposed method is described in detail in Section

4.3. In Section 4.4, performance evaluation through computer simulations and

results are presented. Finally, Section 4.5 summarizes this chapter.

4.2 System Model

In order to obtain diversity gain, the cooperative diversity is applied in multi-

hop wireless relay networks. The original STBC transmit diversity technique

is proposed by Alamouti [19]. Here, we consider distributed STBC cooperative

diversity for OFDM multi-hop wireless relay networks. The image of this model

is shown in Fig. 4.1, where Rx1 and Rx2 are first and second relay nodes selected

in the xth hop, respectively, x = (1, 2, ..., n). In this model, the two selected
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Figure 4.1: System model of the proposed method.

relay nodes in each hop broadcast the same data packet simultaneously to the

surrounding nodes in the next hop and the destination node. As a result, the

cooperative diversity gain of the MRC (maximum ratio combing) scheme can be

obtained by using the STBC encoding at each relay node.

In the proposed method, the input signal for the jth symbol is denoted as sj,

and the input signal for the next symbol is denoted as sj+1, where j = 2a and

a is the even number. The two symbols sj, sj+1 are encoded and simultaneously

transmitted from the two selected relay nodes in each hop. The transmitted

STBC encoding patterns are shown in Table 4.1, where ∗ is the complex conjugate

operation. In this Table, the original STBC encoding patterns as shown in Table

3.1 are modified in order to avoid interference and collision when the transmitted

signals from the relay nodes combining with the retransmitted signals from the

source node. In user cooperative diversity schemes, one of the STBC encoding

patterns is assigned to one distributed node for the cooperative transmission. In

this proposed method, the branch 0 and 1 are assigned to the first and second relay

nodes, respectively. At the receiver, the signals are received and combined with

the different path losses and fading fluctuations. The transmitting timing and

frequency synchronizations are adjusted according to a beacon packet transmitted

by the previous link node. In order to keep the explanation simple, we focus on

a sub-carrier of OFDM technique. The first received signal of the sj symbol at

the ith relay node and the destination node at the first transmission is given by,

rji =
√
Ptβsihsisj + nji, (4.1)
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Table 4.1: Modified STBC Encoding Patterns.

data symbol Symbol j Symbol j + 1

(period) (t) (t+ T )

branch 0 sj sj+1

branch 1 -s∗j+1 s∗j

where Pt is transmission power. hsi and βsi are fading channel coefficient and

path loss gain between the source node and the i-th relay node or the destination

node at the first transmission, respectively. sj is the transmitted signal of the jth

symbol and nji is the noise component of the jth symbol.

At the next transmission or the first relay transmission, if the two selected

relay nodes receive the beacon packet, the two relay nodes broadcast the same

data packet simultaneously with the different STBC encoding patterns. Data

packet transmission procedure for this case is shown in Fig. 4.2. In this model,

we denote K is the number of repetition of the same data packet transmission

at each node. K = 1 means that each node only transmits the same data packet

once. We consider the case of K = 1. The received signals of the sj and sj+1

symbols at the ith relay and the destination node can be expressed as follows,

rji = λr1isj − λr2is∗j+1 + nji, (4.2)

r(j+1)i = λr1isj+1 + λr2is
∗
j + n(j+1)i, (4.3)

where λr1i =
√
Ptβr1ihr1i and λr2i =

√
Ptβr2ihr2i are the channel responses from

the first and second relay node transmitting the different STBC encoding patterns

of branch 0 and 1 to the ith relay or the destination node, respectively. At the

receiver, the decoded signals of the sj and sj+1 symbols at the ith relay and the

destination node are derived according to STBC decoding algorithm as follows,

s̃j = λ∗r1irji + λr2ir
∗
(j+1)i

=
(
|λr1i|

2 + |λr2i|
2) sj + λ∗r1inji + λr2in

∗
(j+1)i,

(4.4)

s̃j+1 = λ∗r1ir(j+1)i − λr2ir∗ji
=
(
|λr1i|

2 + |λr2i|
2) sj+1 + λ∗r1in(j+1)i − λr2in∗ji.

(4.5)
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Here, the transmitting timing and frequency are adjusted for synchronous trans-

mission between the relay nodes and the source node by using the predefined bit

patterns for synchronization in the received beacon packet. When K value is

greater than one, the received signals of the sj and sj+1 symbols are given by,

r
(k)
ji = λ

(k−1)
si sj +

∑
m∈R1

λ
(k)
rmi
sj −

∑
m∈R2

λ
(k)
rmi
s∗j+1, (4.6)

r
(k)
(j+1)i = λ

(k−1)
si sj+1 +

∑
m∈R1

λ
(k)
rmi
sj+1 +

∑
m∈R2

λ
(k)
rmi
s∗j , (4.7)

where λsi is channel response between the source node and the i-th relay in the

next hop. R1 and R2 are denoted as the set of relay nodes transmitting the

different STBC encoding patterns 0 and 1, respectively. In these equations, the

noise components are omitted to keep the presentation simple. The number on

the right shoulder denotes the number of the k-th transmission of the signal

(k = 1, 2, ..., K). At the receiver, the decoded signals of the sj and sj+1 symbols

are derived as follows,

s̃
(k)
j =

∣∣∣∣∣λ(k−1)si +
∑
m∈R1

λ
(k)
rmi

∣∣∣∣∣
2

+

∣∣∣∣∣ ∑
m∈R2

λ
(k)
rmi

∣∣∣∣∣
2
 sj, (4.8)

s̃
(k)
(j+1)i =

∣∣∣∣∣λ(k−1)si +
∑
m∈R1

λ
(k)
rmi

∣∣∣∣∣
2

+

∣∣∣∣∣ ∑
m∈R2

λ
(k)
rmi

∣∣∣∣∣
2
 sj+1. (4.9)

As a result, by using the user cooperative diversity scheme combining with STBC

encoding, if the channel impulse response is estimated exactly at the receiver, co-

operative network diversity gain can be obtained with the MRC decoding scheme.

Then, the signals s̃
(k)
j and s̃

(k)
j+1 can be decoded.

4.3 Cooperative Diversity Method for STBC-

OFDM Multi-hop Relay Wireless Networks

In the proposed method, it is assumed that the transmission power for all the

nodes are fixed and the nodes know their own position. The information about
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the coordinate of the destination node will be attached in the data packet. It

is also assumed that the current and future locations of nodes in network are

available and can be predicted. In this method, there are three control packets:

Beacon packet, Confirm to Become Relay packet (CBR), Acknowledgment packet

(ACK). The beacon packet shown in [21] is also used to synchronize and trigger

the transmitting timing of relay nodes in each hop. The beacon packet includes

an ID of the source node, an ID of the destination node, IDs of the first and

second relay, pilot symbols for synchronous transmission of the source node and

the relay nodes. The CBR packet is used to select the two relay nodes in each

hop. An ACK packet is sent from the destination node to the source node to

confirm that the data packet is received successfully. In the proposed method, N

is denoted as the maximum number of iterative steps for data transmission. Let

n be a count down of the current iterative step of a particular data packet. At

the first step, n = N and n value is decreased one unit and is stored in the packet

in the next step. When the data packet with n = 0 is received, the data packet

is not forwarded. N = 0 means that the data packet is transmitted once by only

the source node and not forwarded by any relay nodes. We also consider limiting

the number of repetition of the same data packet transmission at each node as K

value. If the number of transmission times of the same data packet transmission

at a particular node is more than K, the data packet is not transmitted by the

node. It is worth noting that N value is the number of hops if there are always at

least one selected relay node in each hop. In the case that there is no relay node

in the next transmission, the iterative step is the retransmission from the nodes

in the current hop. The detail of the proposed method is described in Subsections

4.3.1 and 4.3.2.

4.3.1 Transmission Procedure of the Proposed Method

The data packet transmission procedure of the proposed method with K = 1 and

N = 2 is shown in Figs. 4.2 and 4.3.

1. First, the source node broadcasts a data packet attached the position of the

destination node. The destination node and surrounding relays receive and

detect the data packet.
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Figure 4.2: Data packet transmission procedure with K = 1 and N = 2.

2. In order to confirm the successful transmission, when the error-free data

packet is received at the destination node, an ACK packet from the desti-

nation node is sent back to the source node.

3. At the source node, if the ACK packet from the destination node is not

received, but the CBR packets from the two selected relays are received then

a beacon packet is transmitted to trigger and synchronize the transmitting

timing for the two selected relays. If both the ACK and CBR packets are

not received within the period of pre-determined time and the number of

the retransmission of the data packet is less than N , the data packet will

be retransmitted. In this case, K value is not applied.

4. At the distributed relay nodes, if the error-free data packet is received then

these relay nodes will use a new timer to contend with other relays in

the same hop to access medium. The branch 0 and 1 of STBC encoding

pattern are assigned to the first and the second relay nodes to transmit the

same data packet, respectively. The detail of the relay selection method is

explained in Subsection 4.3.2.

5. At the receiver, the STBC encoded signals are decoded and the data packet

is recovered. Repeating steps from 3 to 5 until the ACK packet is correctly

received at the source node or the current iterative step (n) of the data

packet reaches to zero. If the error-free data packet is received at the
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Figure 4.3: Timing and medium access procedure for the proposed method.

destination node, an ACK packet is transmitted from the destination node

to the source node according to the same way of transmitting data packet

but K value is not also applied. In the other words, the number of the

retransmission of the ACK packet at each node and from the destination

node is the same as that of the data packet from the source node. If the

ACK packet is not received at the source node after the number of N

times transmission at the destination node, the data packet transmission is

repeated from step 3 to 5, until the ACK packet is correctly received at the

source node or until the number of the data packet retransmission exceeds

the maximum N value.

4.3.2 Timer and Relay Selection of the Proposed Method

After limiting the number of potential relay nodes based-on the predictable future

location of distributed relay nodes, a relay selection method is proposed to select

the two optimal relay nodes in each hop, called the first and second relay node.

The relay selection method is based-on a new timer which is set according to

distance between a potential relay node and the destination node.

After receiving the data packet without error from the source node or the relay

nodes in the previous hop, the relay nodes which have the distance from their

future location to the destination node less than the distance from the source

node to the destination node become potential relay nodes. The potential relay

53



4. A PROPOSAL OF COOPERATIVE DIVERSITY METHOD
FOR STBC-OFDM MULTI-HOP RELAY WIRELESS NETWORKS

nodes then initialize the proposed timer as given in equation 4.10. The two relay

nodes with the first and second shortest duration of timer become the first and

second relay nodes, respectively. This timer is also used to contend to access

medium among relay nodes in the same hop.

Ti = ∆× di
dMax

(DIFS − SIFS)

aSlottime
, (4.10)

where Ti is timer of the ith potential relay node. ∆ is the normalized factor of

the timer. The factor can be adjusted to be compatible with different systems. di

is the distance from the ith potential relay node to the destination node. dMax is

the maximum distance between the relay nodes and the destination node. This

value is set such that fraction di/dMax is always less than one. DIFS and SIFS

are distributed inter-frame space and short inter-frame space, respectively [33].

In the legacy IEEE 802.11 standard in wireless communications, after sensing

medium idle, a node can only transmit data packet when interval of DIFS and

its back-off time has expired [33]. In order to guarantee that the relaying will

not be interrupted by other nodes in the network, Ti must be less than interval

of (DIFS − SIFS). The operation of the timer and medium access control

procedure is shown in Fig. 4.3. In the same hop, the timer of the potential relay

node closest to the destination node will finish first. The first relay node then

transmits a CBR packet to the source node. During the period of time, the timer

of the other potential relay nodes will be frozen and then run the remainder of the

timer when the CBR packet transmission from the first relay node has already

completed. The potential relay node with the second shortest period of timer

becomes the second relay node. The second relay node then also sends a CBR

packet to the source node. After the CBR packets are transmitted, both the

first and second relays will be in the state of waiting for a beacon packet from

the source node. If the beacon packet is received, the data packet with STBC

encoding from the first and second relay nodes be transmitted simultaneously to

relay nodes in the next hop and the destination node. The other relays will stop

and discard the received data packet after receiving the CBR packet from the

second relay or the beacon packet from the source node.

54



4.4 Performance Evaluation

Figure 4.4: Simulation area.

4.4 Performance Evaluation

4.4.1 Simulation conditions

Simulation area is set to be a 200 [m] by 200 [m] square as shown in [21]. In

the simulation area, the relay nodes is located randomly. The distance between

the source node and the destination node is 100 [m]. The position of the nodes

are fixed and set to be at the center of the simulation area as shown in Fig.4.4.

The other simulation conditions are listed in Table 4.2. In order to keep the

simulation simple, the non-line of sight environment is applied in this simulation.

It is assumed that the delay of all paths from all distributed nodes are received

within the guard interval of OFDM technique, therefore the performance of the

proposed method is not effected by ISI. In order to evaluate the basic performance,

it is also assumed that channel estimation is perfect for each STBC branch. In this

simulation, the data packet is considered as lost if the ACK packet is not received

at the source node when n value reaches to zero. N value is varied from 0 to 6. No

multi-hop means N = 0 so that the only direct communication is considered. In

this simulation, the performance of a conventional on-demand routing protocol
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Table 4.2: The simulation parameters of the computer simulation.

Modulation method QPSK

Number of subcarriers 52

FFT size 64

Length of guard interval 16 samples

Length of pilot 4 symbols

Length of data packet 96 symbols

Length of ACK, CBR, beacon packets 6 symbols

Number of nodes (include the source 102

and destination nodes)

Frequency band 5 [GHz]

Path loss exponent 3

dMax 100 [m]

Normalized factor (∆) 1

Channel model (Rayleigh) 5-path fading

Noise level 95 [dBm]

Channel estimation Perfect

Antenna gain 0 [dBi]

as AODV protocol in [11] is considered to compare to the performance of the

proposed method. The path route from the source node to the destination node

is established by using the route request packet (RREQ) and the route reply

packet (RREP). First, the RREQ packet is broadcasted from the source node.

The surrounding nodes then rebroadcast the packet and finally the packet is

correctly received at the destination node. Next, the RREP is replied to the

source node by using the route information including in the RREQ packet. In

order to establish the reliable path route, a threshold SNR of the received signal

power is required when RREQ packet is received at the intermediate nodes due

to the fading channel and the difference between the length of the data packet

and RREQ packet. The threshold SNR is set to be 10[dB] at each node in this

simulation. It is assumed that the established links are sufficient link margin to

allow that the data packet is received correctly.
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Figure 4.5: Packet loss rate with different N values and K = 3.

4.4.2 Simulation Results

First, the performance of packet loss probability as a function of the transmit

power per node is shown in Fig. 4.5. It can be seen from the figure that when N

value increases, the performance is improved significantly. However, the improve-

ment is almost saturated when N = 6 in this simulation. By using all of relay

nodes to retransmit the data packet to the destination node in each hop and with-

out limiting the number of retransmission of data packet of each node (K = N),

STBC Distributed ARQ scheme always has the better performance with the same

number of retransmission. However, due to two optimal relay nodes are selected

to obtain diversity gain by using the proposed procedure of relay selection, the

performance degradation of the proposed method is negligible. In this simula-

tion, the performance of the proposed method with N = 6 and K = 3 is almost

as same as that of STBC Distributed ARQ with N = 4. In comparison with

the direct communication and the conventional routing, the performance of the

proposed method can be improved significantly. The conventional routing can

reduce the packet error rate compared to the direct communication. However,
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Figure 4.6: Packet loss rate with K = 3 and K = 1.

since STBC cooperative diversity gain cannot be obtained in the conventional

routing, the proposed method with N = 2 has better performance.

Next, the performance with K = 3 and K = 1 is shown in Fig. 4.6. When

K value increases, not only the selected relays in the current hop but also the

selected relays in the previous hops transmit the data packet simultaneously to

the destination node. As a result, the performance is improved when K value

increases since higher cooperative diversity gain can be obtained. However, the

improvement is small. This is because the relay nodes in the previous hops is

further from the destination node than the relay nodes in the current hop. As a

result, K value is not contributing too much to the performance improvement.

Next, in order to improve the performance of the proposed method, the convo-

lutional code (R = 1/2 and KR = 7) and combining signal are considered to used

at each node. Since coding gain can be obtained, the performance of the pro-

posed method is improved significantly as shown in Fig. 4.7. By using the signal

combining technique between previous received signal and the current received

signal during the transmission process, the time diversity gain can be obtained.

However, the improvement is not much as shown in Fig. 4.8. In addition, this
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Figure 4.7: Packet loss rate with and without coding (N = 4 and K = 1).
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Figure 4.8: Packet loss rate with and without combining (N = 4 and K = 1).

technique requires a large memory and high complexity processing at each node.
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Figure 4.9: Normalized throughput performance.

Next, Fig. 4.9 shows the normalized throughput of proposed method. In this

simulation, the normalized throughput is calculated as a ratio of the number of

correctly received data packets to the number of transmitted data packets. It

is assumed that the full load packets are generated at the source node. From

the figure, the normalized throughput of the proposed method increases when K

value or N value increases. However, the throughput is almost saturated when

N = 4 and K = 1. Due to using ACK packet, the transmission is stopped after

ACK is received correctly at the source node. Therefore, when transmit power

increases, the performance of the direct transmission is improved. As a result,

with N = 2 and transmit power is about 14 [dBm], the throughput increases to

more than 0.5.

Finally, the power consumption normalized by one data packet transmission

power consumption is evaluated as shown in Fig. 4.10. Since the power consump-

tion is directly proportional to the number of transmitted packet in network and

in order to avoid the impact of types of device power consumption, we normal-

ized the power consumption by one data packet transmission power consumption.

Therefore, the receiver power consumption is ignored in this case. In this simula-
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Figure 4.10: Power consumption normalized by one data packet.

tion, data packet transmission power consumption is derived as the total number

of transmitted bits of the data packet and control packets summed up and then

normalized by the size of the data packet. From the figure, because the data

packet is broadcasted toward the all direction and without limiting the number

of repetition of the same data packet transmission at each node, the power con-

sumption of the STBC Distributed ARQ scheme increases significantly due to the

redundant packets. We can confirm that the power consumption of the proposed

method can be reduced considerably by using only the two relay nodes in each

hop and limiting the number of repetition of the same data packet transmission

at each node.

4.5 Chapter Summary

In this chapter, a cooperative diversity transmission method for wireless multi-

hop ad-hoc networks is proposed. In this method, the new timer is installed to

select the two relay nodes with high contribution according to the transmission

direction in each hop. In order to obtain higher cooperative diversity gain in each
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hop, the data packet is encoded by using STBC code matrix in a distributed man-

ner and transmitted simultaneously to the next hop and the destination node.

The timer is also used to assign the STBC encoding pattern to the two distributed

relay nodes in each hop. From simulation results, When N value increases, the

performance is improved significantly. However, the improvement is almost sat-

urated when N = 6. In addition, K value is not contributing too much to the

performance improvement. Since coding gain can be obtained, the performance

of proposed method is improved significantly. However, the improvement is not

much for signal combining technique. By selecting the only two distributed relay

nodes in each hop and limiting the number of repetition of packet transmission

at each node, we can confirm that the proposed method can achieve considerable

improvement of the power consumption normalized by one data packet transmis-

sion power consumption in network with keeping the significant improvement of

performance. As a result, this can lead to the reduction of interferences in net-

work and better efficiency frequency utilization, which in turn can achieve high

reliability in wireless communications.
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Chapter 5

Cooperative Distributed STBC

Transmission Method for

Multi-hop V2V Communications

5.1 Introduction

In recent years, in order to provide road safety, comfortable driving with enter-

tainment applications, and distribution of updated information about the roads,

etc., for ITS systems, a solution that has attracted researchers’ attention is the use

of the vehicular communications. In vehicular communications and VANETs, the

current standards can be applied for safety related message exchange but in the

future world, other new applications like autonomous controlled vehicles require

more reliability and capacity with small delay. In addition, wireless multi-hop

data delivery for emergency situations on road is not explicitly supported in the

current standards.

In vehicular communications, VANETs have some attractive characteristics

as follows. First, the movement of vehicles is limited in road trajectory. As a

result, if the information of road maps, current position, speed, and direction of

movement are available then the future position of vehicles in network can be

predicted. In addition, since the vehicle nodes can provide continuous power to

communication devices by themselves, transmission power in VANETs is not a

significant constraint as in the conventional ad-hoc or sensor networks. Finally,
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the vehicle nodes have usually higher computational capability because of the no

limitation of device size. However, the network topology changes frequently and

very fast due to high vehicle mobility and different movement direction of each

vehicle. As a result, inter-vehicle connectivity can be impacted significantly from

a network perspective in comparison with low-velocity mobile communication

systems. Moreover, the harsh communication environment is also one of the

most difficult challenges in VANETs, the line-of-sight (LoS) component of the

signal in inter-vehicle connectivity is often blocked by obstacles as buildings at

intersections or trucks on highway scenarios. Consequently, Consequently, signal

attenuation is large [6].

The existing routing protocols in MANETs [11][12][13] are not suitable for

most application scenarios in multi-hop vehicular communications due to the dis-

tinctive characteristics. This is also because one or multiple paths from a source

node to a particular destination node should be discovered before transmitting

data packet in these routing protocols. Therefore, these protocols are not suitable

for the scenario with more than one destination node. Furthermore, problems of

redundant broadcast messages and the broadcast storm [14][15] can make the de-

sign of routing protocols further complicated. As a result, a design of effective and

efficient routing protocol in VANETs is still a critical challenge and requirement.

As earlier mentioned in Section 2.5, location based routing protocols are de-

signed to meet the requirements of highway safety applications. In the protocols,

it is assumed that nodes use a global positioning system (GPS) device for ob-

taining position information. A sender broadcasts safety-related messages to all

receivers in its communication range. Whether the messages are rebroadcasted

or not depends on the relative position between the receiver and the transmitter.

One of the conventional protocols suitable for VANETs is Multi-Hop Vehicular

Broadcast (MHVB) [46]. In MHVB, the farthest relay vehicle station is selected

to rebroadcast the message in each hop. Therefore, this method significantly

improves the performance of data dissemination in VANETs. Figure 5.1 shows

the transmission procedure of MHVB protocol. In this figure, the data packet is

considered as the safety-related message. When the error-free message is received

at vehicle station, the distance between the sender and itself is calculated. The

distance is used to calculate the waiting time before retransmitting the message.
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Figure 5.1: Conventional routing protocol based-on location.

Consequently, a farther relay vehicle station waits less time and retransmits the

message sooner than the others. However, the function of the waiting time is not

explicitly given in [46]. In this method, because only one relay node is selected

to forward the packet in each hop, the signal attenuation and packet loss rate

caused by the obstacles like buildings or trucks can be large. The performance of

MHVB is compared with that of the proposed method.

In this chapter, we consider to exploit the attractive characteristics in vehicu-

lar communications. Thanks to the digital road maps and the exchange of routine

messages in current ITS systems, the information of position, speed, and move-

ment direction of vehicles are available. In order to achieve high reliability and

reducing redundant broadcast messages in multi-hop vehicular communications,

we first propose a relay selection algorithm based-on position, speed and direction

of movement, combining with the digital map equipped on the vehicles to select

a group of distributed vehicle stations which have high contribution according

to the transmission direction to forward the same data packet simultaneously to

the further vehicle stations in the next hop. In addition, we install another new

timer to select a master vehicle station (MVS) which manages the transmission

of whole network, triggering and synchronizing transmit timing of vehicle relay

stations in each hop. This timer is set according to the information of relative

location between the potential MVSs in the next hop and the current MVS. In

order to obtain cooperative diversity gain, the STBC encoding is applied at the

group of distributed vehicle relay stations in each hop. In the proposed method,

the STBC encoding pattern of each sub-carrier is randomly assigned at the dis-

tributed vehicle relay stations in each hop. The complicated STBC encoding
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pattern assignment is therefore not required.

In this method, we focus on the emergency messages in multi-hop V2V com-

munications. The emergency information is provided to the behind vehicles on

the same way in the emergency situations such as traffic congestion, traffic acci-

dents, and road hazards to avoid chain collisions on highway for ITS systems. In

the proposed method, a vehicle station which can first detect the emergency situa-

tions broadcasts the warning messages to the behind vehicle stations on the same

way. By communicating between vehicles, it can be predicted possible collision

and automatically speed down or alert drivers. The proposed method can also

be used in applications for emergency vehicles (e.g., ambulances and fire trucks)

to disseminate alarm messages to the other vehicles in the forward direction by

simply changing the conditions of position, speed and direction of movement to

select intermediate vehicle stations in each hop.

The remainder of this chapter is organized as follows. In Section 5.2, system

model of the proposed method is provided. Next, the proposed method is de-

scribed in detail in Section 5.3. In Section 5.4, performance evaluation through

computer simulations and results are presented. Finally, Section 5.5 summarizes

this chapter.

5.2 System Model

In order to achieve high reliability, the only vehicle stations (VSs) which have high

contribution according to the transmission direction and already received the data

packet correctly are selected to transmit the same data packet simultaneously to

the VSs in the next hop as shown in Fig. 5.2. In the proposed method, a VS

can be in four states: Transmit VS (TVS), Relay VS (RVS), Master Relay VS

(MVS), or Ordinary VS (OVS). A TVS is the first VS transmitting the data

packet in the network. An RVS is a VS that receives the error-free data packet

in each hop. An MVS is a VS that is selected to transmit a control packet to

trigger and synchronize transmitting timing of RVSs in each hop. Initially, the

MVS is assigned to the TVS for triggering the timing of transmission and this

function is transferred to the next MVS. Therefore, there is always an MVS in

the network. An OVS is a VS that is not a TVS, an RVS, or an MVS. In this
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Figure 5.2: System model for two-hop transmission.

method, after receiving the error-free data packet from the TVS, OVSs which are

near the location of the emergency situations only work as an RVS or an MVS

even if they can identify the situations by themselves. Therefore, we also assume

that there is only one TVS during transmission process.

In order to obtain diversity gain, the user cooperative diversity is applied in

multi-hop wireless relay networks. The original STBC transmit diversity tech-

nique is proposed in [19]. In this chapter, we consider using distributed STBC

model with two transmit antennas and one receive antenna. If multiple RVSs

transmit the same STBC encoding pattern, the received signal is combined just

as increasing the number of multi-paths of OFDM system. We do not need

prepare more pilot symbols for channel estimation by increasing the number of

transmitters. The system model using distributed STBC encoding for multi-hop

V2V communications is shown in Fig. 5.3, where x, y, and z are the number of

RVSs in the first, second, and n-th hop, respectively. In this model, the selected

RVSs transmit the same data packet simultaneously toward the RVSs in the next

hop. By using the different STBC encoding patterns at each RVS, the cooper-

ative diversity gain of the maximum ratio combing (MRC) can be obtained in

the receiver. It is assumed that the input signal for the j-th symbol is denoted

as sj, and the next symbol is denoted as sj+1, where j = 2a and a is the even

number. The sj and sj+1 symbols are encoded and simultaneously transmitted
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Figure 5.3: System model of the proposed method.

from RVSs in each hop. The transmitted STBC encoding patterns are shown in

Table 4.1, where ∗ is the complex conjugate operation. At the receiver, the signals

are received and combined with the different path losses and fading fluctuations.

We have to adjust the transmitting timing and frequency according to a control

packet named SYNT transmitted by MVS in each hop. In order to keep the

explanation simple, we focus on an OFDM sub-carrier signal for explanation.

At the first transmission, the received signal of the sj symbol at the i-th RVS

is given by,

rji =
√
Ptβtihtisj + wji, (5.1)

where Pt is transmission power. hti and βti are fading channel coefficient and path

loss gain between the source node named Transmit VS (TVS) and the i-th RVS,

respectively. The path loss gain is calculated with α the path loss exponential as

described in Subsection 2.3. wji is noise component of the sj symbol.

At the next transmission or the first relay transmission, if the SYNT packet

from the current MVS is correctly received at the RVSs, both the MVS and

RVSs simultaneously transmit the same data packet with the different STBC

encoding patterns. The simultaneous transmission procedure with distributed

STBC encoding in each hop is shown in Fig. 5.2. In the proposed method, we

denote K is the number of repetition of the same data packet transmission at

each node. K = 1 means that each node only transmits the same data packet

once. The received signals of the sj and sj+1 symbols with K = 1 at the i-th

68



5.2 System Model

RVS are expressed as follows,

rji =
∑
m∈R1

λmisj −
∑
m∈R2

λmis
∗
j+1 + wji, (5.2)

r(j+1)i =
∑
m∈R1

λmisj+1 +
∑
m∈R2

λmis
∗
j + w(j+1)i, (5.3)

where λmi =
√
Ptβmihmi is channel response between the m-th RVS in the current

hop and the i-th RVS in the next hop. R1 and R2 are denoted as the set of RVSs

transmitting the different STBC encoding patterns 0 and 1, respectively. At the

receiver, the decoded signals of the sj and sj+1 symbols are derived according to

STBC decoding as follows,

s̃j =
∑
m∈R1

λ∗mirji +
∑
m∈R2

λmir
∗
(j+1)i

= (

∣∣∣∣ ∑
m∈R1

λmi

∣∣∣∣2 +

∣∣∣∣ ∑
m∈R2

λmi

∣∣∣∣2)sj, (5.4)

s̃j+1 =
∑
m∈R1

λ∗mir(j+1)i −
∑
m∈R2

λmir
∗
ji

= (

∣∣∣∣ ∑
m∈R1

λmi

∣∣∣∣2 +

∣∣∣∣ ∑
m∈R2

λmi

∣∣∣∣2)sj+1.
(5.5)

In these equations, the noise components are omitted to keep the presentation

simple. When K value is greater than one, the received signals of the sj and sj+1

symbols are given by,

r
(k)
ji = λ

(k−1)
ti sj +

∑
m∈R1

λ
(k)
misj −

∑
m∈R2

λ
(k)
mis

∗
j+1, (5.6)

r
(k)
(j+1)i = λ

(k−1)
ti sj+1 +

∑
m∈R1

λ
(k)
misj+1 +

∑
m∈R2

λ
(k)
mis

∗
j , (5.7)

where λti is channel response between the TVS and the i-th RVS in the next

hop. In these equations, the noise components are also omitted to keep the

presentation simple. The number on the right shoulder denotes the number of
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Table 5.1: Direction and speed converter.

Direction bits Direction Speed bits Speed [km/h]

00 North 00 0-60

01 South 01 60-80

10 West 10 80-100

11 East 11 100-+

the k-th transmission of the signal (k = 1, 2, ..., K). At the receiver, the decoded

signals of the sj and sj+1 symbols are derived as follows,

s̃
(k)
j = (λ

(k−1)
ti +

∑
m∈R1

λ
(k)
mi)
∗r

(k)
ji + (

∑
m∈R2

λmi)r
(k)∗
(j+1)i

= (

∣∣∣∣λ(k−1)ti +
∑
m∈R1

λ
(k)
mi

∣∣∣∣2 +

∣∣∣∣ ∑
m∈R2

λ
(k)
mi

∣∣∣∣2)sj, (5.8)

s̃
(k)
j+1 = (λ

(k−1)
ti +

∑
m∈R1

λ
(k)
mi)
∗r

(k)
(j+1)i − (

∑
m∈R2

λmi)r
(k)∗
ji

= (

∣∣∣∣λ(k−1)ti +
∑
m∈R1

λ
(k)
mi

∣∣∣∣2 +

∣∣∣∣ ∑
m∈R2

λ
(k)
mi

∣∣∣∣2)sj+1.
(5.9)

As a result, by using the user cooperative diversity scheme combining with STBC

encoding, if the channel impulse response is estimated exactly at the receiver, co-

operative network diversity gain can be obtained with the MRC decoding scheme.

Then, the decoded signals s̃
(k)
j and s̃

(k)
j+1 can be detected.

Although timing and frequency synchronization for distributed STBC systems

is a challenging task in highly dynamic communication environment, some papers

have proposed the solution to solve these problems [23][24][25]. Therefore, it is

assumed that the synchronization can be obtain by using the SYNT packet and

OFDM technology.

5.3 Cooperative Distributed STBC Transmission

Method for Multi-hop V2V Communications

In the proposed method, it is assumed that transmission power of all VSs is fixed

and VSs know their own position and are equipped with an electronic map. The
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information about position, speed and direction of the TVS and MVS is attached

in the safety-related messages. The information can be converted by using two

bits for speed and two bits for direction as shown in Table 5.1. In this method,

there are three control packets: Synchronize and trigger the transmitting timing

of RVSs (SYNT), Request to broadcast SYNT (RTBS), Clear to broadcast SYNT

(CTBS). The SYNT packet shown in [21] is also used to synchronize and trigger

the transmitting timing of RVSs in each hop. The RTBS and CTBS packets are

used to select an MVS in each hop for transferring network management function

from the previous MVS to the new MVS. In this method, it is reminded that N

is denoted as the number of maximum iterative steps for data transmission. Let

n be a count down of the current iterative step of a particular data packet. At

the first step, n = N and n value is decreased one unit and is stored in the packet

in the next step. When the data packet with n = 0 is received, the data packet

is not forwarded. N = 0 means that the data packet is transmitted once by only

the TVS and not forwarded by any RVSs. It is worth noting that this method is

used to broadcast the information of emergency situation to all behind vehicles,

therefore the current iterative step (n) always reaches to zero for all data packets

in due to no destination node. We also consider limiting the number of repetition

of the same data packet transmission at each VS as K value. If the number of

transmission times of the same data packet transmission at a particular VS is

more than K, the data packet is not transmitted by the VS. It is also worth

noting that N value is the number of hops if there are always one selected MVS

in each hop. In the case that there is no MVS in the next transmission, the

iterative step is only the retransmission from the nodes in the current hop.

The transmission sequence of the proposed method is shown in Fig. 5.4. The

proposed method is described in detail in Subsections 5.3.1 and 5.3.2.

5.3.1 Transmission Procedure of the Proposed Method

The transmission algorithm at the TVS and RVS are shown in Figs. 5.5 and

5.6, respectively. The figures also show the transmission algorithm at MVS.

First, the TVS broadcasts the data packet and the surrounding OVSs receive

and detect the packet. If an error-free data packet is received, an OVS then
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Figure 5.4: Transmission procedure at the first hop.

becomes an RVS and ready to rebroadcast the data packet. At the next iterative

step, the information about position, speed and movement direction of the TVS

will be checked at RVSs. In the proposed method, RVSs process only the data

packets transmitted by the TVS in front of them. An MVS is then selected

from the RVSs in each hop. In order to become potential MVSs, the distance

and speed deviation between the RVS and TVS must be less than predetermined

thresholds. The speed threshold (vthr.) is set such that carrier frequency offset

caused by Doppler-effect is acceptable in vehicular environment. The distance

threshold (dthr.) is set according to the transmission range of VSs in the network.

In this method, the thresholds are only used at the RVSs to select the potential

MVSs in each hop as shown in Fig 5.6. After transmitting the SYNT and data

packets at the current MVS or at the TVS, the thresholds are not used as shown

in Fig 5.5. In order to improve the transmission performance, the RVSs with

opposite direction of movement with the TVS do not become potential MVSs.

The impact of the thresholds of distance and speed deviation on the performance

of the proposed method is planned for future work. After that, the potential

MVS uses the proposed timer to contend with the others in the same hop. The
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Figure 5.5: Transmission algorithm at the TVS.

potential MVS with the shortest timer will transmit an RTBS packet sooner than

the others. If an error-free CTBS packet is received from the TVS, the potential

MVS becomes MVS in the hop by transferring the MVS function from the TVS.

A SYNT packet then is broadcasted from the MVS to trigger and synchronize

transmitting timing of RVSs in the hop. If the SYNT packet is correctly received

at RVSs, both the MVS and RVSs simultaneously rebroadcast the same data

packet with the different STBC encoding patterns.

At the next iterative step, the MVS has the same role as the TVS for transfer-

ring the function of MVS to the next candidate of MVS. In the proposed method,

the transmission at the other VSs will be stopped if the control packets are re-
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Figure 5.6: Transmission algorithm at RVS.

ceived. Therefore, interference and collision in the network can be reduced. In

the proposed method, each RVS synchronizes the transmitting timing and fre-

quency according to the SYNT packet. The timing offset due to the distributed

position of RVSs can be absorbed by the guard interval of OFDM technology.
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Figure 5.7: Transmission procedure for the cases with K = 1.

Finally, if the conditions are satisfied, the data packet and SYNT packet with

STBC encoding will be transmitted based-on K and N values. The different

STBC encoding pattern is selected randomly in each RVS. The control packets

include N and K values, the packet ID for retransmission, the predetermined bit

pattern for synchronization, and so on. Transmission procedure of the proposed

method for the cases with different N values and K = 1 is summarized in Fig.

5.7. In the figure, MVSn1 and RVSnx are the MVS and RVSs in the n-th hop,

respectively.

5.3.2 Timer and Relay Selection Method

In the proposed method, a novel procedure of relay selection is used to select

RVSs and MVS with high contribution according to the transmission direction in

each hop. The procedure is based-on history data of position, speed and direction

of movement of RVSs. RVSs process only the data packets received from the TVS

in front of them. After receiving an error-free data packet, the data packet is re-

broadcasted simultaneously by RVSs, if a SYNT packet is correctly received from

MVS. In order to become potential MVSs, RVSs must be satisfied the conditions

of position, speed and direction of movement described in Subsection 5.3.1. The

potential MVSs then initialize the proposed timer as equation (5.10). This timer
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Figure 5.8: Timing and medium access procedure.

is used to select an MVS among the potential MVSs to send the SYNT packet

at the next iterative step. It is also used to contend to access medium in the

network.

Ti = ∆× PRIO[n]

di
× (AIFS[n]− SIFS)

aSlottime
, (5.10)

where Ti is timer of the i-th potential MVS in microseconds. ∆ is the normalized

factor of the timer. The factor can be adjusted to be compatible with different

systems. PRIO[n] = n + 1 (0 ≤ n ≤ 3) is the priority of the different access

categories (ACs). The lower value of the PRIO is the higher priority of the AC

is. Di is the distance in meter from the i-th potential MVS to the TVS or current

MVS. AIFS[n] and SIFS are arbitration inter-frame space and short inter-frame

space, respectively. aSlottime is the length of one slot.

After sensing medium idle, a node can only transmit data packet for each AC

when at least interval of the AIFS[n] has expired [32]. In order to guarantee

that the relaying will not be interrupted by other VSs in the network, Ti must be

less than interval of (AIFS[n]− SIFS). The AIFS[n] is a duration derived by

the relation,

AIFS[n] = AIFSN [n]× aSlottime+ SIFS, (5.11)

where AIFSN [n] is arbitration inter-frame space number, which is set to de-

termine the length of an AIFS interval corresponding to each AC [32]. The

operation of the timer and medium access control procedure is shown in Fig. 5.8.

In the same hop, the timer of the potential MVS farthest to the TVS or current
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MVS will finish first. The potential MVS then sends an RTBS packet and waits

for a CTBS packet from the TVS or current MVS. During the time, the timer

of the other potential MVSs will be frozen. In the case that the CTBS packet is

not received, the potential MVS does not become MVS for avoiding existence of

multiple MVSs. After a predetermined waiting time, if the SYNT packet is not

received, the other potential MVSs run the remainder of their timer. When the

timer has expired, an other RTBS packet is transmitted to the TVS or current

MVS. The process of the MVS selection is similar to the first time. At the TVS

or current MVS, if the RTBS packet is not received, after a predetermined time

period, a SYNT packet then is broadcasted. In this case, K value is not applied,

the data packet also is retransmitted. For example, d1 = 200 [m] and d2 = 100

[m] are the distance from the first and second potential MVS to the TVS, re-

spectively. In this chapter, we consider the data packet with the highest priority

(n = 0, AIFSN [0] = 2) [32]. From equations (5.10) and (5.11), the timer of the

first and second potential MVS are derived T1 = 0.01∆ [µs] and T2 = 0.02∆ [µs],

respectively. If ∆ is set to be 500, then T1 = 5 [µs] and T2 = 10 [µs]. As a result,

after waiting the interval of (SIFS + T1), the first potential MVS transmits the

RTBS packet to the TVS sooner than the second one.

5.3.3 Transmission Time of the Proposed Method

The transmission time of the proposed method can be it be calculated as follows.

At the first step in transmission process, the sender delay of the data packet from

the TVS is derived as equation (5.12).

TS0 = Tc + Td + Tprop, (5.12)

where Tc is time needed for the TVS to acquire the channel before it transmits

the data packet, which may include the back-off time, Arbitration Inter-frame

Space (AIFS[n]). Td is data packet transmission time, which is equal to protocol

heads transmission time (Th) plus data payload transmission time (Tpl) as shown

in equation (5.13). Tprop is the time for the signal propagating from the TVS to

the RVSs at the first transmission, which can be ignored when electromagnetic
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wave is transmitted in the air.

Td = Th + Tpl, (5.13)

At the next step, let Tm(in) be the time needed for selecting the i-th MVS

candidate and suppressing the other potential MVSs at the n-th iterative step,

n = (N, ..., 2, 1) as described at the beginning of Section 5.3. Note that Tm(in)

is an increasing function of in, since the lower-priority MVS candidate with the

longer timer always needs to wait and confirm that no higher-priority MVS can-

didates with the shorter timer have been selected to transmit SYNT packet.

Combining with the Figs. 5.8 and 5.7, Tm(in) is calculated as follows,

Tm(in) = TSIFS + Tin + (TRTBS + TSIFS)in + TCTBS + TSIFS, (5.14)

Tm(in) = TSIFS + Tin + (TRTBS + TSIFS + TCTBS + TSIFS)in, (5.15)

where equations (5.14) and (5.15) are Tm(in) for the cases of the failed RTBS and

CTBS packets, respectively. Tin is the proposed timer of the i-th MVS as shown

in equation (5.10) at the n-th iterative step. The transmission time needed for

forwarding the data packet at the n-th iterative step is given as follows,

TSn = Tm(in) + TSY NT + TSIFS + Td + 4Tprop. (5.16)

From equations (5.12) and (5.16), the total transmission time of the proposed

method can be derived as follows,

TTran = TS0 +
N∑
n=1

TSn . (5.17)

Substituting (5.12) and (5.16) into (5.17) and after some tedious manipulations,

the the total transmission time can be determined as follows,

TTran = Tc +
N∑
n=1

Tm(in) +N(TSY NT + TSIFS) + (N + 1)Td, (5.18)

where Tprop is omitted to keep the presentation simple.
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Figure 5.9: Vehicular simulation scenario.

5.4 Performance Evaluation

5.4.1 Simulation conditions

In order to evaluate the performance of the proposed method, one group of ve-

hicles on highway is configured as shown in Fig. 5.9 [77][78]. In this scenario,

the distance between vehicles in lane-1, lane-2, lane-3, and lane-4 are 90 [m], 80

[m], 70 [m], and 60 [m], respectively. The speed of vehicles is from 60 to 120

[km/h] depending on the lanes on the highway. In this simulation, the distance

between the TVS and the position to evaluate the performance named Receiving

VS is 560 [m]. The position of vehicles is randomized but still guarantees the pa-

rameters of the distance and speed on the different lanes. The other simulation

conditions are listed in Table 5.2. In this simulation, STBC Distributed ARQ and

MHVB schemes are selected to compare with the proposed method. In STBC

Distributed ARQ, the data packet is broadcasted from the source node to the

destination node without finding the path route in advance [21]. Therefore, this

scheme can be used in the scenario with more than one destination node. Since

the TVS and all RVSs both behind and in front of the TVS are selected to simulta-

neously retransmitted the data packet without limiting the number of repetition

of the same data packet transmission at each VS to obtain STBC cooperative

diversity gain in each hop, STBC Distributed ARQ scheme is considered as the

upper bound of the performance. On the other hand, only one RVS is selected

to forward the data packet in each hop in MHVB without diversity. In MHVB,

the data packet is also transmitted from the source node to the destination node
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Table 5.2: The simulation parameters of the computer simulation.

Modulation method OFDM QPSK

Number of sub-carriers 52

Length of FFT 64

Length of guard interval 16 samples

Length of pilot signal 4 symbols

Length of data packets 16 symbols

Length of SYNT, RTBS, CTBS packets 4 symbols

Frequency band 760 [MHz]

Threshold of speed (vthr.) 60 [km/h]

Threshold of distance (dthr.) 560 [m]

Channel model Rayleigh

Noise level −90 [dBm]

Channel estimation Perfect

Antenna gain of each VS 0 [dBi]

Height of Antennas 1.5 [m]

Direction of antenna Omnidirectional

Normalized factor (∆) 500

PRIO[0] 1

AIFSN [0] 2

SIFS 32[µs]

aSlottime 13[µs]

Transmit power Variable

Number of generated packets in 5000 packets

each transmit power

without finding the path route in advance. Therefore, MHVB is also suitable for

the scenario with more than one destination node. In the original STBC Dis-

tributed ARQ scheme, the data packet transmission is repeated until the ACK

packet is correctly received at the source node or the number of retransmission

exceeds the maximum N value. In this simulation, in order to be suitable for

this scenario, no ACK packet is used, the data and control packets transmission
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Figure 5.10: Packet loss rate with 64 RVSs.

is continuously repeated until the current number of iterative steps of the data

packet is equal to zero (n = 0). The other parameters are set to be the same as

the proposed method. In this simulation, it is also assumed that the delay of all

paths from the distributed RVSs is received within the guard interval of OFDM

technology, therefore the ISI (inter-symbol interference) is not consider. In the

proposed method, STBC encoding patterns of each distributed node are selected

randomly in each sub-carrier. Therefore, the complicated task of assigning STBC

encoding pattern for transmitting RVSs is not required.

5.4.2 Simulation results

First, the packet loss rate of the proposed method with the different K and N

values as a function of the transmission power per VS is shown in Fig. 5.10.

In this simulation, the number of RVSs is 64 including 32 RVSs in front of the

TVS and 32 RVSs between the TVS and Receiving VS which is VS to evaluate

the performance of the proposed method. The number of iterative steps for

data packet transmission is varied from N = 0 to 3. N = 0 means that the
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Figure 5.11: Packet loss rate with the different number of RVSs.

data packet is not retransmitted so that the only direct communication from

the TVS to the Receiving VS is considered. It can be seen from the figure

that the proposed method achieves a good performance when N value increases.

MHVB routing protocol can reduce the packet error rate compared to the direct

communication of the proposed method. However, since there is only one RVS

selected to forward the data packet in each hop and STBC cooperative diversity

gain cannot be obtained in MHVB, the performance of the proposed method

is improved significantly in comparison with MHVB routing protocol. In this

simulation, K = 1 means that each VS only transmits the data packet once.

When the K value is more than one, the data packet is retransmitted by not

only RVSs at the current hop but also RVSs at the previous hops. Therefore, the

higher diversity gain can be obtained. From the figure, the performance of the

proposed method is improved when K increases. However, this improvement is

negligible because the RVSs at the previous hops are farther from the Receiving

VS than the RVSs at the current hop. In this simulation, the performance of the

proposed method is also compared with that of the transmission scheme in [21].

From this figure, STBC Distributed ARQ has better performance with the same
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Figure 5.12: Packet loss rate with and without STBC encoding.

number of iterative steps for data packet transmission. This is because, in STBC

Distributed ARQ, the data packet is simultaneously retransmitted by all of RVSs

in both behind and in front of the TVS in each hop while only RVSs in behind

the TVS is selected to rebroadcast the data packet in the proposed method.

In addition, the number of repetition of the same data packet transmission at

each VS is not limited (K = N). However, since RVSs with high contribution

according to the transmission direction are selected to obtain cooperative diversity

gain, the performance increase of the proposed method is negligible.

Next, Fig. 5.11 shows the performance of the proposed method with the

different number of RVSs. As a system assumption in this simulation, we evalu-

ate the performance by choosing the number of RVSs is 16, 24, and 32 between

the TVS and the Receiving VS. When the number of RVSs increases, the data

packets are simultaneously rebroadcasted by the more number of RVSs in each

hop. Therefore, the higher diversity gain can be achieved. As a result, the pro-

posed method has significant improvement of the performance when the number

of RVSs increases. Therefore, it is better for the proposed method in the environ-

ment with the higher vehicle density. Next, the performance with and without
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Figure 5.13: Average number of transmitted packets from the TVS.

using STBC encoding is shown in Fig. 5.12. From the figure, due to the STBC

cooperative diversity gain, the performance of the proposed method with using

STBC encoding for retransmitting the data packet at each VS is much better

than that without using STBC encoding.

Next, the average number of transmitted packets from the TVS is shown in

Fig. 5.13. In this simulation, the size of the SYNT, RTBS, and CTBS packets

is set to be 1/4 of the data packet. We evaluate the total number of transmitted

bits included in the data packet and the control packets are summed up and are

normalized by the size of the data packet. The total number then is averaged by

the number of generated packets. From the figure, the average number of trans-

mitted packets from the TVS is much lower than that of STBC Distributed ARQ

scheme. This is because the data and SYNT packets are always retransmitted

from the TVS without limiting the number of repetition of the same data packet

transmission at each VS in STBC Distributed ARQ scheme. Consequently, the

power consumption of the TVS is large and the transmission process completely

depends on the TVS. In the proposed method, an MVS is selected to broadcast

the SYNT packet in each hop. At the next iterative step, the MVS has the same
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Figure 5.14: Average number of transmitted packets.

function as the TVS. When the transmit power is low, the selection of the MVS

can be not successful. In this case, both SYNT and data packets are transmit-

ted by the TVS. As a result, the average number of transmitted packets from

the TVS is high. However, the number decreases considerably at high transmit

power because the MVS can be easily selected.

Next, the average number of transmitted packets in the whole network is

shown in Fig. 5.14. From the figure, since the data and control packets are

broadcasted toward all direction and the number of repetition of the same data

packet transmission at each VS is not limited, the average number in STBC

Distributed ARQ increases significantly. In the proposed method, in order to

reduce the redundant packets, the only RVSs with high contribution according

to the transmission direction are selected to rebroadcast the packets. We also

consider limiting the number of repetition of the same data packet transmission

at each VS as K value. As a result, the average number of transmitted packets in

the network with K = 1 decreases significantly. Combining with the simulation

results in Fig. 5.10, when K = 1, the increase of the packet loss probability is

small. Therefore, K = 1 is a better choice for the proposed method.
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Table 5.3: Packet success rate and average transmission time.

MHVB STBC The proposed

Distributed ARQ method

PDR 0.712 1.000 1.000

Time [ms] 1.661 1.671 2.242

ANTP 3.949 63.343 21.721

Finally, the end-to-end packet delivery rate (PDR) and the transmission time

evaluated by the average number of transmitted packets (ANTP) are shown in

Table 5.3. In this simulation, the PDR is defined as the probability of receiving

a data packet correctly at the Receiving VS, which is 560 [m] far from the TVS.

In order to evaluate the transmission time, the maximum number of iterative

steps for data transmission is set to be N = 3 for all methods and K = 1 for the

proposed method. The transmission of a particular data packet is stopped when

the data packet is correctly received at the Receiving VS or the current number

of iterative step of the data packet is equal to zero (n = 0), the transmission time

is then derived. In order to compare the transmission time between the methods,

we use the IEEE 802.11p (OFDM) parameters as listed in Table 5.2. It is assumed

that bit rate is set to be 6 Mbps for both data and control packets (including

both headers and payload), back-off time and propagation delay are ignored. In

this simulation, the transmit power of all VSs is set to be 12 [dBm] which is

chosen based-on the point without error detected in Fig. 5.10 and satisfying the

current standards of transmit power. From the table, although there is no control

packets used in MHVB, the transmission time of MHVB is approximated with

that of STBC Distributed ARQ. This is because with the lowest PDR=0.712

of MHVB, the transmission is only stopped when the data packet is correctly

received at the Receiving VS with the required average number of iterative steps

is approximately the maximum N value or n value of the data packet is equal

to zero. Due to only one RVS forwarding the data packet in each hop and no

control packets, the required ANTP in MHVB is the lowest in this simulation.

Since the time needed for selecting an MVS in each hop, the transmission time

of the proposed method is higher than that of STBC Distributed ARQ with the
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same PDR = 1. However, due to only the RVSs with high contribution according

to the transmission direction selected to forward the data packet and limitation

of K value in the proposed method, the required ANTP in the proposed method

is much lower than that in STBC Distributed ARQ scheme.

5.5 Chapter Summary

In this chapter, we have proposed a cooperative diversity transmission scheme

for dissemination of the emergency messages in multi-hop V2V communications.

First, in order to exploit the attractive characteristics in vehicular communica-

tions, a relay selection algorithm based-on position, speed and direction of move-

ment to select a group RVSs with high contribution according to the transmission

direction to forward the emergency messages in each hop has been proposed. In

addition, we have installed a new timer to select a master vehicle station which

manages a packet transmission of whole network in each hop. In the proposed

method, the STBC encoding scheme is used at the distributed RVSs to obtain

cooperative diversity gain in each hop. The analysis of signal model and trans-

mission time of the proposed method is also provided in this chapter. From the

simulation results, we can confirm that the proposed method can reduce the num-

ber of transmitted packets in network while keeping the significant improvement

of packet loss probability by selecting the only RVSs high contribution according

to the transmission direction in each hop and limiting the number of repetition

of packet transmission at each vehicle station. In comparison with the single-hop

direct communication system and the conventional simple location based rout-

ing protocol as MHVB, the packet loss probability of the proposed method can

be improved significantly. As a result, the proposed method can achieve high

reliability in wireless multi-hop V2V communications.
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Chapter 6

Conclusion

This chapter concludes our research work based on the studies of distributed

cooperative diversity for multi-hop V2V communications. First, the advantages

and contributions of the proposed method are summarized. The potential future

research direction is then discussed and shown.

6.1 Contributions and Advantages

In recent years, ITS is a natural trend in order to reduce the potential driving risk,

enhance road safety, and bring out comfortable driving with infotainment appli-

cations. In Japan, ITS systems is also considered as a foundation for overcoming

society problems. Due to challenging characteristics of vehicular communications,

the current protocols and standards can be applied for safety-related message ex-

change but in the future world, other new applications like autonomous controlled

vehicles require more reliability and capacity with small delay. In addition, multi-

hop data delivery for emergency situations on road is not explicitly supported in

the current standards.

Therefore, in this thesis, we have researched characteristics, challenges and

requirements of ITS communications. The overview of propagation model, the

IEEE 802.11p standard (PHY and MAC specifications), the routing protocols,

frequency band allocations and DSRC technology are also given in this thesis. We

have also researched the cutting-edge techniques in wireless communications such
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as MIMO systems, cooperative communications, and distributed cooperative di-

versity techniques, etc. In order to achieve high reliability in wireless multi-hop

communications, the efficient cooperative relays must be selected to forward the

packet in each hop. Distributed STBC encoding should be also applied to ob-

tain higher cooperative diversity gain. In addition, the number of transmitted

packet and the power consumption in network must be reduced while still main-

taining the performance improvement of system, which can reduce the mutual

interference in the shared radio channel.

From the background knowledge, cooperative diversity transmission methods

are proposed. In the proposed methods, the data packet is transmitted from

the source node without finding the route in advance and high reliability can

be achieved without complicated routing algorithms. STBC encoding is imple-

mented in a distributed manner to obtain user cooperative diversity gain. The

analysis of signal model and transmission time are also provided. Furthermore,

by selecting the only distributed relay nodes with high contribution according

to the transmission direction and limiting the number of repetition of the same

message transmission at each node, the proposed methods can reduce redun-

dant broadcast messages and the power consumption normalized one data packet

transmission power consumption significantly while keeping the high performance

improvement in comparison with the other methods. This can lead to the reduc-

tion of interferences in network and better efficiency frequency utilization, which

in turn can achieve high reliability in wireless communications.

As a result, the proposed method can partly meet the requirements and chal-

lenges in vehicular communications. The emergency information is provided to

the behind vehicles on the same way in the emergency situations by using wireless

multi-hop V2V communications. By communicating between vehicles, it can be

predicted possible collision and automatically speed down or alert drivers. The

proposed method can also be used in applications for emergency vehicles (e.g.,

ambulances and fire trucks) to disseminate alarm messages to the other vehicles

in the forward direction by simply changing the conditions of position, speed and

direction of movement to select intermediate vehicle stations in each hop.

In the future, when fully automated driving systems are implemented in real

transport systems, the movement of vehicles is fully automatic, without operation
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of drivers. The information about location, speed, direction of movement, and

the start and destination points of vehicles, as well as the digital road maps, etc.,

are available. Therefore, our investigation of distributed cooperative diversity

transmission schemes have provided some new research directions for the next

generation of multi-hop V2V communications. These studies can be also an effi-

cient approach to support multi-hop data delivery for new standards, protocols,

and practical applications in vehicular communications in the future. By using

many distributed relay nodes with high contribution according to the transmission

direction and combining STBC encoding in a distributed manner to broadcast the

same packet simultaneously, the performance of packet transmission is improved

significantly.

6.2 Future Research Work

In this thesis, we have studied on distributed cooperative diversity transmission

methods for wireless multi-hop vehicular communications. First, the performance

of our proposed methods is compared with STBC Distributed ARQ scheme in

which the data packet is broadcasted toward all direction by all relay nodes.

Therefore, STBC Distributed ARQ scheme is considered as the upper bound

of the performance. The performance of our proposed methods is also compared

with conventional on-demand routing protocol such as AODV or MHVB protocols

which only one relay is selected to forward the data packet in each hop, thus

cooperative diversity gain can not be obtained. The importance to compare the

performance with the routing protocols is the difference compared with schemes

which can not obtain diversity gain. Therefore, finding out the analytical bounds

of the performance of the proposed methods is also an open work. Moreover, in

the proposed methods, it is assumed that plural frequency channels is used for

avoiding interference in network. The impact of interference on performance of

systems should be considered in the future. In addition, it is also assumed that the

timing and frequency synchronizations are perfect in our proposed methods since

some papers have proposed the solution to solve these problems. However, the

synchronizations for distributed STBC systems is still a challenging task in highly

dynamic communication environment. Therefore, the synchronization problems
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should be investigated in the future. Finally, The proposed method can achieve

high reliability due to reducing the number of transmitted packets in network

while keeping the significant improvement of packet loss probability. When the

number of transmitted packets is reduced by limiting the number of transmitting

relays and limiting the number of repetition of packet transmission at each vehicle

station, the interference in network and efficiency frequency utilization can be

improved. However, the proposed method have high transmission time due to the

period of selecting MVS and transferring the function of networking management

in each hop. How to reduce the transmission time for the proposed method is

also an open work.
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