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概要 
 

高信頼な通信がネットワークの故障に対する耐久性を確保し、貴重なデ

ータ損失を防ぐことを保証する。最も高い信頼度クラスは，故障時に無

瞬断で復旧する瞬時復旧を提供する。すなわち、遅延が無しに 100％の

データをリカバリーすることである。１＋１プロテクションと言う動的

なプロテクションでは、同時にデータを二つの独立パスに送ることによ

りシングルリンクの故障に対する瞬時復旧することを提供する。故障時

において、着ノードが予備パスに切り替えのみで瞬時復旧が実現させる。

資源を有効利用する従来の復旧技術は，パスの両端の切り替えが必要で

なため，瞬時復旧を達成できない。一方、1+1 プロテクションは，現用

パスの 2 倍のネットワーク資源を要するという問題がある。本研究では、

１＋１プロテクションの利点を保つ上で必要資源を最小化することに目

指す。 

    現在、ネットワーク符号化が活用したシナリオは２つがあり、それら

より１＋１プロテクションの瞬時復旧を維持しながら必要な資源を削減

することができる。その２つシナリオはＭＳＣＤ（multiple sources and a 
common destination）と TS (traffic splitting)である。しかし、従来の研究は

この二つのシナリオでネットワーク符号化により最適な経路制御方法に

ついてまだ述べていない。 

    本研究では MSCD と TS シナリオごとに、瞬時回復を提供する 1+1 プロ

テクションの経路設計法について論じる。本研究の貢献は，２つの部分

に大別される。第一に，符号化可能なネットワークにおいて，瞬時回復

を提供する 1+1 プロテクションに必要なネットワーク資源を最小化する

経路を求める最適化問題を，整数線形計画法（ ILP: integer linear 
programming）のモデルとして定式化する。第 2 に ILP モデルによるアプ

ローチの問題を解決するために，大規模ネットワークに対して発見的な

アルゴリズムを導入する。 

   提案アプローチの性能を評価するために従来の１＋１プロテクション

クションと比較し、MSCD と TS シナリオの場合で要するネットワーク資

源を１５%また２０％削減ができるという結果が得られた。 



Abstract

Reliable communication ensures protection against network compo-

nent failure, and prevents valuable data losses. There are several

service grades for reliable communication. The highest grade in reli-

ability is instantaneous recovery from any failure, i.e., recovery with

negligible delay. The next service grade is to ensure protection against

failure using less resources at the cost of increased recovery time.

The protection techniques can be broadly classified as either pre-

designed (proactive) protection or dynamic restoration techniques.

Protection from a failure is achieved by providing backup paths for

the working paths, where resources along the backup paths may be

shared. 1+1 protection, a proactive protection technique, provides

instantaneous receiver-initiated recovery from any single link failure

by duplicating and sending the same source data onto two disjoint

paths. Instantaneous recovery is achieved because only the destina-

tion node switches to the backup path after a failure is detected.

Other resource efficient recovery techniques to deal with single link

failure require switching operations at least at both ends, which re-

strict instantaneous recovery. However, the 1+1 protection technique

demands at least double network resources. Our goal is to minimize

the resources required for 1+1 protection while maintaining the ad-

vantage of instantaneous recovery.

There are two coding aware scenarios that can reduce the required

network resources for 1+1 protection while maintaining instantaneous

recovery. The two scenarios are named as MSCD (multiple source and

a common destination) and TS (traffic splitting), respectively. In the



MSCD scenario data from different sources are encoded at the inter-

mediate nodes (referred to as the network coding (NC) technique).

In the TS scenario, at first traffic is split, and then encoding is per-

formed with the split parts at the source node (erasure correcting

code). No previous research has addressed the optimum coding aware

route design issues for these two scenarios.

This thesis addresses reliable route design problems in coding ca-

pable networks. For each of the MSCD and TS scenarios, we propose

a coding aware 1+1 protection route design scheme for instantaneous

recovery. For both proposed schemes, our contributions consist of two

parts. First, we formulate the optimization (route design) problem,

where an optimum coding aware set of routes that minimizes the re-

quired network resources for 1+1 protection are determined, as an

Integer Linear Programming (ILP) formulation. Second, in order to

design coding aware 1+1 protection routes for all possible source des-

tination pairs, a heuristic routing algorithm is presented where the

ILP model is used iteratively.

In order to evaluate the effectiveness and applicability, the per-

formance of our two proposed route design schemes are evaluated in

terms of the total resource saving with respect to the conventional 1+1

protection technique. Numerical results observed that the proposed

routing scheme with MSCD scenario achieves almost 15% of resource

saving, while the routing scheme with the TS scenario achieves al-

most 20% of resource saving w.r.t. the conventional 1+1 protection

cost (without coding) in our examined networks. The applicability

of both proposed schemes depend on the network characteristics, spe-

cially on the node connectivity. In terms of resource saving the scheme

with the TS scenario is preferred, but it requires high node connec-

tivity for both the source and the destination. For the scheme with

the MSCD scenario, resource saving is smaller than that of the other

proposed scheme, but it requires minimum node connectivity of two

between the source and the destination.
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Chapter 1

Introduction

Ensuring protection against network component failure, and instantaneous re-

covery from failure are the demanding quality of service (QoS) requirements that

the network operators must offer to the customers needing reliable communi-

cation. We envision a pre-planned instantaneous recovery protection technique

from any single link failure in the network, where only the destination node is

involved in the recovery operation after a failure is detected. Among the network

failure events a single link failure is the most frequent type, and a number of tech-

niques to deal with this issue have been addressed. The protection techniques can

be broadly classified as either predesigned (pre-planned) protection or dynamic

restoration techniques [1, 2].

Instantaneous recovery from failure means that there is no loss of data due to

a failure. In other words, we can say that instantaneous recovery refers to exactly

100% recovery of data or services affected by any failure.

1+1 protection is a predesigned proactive protection technique [1] that pro-

vides instantaneous recovery from any single link failure in the network, as illus-

trated in Fig. 1.1. In this simple protection technique, copies of the same data are

sent from the source node, S, to the destination node, D, via two disjoint paths,

paths having no link in common. If a link failure makes one path unavailable

(say path 1), the destination node detects this failure, and quickly switches over

to the other path to maintain uninterrupted communication and instantaneous

recovery.

1



1. INTRODUCTION

Figure 1.1: 1+1 protection technique achieves instantaneous receiver initiated

recovery.

1.1 Necessity of 1+1 protection for instantaneous

recovery

Protection from a failure is achieved by providing backup paths for the working

paths, where resources along the backup paths may be shared. Shared backup

path protection (SBPP) [3, 4, 5], and 1:1 protection are pre-planned protection

techniques to deal with single link failure. Path or span restoration [6] is a

dynamic restoration technique for single link failure. Both SBPP and dynamic

restoration allow backup resource sharing and are resource efficient. 1:1 protection

does not allow backup sharing, but the backup paths may be used for low priority

data communication. Similar to the 1:1 protection technique, in SBPP a pair

of working and protection paths (mutually disjoint) is pre-planned between the

two end nodes. Once the two end nodes of the working path are informed of a

network failure, they perform the actions of switching to the backup path from

the working path. SBPP allows protection paths to share spare capacity on their

common spans as long as their corresponding working paths do not share any

common link or node. Upon a link failure, the dynamic restoration technique

performs restoration at the end two nodes of a failed link, which diverts all the

affected service flows locally onto the routes that bypass the failed link.

2
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1.2 Scenarios for resource saving in 1+1 protection

There are several service grades for reliable communications. The highest

grade in reliability is instantaneous recovery from any failure, for which the 1+1

protection technique is appropriate. The next service grade is to ensure protec-

tion against failure using less resources at the cost of increased recovery time. In

the 1:1 protection technique recovery time is higher than that of the 1+1 protec-

tion. SBPP and dynamic restoration are resource efficient techniques from the

resource usage point of view. However, instantaneous recovery is not possible

in the SBPP, 1:1 protection, and dynamic restoration techniques. In SBPP and

1:1 protection, switching operations at least at both ends are required for the re-

covery operation, while in dynamic restoration switching operations are required

at two nodes corresponding to the failed path or link after finding the recovered

route. The necessity of switching at least at two nodes restricts instantaneous

recovery of failed data. Thus, these three techniques are not suitable to achieve

our objective of instantaneous recovery.

Among the several service grades, we focus on instantaneous recovery. Only

the 1+1 protection technique enables instantaneous receiver-initiated recovery

from any single failure, and is perfectly suited for our objective. This feature of

instantaneous recovery is achieved at the expense of at least double network re-

sources. From a network operators’ point of view, it is desirable that the employed

protection technique uses less amount of network resources.

1.2 Scenarios for resource saving in 1+1 protec-

tion

There are two coding aware scenarios that can reduce the backup resources re-

quired for 1+1 protection while maintaining the instantaneous recovery advan-

tage. The two scenarios are described in the following.

1.2.1 Multiple sources and a common destination (MSCD)

scenario

Adaptation of the network coding (NC) technique [12] is a way to reduce the

required resources in 1+1 protection [13]. In the NC technique an intermediate

3
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Figure 1.2: Illustration of 1+1 protection with and without NC.

node (neither a source nor a destination node in a network) receives several data

streams (plain data) on its incoming links, merges them into a single data stream,

and sends the combined stream (encoded data) onto its output link. The data

stream on the output link from an intermediate node is a linear combination of

the data streams on its input links.

Figure 1.2 illustrates how NC is applied to 1+1 protection in any scenario with

two sources and a common destination (2SD) [13], which we denote as MSCD

scenario1. In the network, source nodes 1 and 2 send their data X1 and X2,

respectively, on two disjoint paths (P11 = 1− 4−D, P12 = 1− 3−D for node 1,

and P21 = 2 − D, P22 = 2 − 3 − D for node 2) to common destination node D.

Among the four paths mentioned above, link 3 −D is shared by two paths (P12

and P22). Node 3 is capable of applying NC. We name the node applying NC as

the NC node. Assume that data rates of X1 and X2 are the same, and the cost

of using a link by either X1 or X2 is 1. Without NC the total network resource

utilization cost becomes 7 in Fig. 1.2(a), because link 3−D is individually used

by both X1 and X2. In order to perform NC simple bitwise Exclusive-OR (XOR)

operation is used. If NC is applied at node 3, X1 ⊕X2 becomes one single data

stream and the cost for using link 3 − D becomes 1, and total cost equals 6 in

Fig. 1.2(b). One of the paths, suppose P11 = 1 − 4 − D is failed. Destination

1In general MSCD scenario consists of k ≥ 2 sources and a common destination.

4
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1.2 Scenarios for resource saving in 1+1 protection

Figure 1.3: Illustration of 1+1 protection with traffic splitting.

node D recovers X1 by performing bitwise XOR operation on the two received

data, X2 and X1 ⊕X2.

1.2.2 Traffic splitting (TS) scenario

Another way to reduce resource requirement in 1+1 protection is to use traffic

splitting and coding for recovery of failed data as illustrated in traffic splitting

(TS) scenario of Fig. 1.3 [20]. In Fig. 1.3(a), a single unicast flow with a capacity

requirement of 12 is split into two sub-flows of equal size (6), and they are sent to

the destination through two disjoint paths. The two split parts are coded into a

single part of equal size (6) at the source and sent through another disjoint path

to the destination. In this way backup path is shared by both the working paths.

Due to sharing total capacity requirements yields 18, where without splitting i.e.,

with conventional 1+1 protection the capacity requirement is 24. If a failure

occurs, instantaneous recovery is performed at the destination by performing one

decoding operation on the received data. Since coding is performed at the source,

the coding technique is referred to as erasure correcting code [54]. For encoding

and decoding bitwise XOR operation is used.

Table 1.1 below compares the features of MSCD and TS scenarios.

5
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Table 1.1: Comparison of MSCD and TS scenarios

Features MSCD TS

Requirement Two or more sources

and a common desti-

nation

A source destination

pair only

Minimum node connectivity Two ≥ Three

Coding is performed at Intermediate node(s) Source node

Traffic splitting No Yes

Content is performed by us-

ing data belonging to

Different sources Same source

Decoding is performed on All received data All received data

1.3 Related previous works

For the last few years, NC based protection techniques have been studied due to

its ability to reduce required backup resources for protection. Provisioning of pro-

tection techniques against component failure demand high network resources and

the NC technique reduces resource utilization. The topic of the application of NC

for protecting network failure has been addressed in many research contributions

[13, 14, 15, 16, 17, 18, 19, 20].

A.E. Kamal et al. introduced a cost efficient NC based 1 + N protection

scheme in [14, 15] for any single link failure onN working paths, and extended this

scheme for protection against multiple link failures in [16]. In these three papers,

Integer Linear Programming (ILP) formulations were presented to evaluate the

cost of using 1 + N protection. The cost obtained by those ILP formulations

were compared to that of the 1+1 protection without NC. In [17] an NC based

protection technique, known as network protection codes, was adopted for self-

healing protection against multiple link failures at the cost of reduced capacity.

There are other research works that addressed NC based protection techniques

from network failure [18, 19, 20]. [18] suggests the use of NC against multiple

link failures in multi-domain networks, where combination of 1+1 protection and

dual homing [21] serve the purpose of protection. 1+1 protection demands high
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network resources but the node degree requirement is only two. 1+N protection

is more resource efficient than 1+1 protection, but the node degree requirement

in this case is N . In [19] a new protection mechanism was adopted which creates

a balance between the capacity and node degree requirements. Rouayheb et al.

suggested an algorithm for designing proper network code to protect against any

single link failure [20]. Link capacity is considered as an important factor in

[20]. The issues of the reliability of two-path protection, and how to achieve the

maximum reliability are addressed in [22].

The NC technique is also used in optical networks [23, 24] and wireless net-

works [25, 26, 27, 28, 29, 30, 31, 32, 33, 34]. A heuristic algorithm to find two link

disjoint multicast trees for protection using the NC technique in all optical net-

works was introduced in [23]. Manley et al. also formulated an ILP formulation

to determine an optimal network code, for protecting a single-unit transmission

against a single link failure, and introduced path disjoint constraints in [23]. Lun

et al. [25] formulated a linear optimization problem for finding minimum cost

sub-graphs for single and multiple multicast connections considering the cost and

delay associated with the network resource uses. The work [25] was also ex-

tended for multicast wireless networks. To minimize the bandwidth requirement

and protect against failure in IPTV multicast scenario using the NC technique, a

mixed integer programming (MIP) formulation was presented in [26]. In [27] the

possible NC scenarios were systematically analyzed and the generalized coding

conditions to ensure decoding ability at the destinations were developed. [28] is

one of the first works to illustrate the application of NC in wireless networks. [29]

suggests that routing in wireless networks should be aware of NC opportunities.

It also provides mathematical formulations to evaluate the throughput of NC in

any wireless network topology. NC aware unicast and multicast routing strate-

gies are discussed in [30, 31, 32, 33, 34]. The issue of protecting a many-to-one

wireless session against any number of failures was addressed in [34].

Kodialam et al. presented algorithms for dynamic routing of restorable band-

width guaranteed paths where no prior knowledge of future connection requests

with traffic demands are known [3, 4, 5]. In these works backup sharing is allowed.

The non-sharing 1+1 protection is used only for the bandwidth efficiency com-

parison. In order to maximize as many dynamic restorable connection requests

7
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as possible, when backup sharing is not allowed, Kar et al. used the minimum-

interference idea of nonrestorable routing to develop efficient algorithms for find-

ing disjoint paths for protection [7]. Mathematical programming approaches for

efficient SBPP are well addressed in [8, 9, 10]. The failure independent path

protection in SBPP with p-cycle is considered in [11].

Backup sharing is not possible in 1+1 protection. Thus, Kar et al. suggested

an improved path selection strategy to achieve efficiency in [7]. The objective in

[7] is the dynamic allocation of restorable connection requests. However, in this

research, we consider setting up predefined set of disjoint paths for instantaneous

receiver-initiated recovery from any single link failure.

1.4 Requirements for our desired routing scheme

We desire a pre-planned reliable route design scheme that should meet the fol-

lowing requirements:

1. Instantaneous receiver-initiated recovery, where only the destination node

is responsible for the recovery operation.

2. Desired scheme should use less backup resources than that of the conven-

tional 1+1 protection.

3. Simple encoding and decoding operations.

4. The route design scheme is applicable even if one or both the source and

destination nodes in the network have limited connectivity of two.

In order to fulfill above requirements, each node in the network must be able to

perform exclusive-OR (XOR) operation (coding capable network), because XOR

operation is the technique for encoding and decoding in both MSCD and TS

scenarios. Moreover, all the nodes in the network must be bi-connected, i.e.,

each node must be connected to two neighbor nodes in order to facilitate 1+1

protection between every possible source destination pair.

8



1.5 Problem statement

1.5 Problem statement

Literature review raises two questions. The first question is, Should we use coding

technique for reliable communication network design?. The second one is, How

much resource saving can we obtain by coding techniques under the best routing?

The 1+1 protection scheme is the only protection scheme that achieves instanta-

neous receiver-initiated recovery, and optimum 1+1 protection route design with

both scenarios, described in Section 1.2, were not addressed in any previous work.

In order to answers these two questions, this thesis addresses the coding based

route design problem to find the amount of resource saving achieved by using

coding technique with protection techniques.

In [13] only a model, with two sources and a common destination, was pre-

sented to show the effectiveness of network coding in resource saving with 1+1

protection. In [13] conventional shortest path algorithm was used for determining

routes. Once routes are determined, if any coding opportunity occurs then apply

it to save resources. Thus the results presented in [13] is not optimum.

1+1 protection without coding was considered as the conventional protection

scheme in [14, 15]. The 1 +N protection scheme in [14, 15] is resource efficient,

however it suffers from the high node degree requirements of N for both the

encoding and decoding nodes.

In [20] it was shown that splitting traffic at the source and sending them

through disjoint paths reduces the resource requirement on each of the disjoint

paths used. Splitting can be used for resource efficiency with 1+1 protection

while maintaining its instantaneous recovery advantage. The more we split, the

more reduction in required bandwidth per disjoint path we get. However, as the

number of splitting increases, the total length of the employed disjoint paths also

increases. There must be a trade-off between the bandwidth reduction achieved

per path due to traffic splitting, and the total length of the employed disjoint

paths. This issue was not addressed in [20].

9



1. INTRODUCTION

1.6 Our contributions

In this thesis we propose two coding aware resource efficient 1+1 protection route

design schemes for the two different MSCD and TS scenarios. The objective

of both proposed schemes is to ensure instantaneous recovery from failure us-

ing minimum backup resources. The two schemes are proposed because each of

the MSCD and TS scenario differ in terms of applicability, node connectivity

requirements, and how coding is performed. For both the proposed scheme, our

contributions consist of two parts. First, we formulate the optimization (route

design) problem, where an optimum coding aware set of routes that minimizes

the required network resources for 1+1 protection are determined, as an Integer

Linear Programming (ILP) formulation. Second, in order to design coding aware

1+1 protection routes for all possible source destination pairs, a heuristic routing

algorithm is presented where the ILP model is used iteratively.

In order to evaluate the effectiveness and applicability, the performance of our

two proposed route design schemes are evaluated in terms of the total resource

saving with respect to the conventional 1+1 protection technique. Numerical

results observed that the proposed routing scheme with MSCD scenario achieves

almost 15% of resource saving, while the routing scheme with the TS scenario

achieves almost 20% of resource saving w.r.t. the conventional 1+1 protection

cost (without coding) in our examined networks. The applicability of both the

proposed schemes depend on the network characteristics, specially on the node

connectivity. In terms of resource saving the scheme with the TS scenario is

preferred, but it requires high node connectivity for both the source and the des-

tination. For the scheme with the MSCD scenario, resource saving is smaller than

that of the other proposed scheme, but it requires minimum node connectivity of

two between the source and the destination.

1.7 Organization of the thesis

The organization of this thesis is summarized in Fig. 1.4.

We formulate the network coding based optimum route design problem, in any

scenario with k = 2 sources and a common destination (2SD) (MSCD scenario

10



1.7 Organization of the thesis

Figure 1.4: Thesis organization.

with two sources), as an integer quadratic programming (IQP) formulation. In

order to avoid uncertain computer memory demand and dependency on special

algorithm for solution, we re-formulate the optimization problem as an integer

linear programming (ILP) formulation. Performance of both the ILP and IQP is

evaluated. These issues are covered in chapter 2.

Network coding based optimum route design in 2SD scenarios is an OPEN

problem, and no efficient algorithm is available to solve this problem. Solving

the ILP model demands large amount of random access memory (RAM) and

CPU processing power, and the demand increases with the number of nodes

in the network. The ILP formulation provides an optimum and quick solution

in small-scale and medium-scale networks, but increasing dependency on RAM

with increasing number of nodes restricts the applicability of ILP to large-scale

networks.

In order to achieve a routing solution in polynomial time, overcome the large

11
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memory requirement of ILP, presented in chapter 2, and get the best possible

(near optimal) routing solution in large-scale networks, a heuristic algorithm is

presented in chapter 3 for the 2SD scenarios. The algorithm achieves a high

resource saving with the NC effect for the 1+1 protection routing decision. To

confirm the accuracy and optimality, the presented algorithm is evaluated in the

same small-scale and medium-scale networks as ILP. Evaluation results confirms

that in almost 96% cases the presented algorithm achieves the same minimum cost

solution as the ILP formulation in the examined networks and the computation

time of the presented algorithm is faster than that of ILP. When multiple sources

have a common destination, the proper selection of two nodes one by one ensures

the best resource saving. Two policies to select two nodes in a kSD scenario

are also discussed in chapter 3. This chapter also discusses about the solution in

general scenarios with k sources and common destination.

Chapter 4 presents a set of ILP models in order to determine an NC based

optimum set of routes in scenarios with three sources and a common destination,

3SD (MSCD scenario with three sources). An ILP approach for general scenario

is not solvable in reasonable time, because an exponential number of mathemat-

ical models need to be solved. In order to design 1+1 protection routes for all

possible source destination pairs, a heuristic routing algorithm is presented. In the

presented algorithm, a largest effect gain first policy is described in order to select

either two or three sources out of k sources at a time, and routing is assigned to

the selected 2SD and 3SD scenario by using corresponding mathematical models.

The effects of resource saving, by implementing NC aware protection routes with

the selection policy, for all possible source destination pairs in various networks

are also discussed in chapter 4.

A conventional model to determine network coding (NC) aware minimum

cost routes, for employing 1+1 protection in 2SD scenarios, was addressed in

chapter 2. When the common destination’s node degree is only two, NC cannot

be employed, because failure of an adjacent link carrying original data restricts

recovery operation at the destination. Chapter 5 presents an iterative mathe-

matical model for optimum NC aware 1+1 protection routing in 2SD scenarios

with destination’s node degree ≥ 2. Numerical results observe that our presented

12
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model achieves 5.5% of resource saving, compared to the conventional model, in

our examined networks.

In chapter 6, we present an ILP model for instantaneous recovery route design

by using the TS scenario. The presented ILP model determines a set of K + 1

disjoint paths which minimizes the total cost of network resource utilization of

traffic splitting based protection technique.

Chapter 7 presents a differential delay aware erasure correcting code based in-

stantaneous recovery technique with traffic splitting for networks with the coding

capability. In this technique traffic is split into K equal parts and forwarded inde-

pendently through a set of K disjoint paths. P protection paths are employed in

order to tackle any t ≥ 1 failures on the (K+P ) disjoint paths, where 1 ≤ t ≤ P .

A mathematical model is presented to determine the K+P disjoint paths. How-

ever, each disjoint path may experience a different delay, and the destination node

has to buffer all the split parts, until the split part experiencing the longest delay

reaches the destination. The amount of memory buffers depends on the maximum

allowable differential delay ∆, the highest difference of delays of any two among

the (K + P ) disjoint paths, supported at the destination. A large value of ∆

increases the amount of required memory buffers and the service providers must

consider ∆ according to their budgets and service requirements. The effect of

∆ on routing with traffic splitting is thoroughly investigated in various networks

with respect to encoding/decoding costs, optical interface rates, buffering costs,

the number of protection paths, the number of nodes in the network, and the

number of minimum adjacent nodes.

Chapter 8 presents a heuristic routing algorithm to design routes for all possi-

ble source destination pairs by provisioning erasure correcting code based instan-

taneous recovery technique with optimal traffic splitting, which was addressed for

a source destination pair in chapter 6. We consider a static routing problem in

networks having the coding capability. When the links in a network have finite

capacities, assigning routing for all possible source destination pair by using this

instantaneous recovery technique are mutually dependent. In order to achieve a

routing solution within a practical time, the presented heuristic algorithm gives

highest priority to the pair either with the largest cost or with the largest resource

saving effect. For all source destination pairs the total path costs of implementing

13
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erasure correcting code based instantaneous recovery technique, and conventional

1+1 protection technique are computed.

Chapter 9 summarizes the thesis, discusses about the effectiveness, applicabil-

ity of the proposed schemes, and concludes about the two routing schemes with

coding. Moreover, possible future works are also discussed.

14



Chapter 2

Mathematical models for the

MSCD scenario with two sources

This chapter first presents an Integer Quadratic Programming (IQP) model to de-

termine an optimum set of routes that minimizes the required network resources

for 1+1 protection using the network coding (NC) technique, in MSCD scenarios

with two sources (2SD), while maintaining the capability of instantaneous recov-

ery. Solving an IQP problem requires large amount of memory and the Barrier

algorithm, which is implemented in limited commercial mathematical program-

ming solvers. Moreover, the amount of memory required for solution cannot be

determined exactly for an IQP formulation. In order to avoid uncertain mem-

ory demand and dependency on special algorithm, we formulate the optimization

problem, corresponding to the IQP model, as an integer linear programming

(ILP) formulation. The cost obtained from our developed IQP and ILP models

are compared with that of the conventional minimal-cost routing policy, where

all three approaches include the NC effect. Numerical results show that the IQP

and ILP models achieves almost double (and the same) resource saving effect in

our examined networks.

15



2. MATHEMATICAL MODELS FOR THE MSCD SCENARIO
WITH TWO SOURCES

2.1 Network coding (NC) and 1+1 protection

2.1.1 NC based 1+1 versus 1 +N protection techniques

Network coding based 1+1 protection technique, which is a MSCD Scenario with

two sources, is already discussed in section 1.2.1 of chapter 1.

Backup resources are shared in our NC based 1+1 protection (for any scenario

with two sources and a common destination 2SD) and the 1 +N protection [14]

techniques. In the 1 +N protection technique, backup resource sharing is 100%

compared to each working path. In our technique, backup resource sharing is

partial or up to 100%. When backup sharing is exactly 100%, our considered

technique is also categorized into the 1 +N protection technique, where N = 2.

Figure 2.1: Different destination nodes suppress NC advantages.

2.1.2 Problems that may arise when NC is applied

In the butterfly network [12] of Fig. 2.1, source nodes 1 and 2 send their data

(X1 and X2 respectively) to different destination nodes 5 and 6, respectively.

Suppose link 1 − 5 fails. Destination node 5 cannot recover plain message X1

instantly from encoded message X1 ⊕X2. One way to recover is to request node

6 for X2, and after receiving it node 5 recovers X1. This recovery procedure is

not permitted in our work, because in our assumption destination nodes are not

16
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2.2 Necessity of an optimization problem

allowed to share received data. From the examples of Fig. 1.2 and Fig. 2.1 it

is clear that common destination node and node degree ≥ 3 are two necessary

conditions for applying NC to 1+1 protection.

(a) NC is applied at nodes 3 and 6. (b) NC is applied at node 3 only.

Figure 2.2: No NC opportunity is usable.

There are some scenarios where opportunities for network coding exist, but

we cannot use all the available opportunities, because it may violate the 1+1

protection in the network. For example, in Fig. 2.2(a) nodes 1 and 2 are sources,

and node D is the common destination. Both nodes 3 and 6 have opportunities of

applying NC. Let NC is applied at both nodes. Destination node D receives the

encoded data (X1 ⊕X2) only. Let us consider Fig. 2.2(b), where NC is employed

at only one node, say node 3. When link 6 −D fails, node D has no plain data,

either. In these cases NC based 1+1 protection is not possible.

2.2 Necessity of an optimization problem

Three possible 1+1 protection routing solutions (one without NC, and two with

NC) for any 2SD scenario are shown in Fig. 2.3. Without solving an optimiza-

17
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2. MATHEMATICAL MODELS FOR THE MSCD SCENARIO
WITH TWO SOURCES

tion problem we cannot determine which solution is the desired solution that

minimizes the total path cost (sum of costs of the used links).

The optimization problem is described in the following:

• Given conditions and parameters: network topology, link costs, two source,

and a common destination.

• Objective: Minimize the total path cost of 1+1 protection among the two

sources and common destination using the network coding (NC) technique,

where total path cost is the sum of costs of the used links

• Decision variables: Binary variables having a value either 0 or 1. Routing

variables - determine which links should be used, and NC decision variable

- determine the intermediate node (to apply NC) and common links for

achieving NC effect.

• Constraints: Path disjoint constraints, and flow conservation constraints.

Figure 2.3: Three possible 1+1 protection routing solutions in any 2SD scenario.

18
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2.3 Mathematical model

2.3 Mathematical model

2.3.1 Terminologies

The network is represented as an undirected graph1 G(V,E), where V is the set

of vertices (nodes) and E is the set of links. There are N nodes and |E| links in

G(V,E). A link from node i ∈ V to node j ∈ V is denoted as (i, j) ∈ E, i 6= j.

x
sd,k
ij is the binary routing variable. If any link (i, j) ∈ E belongs to the disjoint

path number k between source node s and destination node d, then value of xsd,k
ij

is 1, otherwise 0, where k is either 1 or 2. cij is the cost of (i, j) ∈ E, which is a

given parameter. The link capacity constraints are not considered, and the traffic

demands for all possible source destination pairs are considered the same in the

presented mathematical model2. The network is bi-connected, i.e., it is ensured

that in the network, for every possible source-destination pair, there exist two

disjoint paths for applying 1+1 protection. Every node with degree at least three

has the NC capability, but encoded data are only decoded at the destination

node. Psk indicates the kth path between source node s and common destination

node d, where k is either 1 or 2. The two source nodes are represented as 1 and

2 in this chapter.

2.3.2 Network coding (NC) gain

Network coding gain, denoted by GNC , implies that how much network resources

is saved in 1+1 protection by using the NC technique. Let us assume that CNC

indicates the total path cost of employing 1+1 protection (in an MSCD scenario

with k ≥ 2 sources, or in a TS scenario) considering the resource saving due to

NC, and CNO NC indicates the total path cost without considering the NC effect.

GNC is defined by,

GNC = max

{

CNO NC − CNC

CNO NC

, 0

}

. (2.1)

1In communication network a link is usually bi-directional, and link costs in both directions

are the same. This is why the given network is represented as an undirected graph [44].
2A mathematical model with unequal traffic demands and link capacity constraints is pre-

sented in Appendix A.
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Equation (2.1) states that, if CNC < CNO NC we achieve some positive gain, and

routing solution considering the NC effect is adopted. Otherwise, CNC ≥ CNO NC

there is no (or zero) gain, and the routing solution without considering the NC

effect is adapted.

2.3.3 Integer quadratic programming (IQP) model formu-

lation

The mathematical model for any MSCD scenario with two sources, 2SD, is pre-

sented in this section. The objective function and the path disjoint constraints are

also discussed here. In any 2SD scenario five path disjoint constraints are needed

to employ NC with 1+1 protection. Let us consider the scenario of Fig. 1.2(b),

where the first path between source node 1 and common destination node D is de-

noted as P11 (working path) and the second path as P12 (backup path). Similarly,

for the second source node 2 the two paths, working and backup, are denoted as

P21 and P22, respectively. The path disjoint constraints are:

1. P11 and P12 must be disjoint,

2. P21 and P22 must be disjoint,

3. P11 and P21 must be disjoint,

4. P11 and P22 must be disjoint, and

5. P12 and P22 must be disjoint.

Constraints 1 and 2 are the compulsory conditions that ensure 1+1 protection.

Constraints 3, 4, and 5 are set carefully to achieve proper NC effect from the

objective function. These five constraints together ensure that the two paths

indexed by P12 and P22 must include the effect of NC. The constraint that P11

and P12 must be disjoint is expressed in the mathematical model by,

x
s1d,1
ij + x

s1d,2
ij ≤ 1, ∀(i, j) ∈ E,

where x
s1d,1
ij and x

s1d,2
ij are the binary routing variables.
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2.3 Mathematical model

The IQP mathematical model for any 2SD scenario is formulated as follows:

min
∑

(i,j)∈E

2
∑

k=1

cij × (xs1d,k
ij + x

s2d,k
ij )−

∑

(i,j)∈E

(cij × x
s1d,2
ij × x

s2d,2
ij ) (2.2a)

s.t. x
s1d,1
ij + x

s1d,2
ij ≤ 1, ∀(i, j) ∈ E (2.2b)

x
s2d,1
ij + x

s2d,2
ij ≤ 1, ∀(i, j) ∈ E (2.2c)

x
s1d,1
ij + x

s2d,1
ij ≤ 1, ∀(i, j) ∈ E (2.2d)

x
s1d,1
ij + x

s2d,2
ij ≤ 1, ∀(i, j) ∈ E (2.2e)

x
s1d,2
ij + x

s2d,1
ij ≤ 1, ∀(i, j) ∈ E (2.2f)

∑

j∈V

(xs1d,1
ij − x

s1d,1
ji ) = 1, ∀i ∈ V, i = s1 (2.2g)

∑

j∈V

(xs1d,2
ij − x

s1d,2
ji ) = 1, ∀i ∈ V, i = s1 (2.2h)

∑

j∈V

(xs2d,1
ij − x

s2d,1
ji ) = 1, ∀i ∈ V, i = s2 (2.2i)

∑

j∈V

(xs2d,2
ij − x

s2d,2
ji ) = 1, ∀i ∈ V, i = s2 (2.2j)

∑

j∈V

(xs1d,1
ij − x

s1d,1
ji ) = 0, ∀i ∈ V, i 6= s1, i 6= d (2.2k)

∑

j∈V

(xs1d,2
ij − x

s1d,2
ji ) = 0, ∀i ∈ V, i 6= s1, i 6= d (2.2l)

∑

j∈V

(xs2d,1
ij − x

s2d,1
ji ) = 0, ∀i ∈ V, i 6= s2, i 6= d (2.2m)

∑

j∈V

(xs2d,2
ij − x

s2d,2
ji ) = 0, ∀i ∈ V, i 6= s2, i 6= d (2.2n)

x
sd,k
ij = {0, 1}, ∀(i, j) ∈ E, i 6= j, s = s1, s2, k = 1, 2. (2.2o)

Equation (2.2a) is the objective function which provides the optimum mini-

mum cost of employing NC based 1+1 protection. The second term in Eq. (2.2a) is

a quadratic term. It is responsible for providing the NC effect. Equations (2.2b)-

(2.2f) specify the path disjoint constraints. Constraints (2.2b)-(2.2c) are the

compulsory conditions that ensure 1+1 protection. Constraints (2.2d)-(2.2f) are
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set carefully to achieve proper network coding effect from the two paths indexed

by P12 and P22. The flow conservation constraints are specified by Eqs. (2.2g)-

(2.2n). The flow conservation constraints at the source nodes are expressed by

Eqs. (2.2g)-(2.2j), while Eqs. (2.2k)-(2.2n) are the flow conservation constraints

at the intermediate nodes. The binary routing variable is described by Eq. (2.2o).

2.3.4 Integer linear programming (ILP) model formula-

tion

The ILP model is presented as follows.

min
∑

(i,j)∈E

2
∑

k=1

cij × (xs1d,k
ij + x

s2d,k
ij )−

∑

(i,j)∈E

(cij × zij) (2.3a)

s.t. x
s1d,1
ij + x

s1d,2
ij ≤ 1, ∀(i, j) ∈ E (2.3b)

x
s2d,1
ij + x

s2d,2
ij ≤ 1, ∀(i, j) ∈ E (2.3c)

x
s1d,1
ij + x

s2d,1
ij ≤ 1, ∀(i, j) ∈ E (2.3d)

x
s1d,1
ij + x

s2d,2
ij ≤ 1, ∀(i, j) ∈ E (2.3e)

x
s1d,2
ij + x

s2d,1
ij ≤ 1, ∀(i, j) ∈ E (2.3f)

∑

j∈V

(xs1d,1
ij − x

s1d,1
ji ) = 1, i = s1 (2.3g)

∑

j∈V

(xs1d,2
ij − x

s1d,2
ji ) = 1, i = s1 (2.3h)

∑

j∈V

(xs2d,1
ij − x

s2d,1
ji ) = 1, i = s2 (2.3i)

∑

j∈V

(xs2d,2
ij − x

s2d,2
ji ) = 1, i = s2 (2.3j)

∑

j∈V

(xs1d,1
ij − x

s1d,1
ji ) = 0, ∀i ∈ V, i 6= s1, d (2.3k)

∑

j∈V

(xs1d,2
ij − x

s1d,2
ji ) = 0, ∀i ∈ V, i 6= s1, d (2.3l)

∑

j∈V

(xs2d,1
ij − x

s2d,1
ji ) = 0, ∀i ∈ V, i 6= s2, d (2.3m)
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∑

j∈V

(xs2d,2
ij − x

s2d,2
ji ) = 0, ∀i ∈ V, i 6= s2, d (2.3n)

x
sd,k
ij = {0, 1}, ∀(i, j) ∈ E,

s = s1, s2, k = 1, 2 (2.3o)

zij = {0, 1}, ∀(i, j) ∈ E (2.3p)

zij ≤ x
s1d,2
ij , ∀(i, j) ∈ E (2.3q)

zij ≤ x
s2d,2
ij , ∀(i, j) ∈ E (2.3r)

zij ≥ x
s1d,2
ij + x

s2d,2
ij − 1, ∀(i, j) ∈ E. (2.3s)

Eq. (2.3a) is the objective function of the ILP model which provides an optimum

minimum cost of employing NC based 1+1 protection among two sources and a

common destination. Eqs. (2.3p)-(2.3s) describe the binary decision variable zij

which determine the links that are subject to NC. All the others constraints are

the same in both models.

2.3.4.1 Explanation for excluding flow conservation constraints at the

destination in the presented ILP

At the destination node the following four conditions are necessary to maintain

flow.
∑

j∈V

(xs1d,1
ij − x

s1d,1
ji ) = −1, i = d (2.4a)

∑

j∈V

(xs1d,2
ij − x

s1d,2
ji ) = −1, i = d (2.4b)

∑

j∈V

(xs2d,1
ij − x

s2d,1
ji ) = −1, i = d (2.4c)

∑

j∈V

(xs2d,2
ij − x

s2d,2
ji ) = −1, i = d (2.4d)

The constraints of Eqs. (2.4a)-(2.4d) must be satisfied to maintain flow at the

destination node. However, these four flow conservation constraints at the desti-

nation are deducted by Eqs. (2.2g)-(2.2n). This is because Eqs. (2.4a)-(2.4d) are

guaranteed by Eqs. (2.2g)-(2.2n). In general, flow conservation constraints at the

destination are derived from the flow conservation constraints at the source and

intermediate nodes, the proof of which is given in [41].
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2.3.4.2 Technique used to convert the presented IQP model into an

ILP model

The second term in Eq. (2.2a), which is the objective function of the presented

IQP model, is a quadratic term, because it includes multiplication of two binary

routing variables. The multiplication of two binary variables can be expressed in

linear form by introducing a third binary variable as explained in the following.

Let x1 and x2 be two binary routing variables, and z be a third binary variable.

The equivalent of multiplication of two binary variables x1 ×x2 can be expressed

in linear form by the following Eqs. (2.5a)-(2.5f),

x1 = {0, 1} (2.5a)

x2 = {0, 1} (2.5b)

z = {0, 1} (2.5c)

z ≤ x1 (2.5d)

z ≤ x2 (2.5e)

z ≥ x1 + x2 − 1 (2.5f)

2.4 Results and discussions

The performances of the presented IQP and ILP models are evaluated in terms

of network coding gain (GNC) and required computer memory for solution. The

GNC achieved by our presented models are compared with that of the conventional

minimal-cost routing policy with NC.

2.4.1 GNC performance of our ILP model

The performance of the presented mathematical model is evaluated and compared

in the five network topologies of Fig. 2.4. The mathematical model is solved by

using CPLEXr [46]. The costs with and without NC are evaluated to compute

the GNC . The important characteristics of the five examined network topologies

are summarized in Table 2.1. In the evaluation all nodes in the network are

assumed to behave as edge nodes. In the network topologies, link utilization cost

is unity.
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2.4 Results and discussions

Figure 2.4: Examined network topologies.

We arbitrarily pick 100 2SD scenarios in each of five the evaluated topologies

of Fig. 2.4, and the GNC results presented in Fig. 2.5 are the average of the 100

observations in each of the cases.

In our network model it is assumed that each node in the network must

have two links connected to it. This is a necessary condition for employing 1+1

protection. If a node has degree only one, no protection technique is possible for

that node.

Table 2.1: Characteristics of the five networks

Germany Europe Germany US IP COST239

17 28 50 Backbone

#of nodes (N) 17 28 50 24 11

Avg. node deg. (Davg) 3.06 2.93 3.56 3.54 4.73

Nodes with deg. > 2 59% 68% 74% 87.5% 100%

The GNC of the presented ILP formulation is compared with that of the

25

Chapter1_Mathematical_Models_2SD/Figures/Topo.eps


2. MATHEMATICAL MODELS FOR THE MSCD SCENARIO
WITH TWO SOURCES

Figure 2.5: Comparison of network coding gains. ∗ Both ILP and IQP in [36]

provides same cost performances.

conventional minimal-cost routing policy. The conventional routing policy is ex-

plained in the following. More than two disjoint paths between a source and desti-

nation pair may exist. Among those disjoint paths, the conventional minimal-cost

routing policy selects only two paths whose sum of costs is minimum, where the

edge-disjoint shortest pair algorithm [44] is used. In this routing policy, routes

are determined at first, and then network coding (NC) is applied only if an NC

opportunity is created and a backup path from one source does not overlap with

the working path from the other source.

The theoretical maximum achievable GNC in fully connected mesh network

is Y−1
3Y

, where Y is the number of source nodes having a common destination

node [13]. If Y >> 1 the maximum GNC is about 33%. For Y = 2, i.e., for

2SD scenario, the theoretical maximum coding gain yields 16.67%. In our evalu-

ation we obtain the maximum average GNC of 15.1% in COST 239 network, and

the average GNC for the other four networks are around 12% as illustrated in

Fig. 2.5. Our presented ILP provides a high resource saving and is comparable

to the theoretically maximum achievable gain. Figure 2.5 illustrates that the

number of nodes in the network is not the main contributing factor for achieving
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2.5 Summary

a higher GNC , rather the connection patterns and the source and destination

nodes’ positions matter.

2.4.2 ILP versus IQP

The ILP and IQP [36] models provide the same optimum cost solution, as il-

lustrated for our ILP model in Fig. 2.5. However, ILP requires less amount of

memory and time for its solution. For an IQP the lower bound of required mem-

ory for solution can be determined from the number of constraints and number

of variables in the objective function, while for an ILP the memory is determined

exactly from the number of constraints in the model [47]. Our presented ILP

model reduces the memory requirement to about 11.6% than that of the IQP

model in our five examined networks.

2.5 Summary

This chapter has formulated the problem of finding optimum network coding

aware set of routes as an IQP and then as an ILP problem, where each possible

set of routes is evaluated, to determine the optimum solution that minimizes the

cost of provisioning 1+1 protection. GNC of the conventional minimal-cost rout-

ing policy is lower than that of our presented models, because the conventional

routing policy creates less frequent NC opportunities. The performance of our

IQP model is thoroughly evaluated and analyzed in five different network topolo-

gies. Numerical results have observed that our mathematical models achieves

almost double resource saving effect than that of the conventional minimal-cost

routing policy in the examined networks.
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Chapter 3

Heuristic routing algorithm for

MSCD scenario with two sources

Optimum network coding (NC) based 1+1 protection route design that mini-

mizes the total cost of protection, in an MSCD scenario with k sources (kSD)

where k is a variable, is an NP-Hard problem. However, the complexity of this

routing problem, when k is fixed, is still an OPEN issue1. No efficient algorithm

is available to solve the NC based routing problem in MSCD scenarios with two

sources (2SD). Therefore, a heuristic approach is required. In chapter 2, an

integer linear programming (ILP) formulation was presented to solve the opti-

mization problem for an MSCD scenario with two sources (2SD). The presented

ILP model in chapter 2, works well in small-scale and medium-scale networks,

but fails to support large-scale networks due to excessive memory requirements

and calculation time. In order to deal with these issues and achieve a feasible

routing solution in polynomial time a heuristic algorithm is presented in this

chapter to determine the best possible NC aware set of routes, for MSCD sce-

narios with two sources (2SD), in large-scale networks. Numerical results show

that our presented algorithm achieves almost double resource saving effect than

the conventional minimal-cost routing policy in the examined medium-scale and

large scale networks. In MSCD scenarios with k ≥ 2 sources kSD, 1+1 protec-

tion routing with NC can be implemented by selecting 2 sources at a time that

1NP-Hard proof, and OPEN complexity issues are discussed in Appendix B of this thesis
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ensures best possible resource saving. We also present two policies to select two

sources in kSD scenarios. The general solution approach in the kSD scenarios

and its complexity are also discussed.

3.1 Presented heuristic algorithm

The presented heuristic algorithm, its demonstration, and two policies to select

two sources out of k sources in any kSD, k ≥ 2 scenario are discussed in this

section.

3.1.1 Terminologies

Let Rlm denote a partial path between any two nodes L and M , where one node

is an intermediate node and the other node is a source or destination node. Let

ζ(path) denote the cost of a path, where path can be the disjoint one (Psk) or

the partial one (Rlm). ζ(path) is proportional to the distance between the two

end nodes. In the algorithm description the two source nodes are denoted as

A and B, and destination node as D. The four disjoint paths are denoted as

PA1, PA2, PB1, and PB2, where PA1 means the first disjoint path between source

node A and destination node D. Among these four paths PA2 and PB1 are the

desired candidates to enjoy the NC effect. Let Φ be a set of the nodes, where

the nodes belong to either PA1 and PA2, or to PB1 and PB2, including source and

destination nodes. Let Fi ∈ Φ be the node that has the minimum distance from

the second source node (if A is the first source node, then B is the second source

node and vice versa). More than one node ∈ Φ may have the same minimum

distance which implies that i ≥ 1 . Let Ψ ⊂ E be a set of links.

Let us define PB1(i) to be the sum of two partial paths RBFi
and RFiD, i.e.,

PB1(i) = RBFi
+ RFiD, where i ≥ 1. The partial path RBFi

is determined by an

exhaustive search among possible candidates to achieve the NC effect, where Fi is

the node that performs NC. The partial path RFiD is overlapped with either PA1

or PA2. The notations, path descriptions, and sets discussed so far are illustrated

in Fig. 3.1 for easy understanding of the presented algorithm.
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3.1 Presented heuristic algorithm

(a) Step 4.1 (b) Step 4.1

(c) Step 4.5 (d) Step 4.7

Figure 3.1: Illustration of four different cases that may arise when selecting the

NC node in stage 1 of the presented algorithm.

3.1.2 Algorithm description

The algorithm has two stages. In the first stage, PA1, PA2 are determined by the

MIN-SUM disjoint paths algorithm [43, 44], and PB1 and PB2 are determined by

an exhaustive search. In the second stage, PB1 and PB2 are determined first, and

then PA1 and PA2 are determined by an exhaustive search. In both stages, the

cost of the four paths, mentioned above, are computed. The four paths, either

from stage 1 or from stage 2, with the smaller total cost are the desired solution.

STAGE 1

• Step 1: Evaluate and find the two disjoint paths (PA1 and PA2) between

source node A and destination node D.
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• Step 2: Construct the set Φ that includes the nodes belonging to the paths

PA1 and PA2 including nodes A and D.

• Step 3: From source node B, compute the distances of all the nodes in Φ.

• Step 4: This step determines the routes for partial path RBFi
, and the path

PB2. Pick one or more nodes Fi ∈ Φ, i = 1, 2, · · · , Z, where Z is the number

of nodes that have the same minimum distance from source node B. If the

distance between source node B and Fi is zero, set i = 1 and go to Step 4.5.

If Fi is the destination node D, set i = 1 and go to Step 4.7. Otherwise set

i = 0 and go to step 4.1.

– Step 4.1: Set i = i + 1. If i > Z go to Step 4.4. Let the partial

path from source node B to node Fi be RBFi
. Partial path RFiD is

overlapped with either PA1 or PA2. Addition of RBFi
and RFiD yields

PB1(i).

– Step 4.2: Construct the set Ψ that includes the links that belong to

paths PA1, PA2 and PB1(i). Delete all the links in set Ψ from the graph

G. Find the shortest path PB2(i) in the modified graph G − Ψ. This

path is disjoint from the other three paths PA1, PA2 and PB1(i).

– Step 4.3: If i ≤ Z go to Step 4.1.

– Step 4.4: Check the sums of ζ(PB1(i))+ζ(PB2(i)), i = 1, 2, · · · , Z. From

these Z costs, choose the combination with minimum cost. Corre-

sponding PB1(i) and PB2(i) are chosen as path PB1 and PB2 and corre-

sponding Fi is chosen as the network coding node. Go to Step 5.

– Step 4.5: Distance = 0 means ζ(RBFi
)=0. In other words, Fi itself

is the source node B and the path PB1 overlaps with either PA1 or

PA2 and node B applies network coding. Determine PB2 following the

procedure in Step 4.2.

– Step 4.6: Distance=0 means Z=1. Go to Step 5.

– Step 4.7: If Fi is destination node D, we denote the path from source

node B to the chosen node as PB2(i). PB2(i) is disjoint from the two

paths PA1 and PA2. Exclude destination node D from the set Φ and
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set i = i+ 1. Again pick a new node (having minimum distance from

source node B) from the modified Φ to determine RBFi
and this new

node is the candidate for applying NC.

– Step 4.8: If i ≤ Z, go to Step 4.1.

• Step 5: Compute the total cost of these four paths and denote it as Stage

One Cost = ζ(PA1)+ζ(PA2)+ζ(RBFi
) +ζ(PB2). The Stage One Cost in-

cludes the cost of partial path ζ(RBFi
). The partial path RFiD is common

between either paths PA1 and PB1, or paths PA2 and PB1. When NC is

applied at node Fi, two data streams from nodes A and B become one data

stream, and the shared links along the partial path RFiD is used only once.

ζ(RFiD) amount of cost is saved due to the use of NC at node Fi. The cost

of the partial path ζ(RFiD) is already included in either ζ(PA1) or ζ(PA2).

That is why, the cost of the partial path ζ(RBFi
) is included in the Stage

One Cost.

STAGE 2

• Step 6: Repeat Step 1 to Step 5, where source node B is considered first

and source node A is considered next.

– Step 6.1: Find MIN-SUM disjoint paths PB1 and PB2 and construct Φ

that includes the nodes along the paths PB1 and PB2 including source

node B and destination node D.

– Step 6.2: From source node A, find the distance of all the nodes in

set Φ. Following Steps 4.1-4.8 of stage 1, determine two partial paths

RAFi
, RFiD and disjoint path PA1. Addition of the two partial paths

results in path PA2.

– Step 6.3: Compute the cost of these four paths and denote it as Stage

Two Cost = ζ(PA1)+ζ(RAFi
)+ ζ(PB1)+ζ(PB2). Stage 2 ends.

• Step 7: Compare the two costs Stage One Cost and Stage Two Cost and

select the four paths corresponding to the minimum cost as the desired

solution for 1+1 protection with NC.

• Step 8: End of the algorithm.
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3.1.2.1 How to use presented heuristic algorithms solution

In the presented heuristic algorithm, in order to select an NC opportunity, de-

tour may be required, which in turn increases the total path cost. Thus the

routing solution achieved by our heuristic algorithm can be worse (a higher to-

tal path cost) than that achieved by conventional minimal-cost routing. Let

GNC−Heuristic denote the network coding gain achieved by our heuristic algorithm,

and GNC−conventional denote the network coding gain achieved by the conventional

minimal cost routing. GNC−Heuristic < GNC−conventional implies that the total path

cost achieved by the heuristic algorithm is smaller than that achieved by conven-

tional minimal-cost routing, and in this case routing with our heuristic algorithm

is adopted. Otherwise, i.e., if GNC−Heuristic ≥ GNC−conventional, the solution with

the conventional minimal cost routing results is adopted. Due to this policy the

worst case solution achieved by our heuristic algorithm does not matter.

3.1.3 Numerical demonstration of heuristic algorithm

The heuristic algorithm for any 2SD scenario is illustrated here with the help of

an example. Let us consider Germany 17 network, as shown in Fig. 2.4(a), where

the cost of each link is 1. Considered source and destination nodes are A = 7,

B = 14, and D = 16. The distance between any two nodes l and m is denoted

by Π(lm). The two stages are as follows:

Stage 1: In steps 1-3, we obtain PA1 = 7-8-14-15-16, PA2 = 7-13-16, Φ =

{7,8,13,14,15,16}, and all the distances from source node B = 14 to the nodes

in Φ as Π(14, 7)=2, Π(14, 8) = 1, Π(14, 13)=1, Π(14, 14)=0, Π(14, 15)=1, and

Π(14, 16)=2. In Step 4 it is found that the second source node B = 14 ∈ Φ.

Go to Step 4.5 to obtain PB1 = 14-15-16. PB1 overlaps with PA1 and node 14

is the network coding node. Due to NC effective cost of path PB1 = 0. PB2 is

determined following the procedure in Step 4.2. Construct Ψ = {(7,8), (7,13),

(8,14), (13,16), (14,15), (15,16)}. Delete these six links from graph G and find

the shortest path PB2 = 14-13-12-17-16. Step 5 computes the total cost of the

four paths as Stage One Cost = 10.

Stage 2: Though stage 2 includes step 6, it actually repeats steps of stage 1.

Following Steps 1-3, we obtain PB1 = 14-13-16, PB2 = 14-15-16, Φ = {13,14,15,16}
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and the distances from A = 7 to all the nodes in Φ as Π(7, 13)=1, Π(7, 14)=2,

Π(7, 15)=2, and Π(7, 16)=2. Step 4 indicates that node 13 is the only shortest

distance node in Φ, i.e., Fi = 13, where i = 1 = Z. Following Steps 4.1-4.2 we

obtain PA1 and PA2 as follows: RAFi
= 7-13 and RFiD = 13-16 addition of which

yields PA2 =7-13-16. The effective cost for path PA2 due to network coding = 1 =

cost of path RAFi
. The set Ψ = {(7,13), (14,13), (14,15), (13,16), (15,16)}. Delete

these five links from graph G and find the shortest path PA1 = 7-9-12-17-16. Step

6.3 computes the total cost of the four paths as Stage Two Cost = 9.

In Step 7 we find that the path set from stage 2 provides the smaller cost.

The cost of the four paths without NC is 10. According to the definition of GNC ,

the presented algorithm provides 10−9
10

× 100 = 10% NC gain.

3.1.4 Computational complexity

The presented algorithm has time complexity O(N2(|Φ|)+ |E|), where N and |E|

are the number of nodes and the number of links in the network, respectively, and

|Φ| is the number of nodes in Φ. In the presented algorithm’s implementation

Dijkstra’s shortest path algorithm is used. Dijkstra’s algorithm has the worst case

complexity of O(N2) [44]. In the first stage of the presented algorithm, in order

to determine PA1, PA2, and PB2, the shortest path algorithm is used three times.

In order to find the best NC node, the shortest path algorithm has to be run |Φ|

times. Before determining PB2 in stage 1, and PA1 in stage 2, the edges belonging

to the other three disjoint paths (PA1, PA2, and PB1 for stage 1, PA2, PB1, and

PB2) for stage 2, respectively,) must be deleted from the original graph resulting

in two temporary graphs. These temporary graphs required all the edges to in

G to be considered twice. There are two stages in the presented algorithm. The

required timing computational complexity is therefore O(2(3N2+N2|Φ|+2|E|)).

Since, the O() notation disregards any constants [65], the final timing complexity

notation yields O(N2(|Φ|) + |E|).

3.1.5 Policies to select two sources

Let ϕ be the set of source nodes having a common destination, where si ∈ ϕ, i =

1, 2, · · · , Y , where Y ≥ 2. A combination of two sources, si and sj, out of Y
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sources, is expressed by (si, sj) ∈ Θ, (i < j), where Θ is a set of (si, sj). Θ

includes
(

Y
2

)

combinations of two sources, i.e., pairs. We have two policies to

select a combination of two sources out of Y sources, which are explained in the

following.

Prior to explain the two policies, let ρ(si, sj) be the product of the NC gain

and bandwidth demand for (si, sj). We call ρ(si, sj) an effective gain, which is

expressed by,

ρ(si, sj) = GNC(si, sj)×min(ωsid, ωsjd), (3.1)

where ωsid and ωsjd are the traffic demands of source nodes si and sj to common

destination node d, respectively. ωsid and ωsjd are either equal or unequal.1 In

case that two traffic demands are not equal, the effective gain depends on the

minimum traffic demand between the two.

3.1.5.1 Exhaustive search policy

• Step 1: For all (si, sj) ∈ Θ, compute ρ(si, sj).

• Step 2: From the
(

Y
2

)

pairs in Θ, compute the sum of effective gains of

all the ⌊Y
2
⌋ source pair (si, sj) combinations, where each source appears

only once. Note that ⌊x⌋ is the largest integer not greater than x. The

number of times we compute the sum of effective gains of ⌊Y
2
⌋ source pair

combinations is expressed as Z(Y ),2 which is given by,

Z(Y ) =







Y !
Y
2
!2

Y
2
, if Y is even

Y !
Y −1
2

!2
Y −1
2

, if Y is odd.
(3.2)

• Step 3: From the Z(Y ) combinations of ⌊Y
2
⌋ pairs, pick up the combination

with the highest total sum of effective gains.

1The ILP model presented in Appendix B is used when traffic demands are unequal.

2When Y is even, Z(Y ) is derived from, Z(Y ) =
∏k= Y −2

2
k=0 (Y −2k

2 )
Y
2 !

. We divide the numerator

by Y

2
! in order to ensure that each source appears only once in the source pair combinations.

When Y is odd, Z(Y ) is derived from Z(Y ) = Y × Z(Y − 1).
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This exhaustive search policy provides the best pair selection. However, as

the number of source node Y increases, the number of combinations Z(Y ) also

increases abruptly. A selection policy based on a heuristic approach is required.

3.1.5.2 Largest effective gain policy

• Step 1: For all (si, sj) ∈ Θ, compute ρ(si, sj).

• Step 2: REPEAT

– Step 2.1: Select a pair (si, sj) ∈ Θ with the highest ρ(si, sj).

– Step 2.2: Remove (si, sj) and all other pairs that include either si or

sj from Θ.

UNTIL Θ is empty.

At the end we select a set of ⌊Y
2
⌋ pairs with the highest effective gain in each

of the case. The number of times we compute the effective gains is expressed as

W (Y ),1 which is given by,

W (Y ) =

{

Y (Y−1)
2

, if Y is even
Y (Y−1)(Y −2)

2
, if Y is odd.

(3.3)

This policy has the computational complexity of the order of O(Y 2) when Y is

even, and O(Y 3) when Y is odd. Note that the largest effective gain policy does

not ensure the best two source combination selection.

3.2 Results and discussions

The performances of the presented heuristic algorithm is evaluated in terms of

network coding gain (GNC) and computation times. The GNC achieved by our

presented heuristic algorithm is compared with that of the conventional minimal-

cost routing policy with NC. The computation times for the presented heuristic,

the IQP, and ILP models are also compared in our examined networks (where

1When Y is even, W (Y ) is derived from, W (Y ) =
(

Y

2

)

. When Y is odd, W (Y ) is derived

from W (Y ) = Y ×W (Y − 1) = Y×
(

Y −1

2

)

.
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IQP and ILP are solvable). Moreover, we evaluate the GNC and computation

time of our heuristic algorithm on the number of nodes and average node degree

in several large-scale random network topologies.

3.2.1 Heuristic algorithm’s performance in large-scale ran-

dom networks

In order to confirm the accuracy and optimality, we evaluate the performance of

the presented algorithm in the five fixed network topologies used in the previous

chapter, where ILP and IQP are solvable, against the results of ILP. The presented

algorithm is implemented on Linux platform by the C programming language with

a PC equipped with Intelr Core 2 Duo processor (3.17 GHz) and 4 GB RAM.

The ILP formulation is solved by using CPLEXr as the solver [46] to obtain the

optimum solution. We also measure the average computation time of ILP, ΓILP ,

in the same five networks.

The deviation ∆ between the total path cost obtained from the heuristic

algorithm (ξHeuristic) and that of the ILP model (ξILP ) is defined as the ratio:

∆ =
ξHeuristic − ξILP

ξILP
, (3.4)

where ξHeuristic ≥ ξILP .

By observing the results, it is confirmed that in almost 96% cases the presented

algorithm provides the same optimum cost solution, as the ILP model in those five

network topologies. In the rest of the 4% cases the heuristic algorithm provides

marginal higher cost than that of ILP, and still this cost is smaller than the cost

without NC. The maximum deviation of the heuristic cost from the optimum one

is 0.009. The ΓILP is many times higher than that of the presented algorithm,

ΓHeuristic, in all the networks shown in Fig. 2.4. The deviation and average

computation time results in the five networks are summarized in Table 3.1.

The performance of the presented algorithm is examined for large-scale net-

works that are randomly generated based on the Barabasi-Albert model [48] by

using the BRITE internet topology generator [49], where any solution by ILP is

impractical. Random networks with 75, 100, 150, and 200 nodes are used in our

evaluation. We generate 10 random network topologies for every average node
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Figure 3.2: Network coding gain for number of nodes (Davg = 4).

degree (Davg) and total number of nodes (N) combination. In order to compute

average GNC , we pick 50 arbitrary 2SD scenarios in each of the evaluated ran-

dom topologies, and computed the GNC averaged over 10 random topologies. The

Davg in the random topologies are kept fixed at four to evaluate the dependency

of GNC and ΓHeuristic on N. GNC of the presented algorithm is compared to that

of the conventional minimal-cost routing policy, where both approaches enjoy the

NC effect. For checking the dependency of GNC and ΓHeuristic on Davg , random

network topologies with fixed N =150 nodes and varying average node degrees

of Davg=4, Davg=6, Davg=8, Davg=10, and Davg=12 are used. A node in the

network acts as both source and destination. Link utilization cost is set to unity.

The evaluation results are presented in the Figs. 3.2-3.5.

Using the presented algorithm, we obtain the maximum average GNC of 13.1%

in a N =150 node random network with Davg=12 as shown in Fig. 3.3. The

average gains for the four random networks with fixed Davg=4 are around 10% as

illustrated in Fig. 3.2. The results indicate that the presented algorithm achieves

almost double resource saving effect as compared to the conventional minimal-

cost routing policy.
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Table 3.1: Deviations and average computation times

Germany Europe Germany US IP COST239

17 28 50 Backbone

Deviation (∆⊥) 0 0.009 0.006 0.004 0.002

ΓIQP (msec.) 27.3 41.7 148 160 1440

ΓILP (msec.) 9 18 42 67 263

ΓHeuristic (msec.) 0† 1 2 2 2

⊥ Heuristic algorithm has higher total path cost in almost 4% cases, otherwise

equal to that of ILP.
† In the C program implementation, minimum computable time is 1 millisecond.

3.2.1.1 ILP is not solvable for large-scale networks due to insufficient

memory

We evaluate the presented ILP in two random topologies of 75 and 100 nodes,

in order to determine up to which network size the ILP is solvable in our used

computation environment mentioned earlier. For both networks the presented

ILP, which is an NP-Hard problem, is not solvable due to insufficient memory.

3.2.2 Observations

By carefully and thoroughly examining the evaluation results of the previous

chapter and this chapter, the following points are observed:

• Table 3.1 displays the comparison of the presented ILP model and the

presented algorithm with respect to achievable total cost deviation, and

average computation time. As ILP searches all possible options to ensure

the optimum solution, in the five examined networks (as shown in Fig. 2.4),

ΓILP is higher than ΓHeuristic. In the presented algorithm, the search range is

limited as compared to the ILP model, which results in a faster computation

time.

• The objective of conventional minimal-cost routing policy is to keep the

costs of the two disjoint paths at minimum. Maintaining this objective, if
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Figure 3.3: Network coding gain for Davg (N=150).

any NC opportunity occurs, NC is applied, and resources are saved. How-

ever, in the conventional routing policy based 1+1 protection NC opportu-

nities are not frequently created, and this accounts for the low GNC .

• In almost 96% cases in our observations the presented algorithm provides

the same optimum cost solution obtained by the ILP model. In the rest

4% cases the presented algorithm provides a marginal higher cost than

the optimal solution, but the cost is smaller than that of the conventional

minimal-cost routing.

• Figures 3.2 and 3.3 illustrate that the Davg is an influencing factor for a

higher gain. The higher the Davg, the higher the possibility of applying

NC and save resources.

• ΓHeuristic is increased with the N in the network as illustrated in Fig. 3.4.

The computation time decreases slowly with the increasing Davg (Fig. 3.5).

The rate at which the ΓHeuristic increases (with increasing N) is higher than

the rate at which it decreases (with the increasing Davg). This means that,

average computation time is affected more by the N than the Davg .
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Figure 3.4: Computation time of presented algorithm for number of nodes.

• If the destination is close to the sources, and the two sources are also close

to each other, the GNC is relatively higher. If the destination is close to the

sources, but the sources are far from each other, and located on the either

side, NC opportunity reduces.

• If Cost without NC ≤ Cost with NC, 1+1 protection without NC is the

preferred solution. For example, in the Germany 17 network shown in

Fig. 2.4(a), consider nodes 7 and 14 as source nodes, and node 9 as the

common destination node. The solution without NC has less cost (10)

than that with NC (12). Therefore, the former is the best solution for this

scenario.

3.3 NC based 1+1 protection in MSCD scenar-

ios with k ≥ 2 sources (kSD)

3.3.1 Routing solution

Previously we discussed NC based 1+1 protection in MSCD scenarios with k = 2

sources. We can extend our scheme for k ≥ 2. For applying NC with 1+1
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(kSD)

Figure 3.5: Computation time of presented algorithm for Davg .

protection in any kSD, k ≥ 2 the following conditions must be satisfied:

• k sources have a common destination.

• The intermediate nodes applying NC have node degree ≥ 3.

• The common destination node has node degree ≥ 3.

• At least two working paths carry only plain data to the common destination

node.

The intermediate nodes have chances to employ any of the
∑l=k

l=2

(

k
l

)

XOR com-

binations for NC.

For any MSCD scenario with k = 3 sources, let nodes 1, 2, and 3 be the three

sources with X1, X2, and X3, respectively, data to send to common destination

D. Intermediate nodes need to consider
∑l=3

l=2

(

3
l

)

= 4 XOR combinations (X1 ⊕

X2, X1⊕X3, X2⊕X3, andX1⊕X2⊕X3) for NC operations. Considering four XOR

combinations and maintaining the condition that at least two paths must carry

plain data, it is necessary to consider 13 different scenarios as shown in Fig. 4.1

of chapter 4. Note that the no NC case is also included in the 13 scenarios.
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For k = 4, we need to consider
∑l=4

l=2

(

4
l

)

= 11 XOR combinations and 83

scenarios. The number of XOR operations and scenarios increase abruptly with

an increase in k value.

The routing solution presented in this chapter, for any 2SD scenario, can be

extended to solve NC based 1+1 protection routing in any MSCD scenario with

k ≥ 3 sources. Thus for k = 3 we need to solve 13 different ILP formulations,

for k = 4, 83 different ILP formulations, and so on. The ILP formulations are

different because the objective function and path disjoint constraints in each ILP

need to be adjusted according to the XOR operation combination(s) considered.

Let S(k) be the set of scenarios for the number of sources k ≥ 2. Let π ∈ S(k)

be a scenario. We solve an optimum routing problem considering NC, which is

formulated by ILP, for each of π ∈ S(k). A π with the minimum cost is selected

as the most desired scenario. An optimum routing problem for k ≥ 2 is expressed

by,

min
k≥2

min
π∈S(k)

min
x∈X

f(k, π, x), (3.5)

where f(k, π, x) is the objective function of an routing problem with π ∈ S(k)

and k, x is a set of routing variables, and X is a set of x.

3.3.2 Complexity analysis

A feasible routing solution in any kSD scenario includes the combination of a

Steiner tree, on which a common destination and k sources exist, and multiple

disjoint paths from the common destination to the sources. These k disjoint paths

must also be disjoint from the Steiner tree.

In order to discuss rigorously about the complexity of our considered network

coding based 1+1 protection route design problem (NCR) in any kSD scenario,

we first describe NCR as a decision (NP) problem, where k is a variable, and then

by using the “polynomial-time reduction” we prove that NCR (with variable k) is

an NP-Complete problem. The optimization version of NCR problem, denoted by

Min-NCR, is not a decision problem. Therefor Min-NCR is an NP-Hard problrm.

The detailed discussion about these proofs are included in Appendix B.
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3.4 Summary

The ILP approach, presented in chapter 2, has two weak issues: one - it needs

large amount of RAM and CPU processing power to solve and two - these RAM

and CPU requirements increase with the number of nodes in the network. For

large-scale network topologies, the ILP model is not practically solvable.

In order to tackle the above two issues, this chapter presented a heuristic al-

gorithm to employ the NC technique efficiently with 1+1 protection in large-scale

networks. It minimizes the network resource utilization, which in turn allows us

to inject additional traffic into the network without creating congestion. The

presented algorithm was evaluated and shown to perform satisfactorily in large

networks, where any solution by ILP is not possible. The presented heuristic

approach employs a two-stage procedure to find the best possible NC aware set

of routes in large-scale network topologies. In the presented algorithm, the routes

from the second source node to the nodes belonging to the first pair of disjoint

paths between the first source and the common destination node are examined,

to determine the best possible solution that minimizes the cost of provisioning

1+1 protection. The routing decisions in the presented algorithm create NC op-

portunities, which allow us to achieve a higher GNC than that of the conventional

minimal-cost routing policy. In the conventional routing policy, NC opportunities

are purely incidental. This accounts for the low GNC . The performance of the

presented algorithm was thoroughly evaluated and analyzed in different network

topologies with varying the number of nodes (N), and the Davg. Numerical re-

sults observed that our algorithm achieves almost double resource saving effect

in the examined large networks, and the average computation time is faster than

that of ILP.
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Chapter 4

Heuristic algorithm to design

protection routes for all possible

source destination pairs

This chapter presents a heuristic routing algorithm to design instantaneous re-

covery protection routes for all possible source destination pairs by provisioning

network coding (NC) based 1+1 protection technique with (MSCD scenarios).

We consider a static routing problem in networks where each node has the cod-

ing capability, and the exact traffic demand matrix is given. In the presented

heuristic algorithm a network with N nodes is divided into N scenarios, where

each node is chosen as the common destination and k nodes among the remain-

ing ones are the sources, where 2 ≤ k ≤ N−1. By dividing the network into

several MSCD scenarios with k sources, all the possible source destination pairs,

according to the given traffic matrix, are considered. It was reported that a math-

ematical programming approach to determine NC based 1+1 protection routes

for any kSD scenario is an intractable problem for large k values. In the presented

heuristic algorithm we tackle this intractable problem by choosing either two or

three sources out of k sources at a time according to the largest effective gain

first policy, and then routing is assigned to the selected 2SD or 3SD scenario by

using our developed mathematical models. The largest effective gain first policy

ensures the best possible resource saving for each of the selected 2SD or 3SD

scenario. We compare the total path costs of NC based 1+1 protection for all
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possible source destination pairs, obtained by our presented heuristic algorithm,

with that of the conventional 1+1 protection technique (without NC). Numerical

results observes that almost 15% resource saving is achieved in our examined

networks.

4.1 Introduction

Literature reviews show that the NC technique is used for 1 +N protection [14,

15, 16], against single and multiple link failures [17, 18, 19, 20, 37], for multicast

protection [23], and for NC aware routing in wireless networks [25, 28, 29, 33]. In

[14, 15, 16] 1+1 protection without NC is considered as the conventional method

of protection, and is compared to NC based 1 + N protection. In other works

1+1 protection with NC was not considered.

The issue that the NC technique is able to reduce the resource utilization in

the resource hungry 1+1 protection, in MSCD scenarios with two sources (2SD),

was first addressed in [13]. In order to determine an optimum set of NC aware

1+1 protection routes for 2SD scenarios, an integer linear programming (ILP)

model was presented in chapter 2 and in [66]. It was also mentioned in [66] that

the ILP approach for 2SD scenarios can be extended to solve NC based 1+1

protection routing in any MSCD scenario with k ≥ 3 sources.

4.1.1 Issues to be addressed

There are two issues that were not addressed in a prior work [66]. One, no

mathematical model for MSCD scenarios with k ≥ 3 sources was presented in [66].

Only 13 possible NC situations for 3SD scenarios were presented in [66]. Two,

NC based 1+1 protection route design for the whole network was not addressed.

The resource saving reported in [66] considered several arbitrarily chosen 2SD

scenarios only. Two problems can arise due to arbitrary choice. First, the same

source node can appear in multiple 2SD scenarios considered. Second, it may

not ensure the best possible resource saving when multiple connections having a

common destination are served by selecting two sources arbitrarily at a time.
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4.1.2 Contributions of this chapter

Our contributions consist of two parts. In the first part, we present ILP models

for all the 13 NC situations for 3SD scenarios. In the second part, we present a

heuristic routing algorithm to design instantaneous recovery protection routes for

all possible source destination pairs by provisioning network coding (NC) based

1+1 protection technique. Note that the ILP models presented in the first part

are used in the presented heuristic algorithm.

First, we describe a systematic analysis procedure for deriving mathematical

models for the 3SD scenarios, where 4 XOR operations are considered for the

NC operation. This procedure results in a framework of 13 mathematical models.

Using our systematic analysis procedure it is possible to derive a mathematical

model framework for kSD, k ≥ 4 scenarios.

Second, we present a heuristic routing algorithm to implement NC based 1+1

protection routes for all possible source destination pairs in the network. In the

presented algorithm a network with N nodes is divided into N scenarios, where

each node is chosen as the common destination and k nodes among the remaining

ones are the sources, where 2 ≤ k ≤ N−1. For each of the N divided MSCD

scenario with k sources (kSD), we choose either two or three sources out of k

sources at a time according to the largest effective gain first policy, and then

routing is assigned to the selected 2SD or 3SD scenario by using our developed

mathematical models.

The remainder of this chapter is organized as follows. Section 4.2 introduces

a systematic analysis procedure for analyzing various NC decision situations for

kSD, k ≥ 3, scenarios with the scenario classifications and descriptions. This

analysis procedure is described for 3SD scenarios. Section 4.3 uses a network

model to introduce the terminologies of this chapter. Section 4.4 illustrates the

mathematical models for 3SD scenarios, which are derived from the analysis

procedure. Section 4.5 describes the presented heuristic routing algorithm based

on the largest effective gain first policy. Section 4.6 evaluates the performance

of the presented algorithm in terms of the total path cost. Finally, section 4.7

summarizes the key points.
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4.2 Systematic analysis procedure

The systematic analysis procedure for analyzing any kSD scenario, where k ≥ 3,

consists of three parts, which are described in the following:

• Classify the scenarios considering all possible combinations of XOR opera-

tions, and specify for each scenario that how many paths carry plain data,

and how many carry encoded (NC) data.

• Analyze the scenarios properly to determine the specific paths that are sub-

ject to NC. Because path disjoint constraints are not imposed among these

paths. Note that, for a kSD scenario, there are 2k paths, and
(

2k
2

)

possible

path disjoint constraints to ensure that 2k paths are mutually disjoint.

• Specify the objective function for every possible scenario considering the

selected paths that are subject to NC, and construct the mathematical

model. The flow conservation constraints for all the possible scenarios are

the same.

The above procedure is illustrated with respect to the 3SD scenarios below.

4.2.1 Scenario classification

The 3SD network configurations are classified into five scenarios. From scenario

2 to scenario 5 each has three sub-scenarios. The scenarios and sub scenarios are

shown in Fig. 4.11, and described as follows:

• Scenario 1 (Figs. 4.1(a)): Among the six paths, no path is subject to NC,

i.e., non-NC scenario.

• Scenario 2 (Figs. 4.1(b),(c),(d)): Three backup paths from the three sources

carry network coded data.

• Scenario 3 (Figs. 4.1(e),(f),(g)): Among the six paths, four paths experience

the NC effect in pairs.

1This figure was presented in [66]. However, for the ease of readers, it is reproduced here.
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Figure 4.1: 13 possible NC situations for 3SD scenarios.
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• Scenario 4 (Figs. 4.1(h),(i),(j)): Only two paths from any two sources are

network coded, where common destination node’s degree is three.

• Scenario 5 (Figs. 4.1(k),(l),(m)): Only two paths from any two sources are

network coded, where common destination node’s degree is five.

4.2.2 Determine the path disjoint constraints and the ob-

jective functions

One question arises: How path disjoint constraints are assigned? We answer this

question with respect to the scenario shown in Fig. 4.1(b). In this scenario, for six

paths Psm, s = 1, 2, 3, m = 1, 2 to be mutually disjoint
(

2×3
2

)

= 15 path disjoint

constraints are needed . As shown in the Fig. 4.1(b), the paths indexed by P12, P21,

and P31 experience the NC effect. Therefore, they need not be mutually disjoint.

That is why we do not impose the following three path disjoint constraints in the

mathematical model for this particular scenario:

• P12 and P21 are not disjoint.

• P12 and P31 are not disjoint.

• P21 and P31 are not disjoint.

Then the objective function is assigned correctly considering the selected con-

straints to get the proper NC effect.

The objective functions and the path disjoint constraints for all the 13 sub-

scenarios are specified in Table 4.1. Note that the objective functions in the 12 NC

cases are presented in quadratic form with respect to the selected path disjoint

constraints. While forming ILP models these quadratic objective functions can

be expressed into linear form by using the technique used in Eqs. (4.1f)-(4.1m).

The flow conservation constraints in all the above mentioned 13 sub-scenarios are

the same.
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4.3 Network model

The network is represented as an undirected graph G(V,E), where V is the set

of vertices (nodes) and E is the set of links. There are N nodes and |E| links in

G(V,E). A link from node i ∈ V to node j ∈ V is denoted as (i, j) ∈ E, i 6= j.

x
sd,m
ij is the binary routing variable. If any link (i, j) ∈ E belongs to the disjoint

path number m between source node s and destination node d, then value of

x
sd,m
ij is 1, otherwise 0, where m is either 1 or 2. cij is the cost of (i, j) ∈ E. It

is assumed that the traffic demands for all possible source destination pairs are

equal. The network is bi-connected, i.e., it is ensured that in the network, for

every possible source-destination pair, there exist two disjoint paths for applying

1+1 protection. Every node with degree at least three has the NC capability,

but encoded data are only decoded at the destination node. Psm indicates the

mth path between source node s and common destination node d, where m is

either 1 or 2. Let S be a set of vectors (a, b, c, e), where a and c are source node

indexes, and b and e are path indexes having a value either 1 or 2. a and c can

have any integer value from 1 to k, where k is the number of source nodes having

a common destination. Each vector (a, b, c, e) ∈ S corresponds to a path disjoint

constraint for the scenario under consideration. S is an input parameter to the

mathematical model.

4.4 Mathematical formulations for the 3SD sce-

narios

This section describes how the mathematical programming formulation is derived

for the scenarios and sub-scenarios described in Fig. 4.1. Following the objective

function and the path disjoint constraints for the 13 sub-scenarios are summarized

in Table 4.1, we present the integer linear programming (ILP) formulation for the
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scenario presented in Fig. 4.1(b) in the following.

min
∑

(i,j)∈E

2
∑

m=1

cij × (xs1d,m
ij + x

s2d,m
ij + x

s3d,m
ij )

−
∑

(i,j)∈E

cij × (z1ij + z2ij) (4.1a)

subject to:

x
sad,b
ij + x

scd,e
ij ≤ 1, ∀(i, j) ∈ E, ∀(a, b, c, e) ∈ S (4.1b)

∑

j∈V

(xsd,m
ij − x

sd,m
ji ) = 1, ∀i, s ∈ V,

i = s, s = s1, s2, s3, m = 1, 2 (4.1c)
∑

j∈V

(xsd,m
ij − x

sd,m
ji ) = 0, ∀i, s ∈ V,

i 6= s, d, s = s1, s2, s3, m = 1, 2 (4.1d)

x
sd,m
ij = {0, 1}, ∀(i, j) ∈ E,

s = s1, s2, s3, m = 1, 2 (4.1e)

z1ij = {0, 1}, ∀(i, j) ∈ E (4.1f)

z1ij ≤ x
s1d,2
ij , ∀(i, j) ∈ E (4.1g)

z1ij ≤ x
s2d,2
ij , ∀(i, j) ∈ E (4.1h)

z1ij ≥ x
s1d,2
ij + x

s2d,2
ij − 1, ∀(i, j) ∈ E (4.1i)

z2ij = {0, 1}, ∀(i, j) ∈ E (4.1j)

z2ij ≤ x
s1d,2
ij , ∀(i, j) ∈ E (4.1k)

z2ij ≤ x
s3d,2
ij , ∀(i, j) ∈ E (4.1l)

z2ij ≥ x
s1d,2
ij + x

s3d,2
ij − 1, ∀(i, j) ∈ E. (4.1m)

Eq. (4.1a) is the objective function which provides optimum minimum cost of

employing NC aware disjoint path pairs among three sources and a common des-

tination. Eq. (4.1b) specifies the path disjoint constraints while flow conservation

constraints are specified by the Eqs. (4.1c)-(4.1d). Eq. (4.1c) is the flow conser-

vation constraint at the source nodes. Eq. (4.1d) describes the flow conservation

constraints at the intermediate nodes. The binary routing variable is described
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by Eq. (4.1e). Eqs. (4.1f)-(4.1m) describe the binary variables, z1ij and z2ij , that

determine the proper links to employ NC. These two binary variables can be

defined for each scenario following the objective function in the Table 4.1.

The set of vectors S for the presented ILP model is given as: S = {(1, 1, 1, 2),

(2, 1, 2, 2), (1, 1, 2, 1), (1, 1, 2, 2), (1, 2, 2, 1), (1, 1, 3, 1), (1, 1, 3, 2), (2, 2, 3, 2), (2, 2, 3, 1),

(1, 2, 3, 1), (2, 1, 3, 2), (3, 1, 3, 2)}.

For each of the 13 sub-scenarios (which includes non-NC case) in the 3SD case,

an optimal mathematical formulation can be derived with the help of Table 4.1.

All the sub-scenarios are evaluated using the specific model, and the solution with

the minimum cost is selected as the desired solution.

4.5 Presented heuristic routing algorithm

We present our presented heuristic routing algorithm in order to implement NC

aware 1+1 protection routes for all possible source destination pair in a network.

According to the given traffic demand matrix, the network with N nodes is di-

vided into N scenarios, where each nodes is chosen as a common destination and

k nodes from the remaining ones are the sources, where 2 ≤ k ≤ N−1. Assigning

NC based 1+1 routes for each of the kSD scenario implies that routing for all

possible source destination pairs are considered. We assume that the network has

sufficient capacity to serve all the traffic demands. Thus link capacity constraints

are not considered.

In the presented algorithm the ILP models for 2SD and 3SD scenarios are

used. This is because for kSD, k ≥ 4 scenarios the number of ILPs to be consid-

ered increases exponentially, which are not tractable in a practical time [66].

4.5.1 Algorithm description

The algorithm is as follows,

• Step 1: Divide the given traffic matrix into N MSCD scenarios with k

sources, where 2 ≤ k ≤ N − 1. For each of the kSD scenario, repeat step

2.
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Figure 4.2: Evaluated networks

• Step 2: Select x sources, where x = 2 or 3, out of k sources at a time

according to the largest effective gain first policy (to be explained later).

– Step 2.1: Assign routing to the selected xSD scenario by using the

corresponding ILP models presented in chapter 2 [66] (for x = 2) or in

this chapter (for x = 3). Update k as k = k−x, which is the remaining

number of source nodes.

– Step 2.2: Select the next x sources from the remaining sources, and

assign routing according to step 2.1.

– Step 2.3: Repeat Step 2.2 until k − x equals 2, 1, or 0. When only

1 source is left, 1+1 protection without NC is applied for that pair.

If two sources are left (in case x = 3), NC based 1+1 protection is

applied for this remaining 2SD scenario.

• Step 3: The algorithm stops.

4.5.2 Policy to select x sources

We describe here the largest effective gain first policy to select x = 2 or 3 sources

out of k sources. Prior to describe the policy, we describe the related definitions

and notations in the following.

Let ϕ be the set of source nodes having a common destination, where si ∈

ϕ, i = 1, 2, · · · , k, where k ≥ 2. A combination of two sources, si and sj, out of
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4.5 Presented heuristic routing algorithm

k sources, is expressed by (si, sj) ∈ Θ2, (i < j), where Θ2 is a set of (si, sj). Θ2

includes
(

k
2

)

combinations of two sources, i.e., pairs. Again, a combination of three

sources, si, sj , and sl, out of k sources, is expressed by (si, sj, sl) ∈ Θ3, (i < j < l),

where Θ3 is a set of (si, sj , sl). Θ3 includes
(

k
3

)

combinations of three sources, i.e.,

triplets.

Let ρ2(si, sj) be the product of the NC gain and bandwidth demand for (si, sj).

We call ρ2(si, sj) an effective gain for a 2SD scenario, which is expressed by,

ρ2(si, sj) = GNC(si, sj)×min(ωsid, ωsjd), (4.2)

where ωsid and ωsjd are the traffic demands of source nodes si and sj to common

destination node d, respectively. ωsid and ωsjd are either equal or unequal. In

case that two traffic demands are not equal, the effective gain depends on the

minimum traffic demand between the two.

Let ρ3(si, sj, sl) be the product of the NC gain and bandwidth demand for

(si, sj , sl). We call ρ3(si, sj, sl) an effective gain for a 3SD scenario, which is

expressed by,

ρ3(si, sj, sl) = GNC(si, sj , sl)×min(ωsid, ωsjd, ωsld), (4.3)

where ωsid, ωsjd, and ωsjd are the traffic demands of source nodes si, sj , and sl

to common destination node d, respectively. ωsid, ωsjd, and ωsld are either equal

or unequal.1 In case that three traffic demands are not equal, the effective gain

depends on the minimum traffic demand between the three.

4.5.2.1 Largest effective gain first policy

• Step 1: For all (si, sj) ∈ Θ2, compute ρ2(si, sj), or for all (si, sj , sl) ∈

Θ3 compute ρ3(si, sj , sl). If we compute ρ2(si, sj), then go to Step 2. If

ρ3(si, sj, sl) is computed, go to Step 3.

• Step 2: REPEAT

1In this chapter we consider equal traffic demands for all the pairs. However, our presented

model for 3SD scenarios is applicable for unequal traffic demands. We have to add the related

constraints.
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– Step 2.1: Select a pair (si, sj) ∈ Θ2 with the highest ρ2(si, sj).

– Step 2.2: Remove (si, sj) and all other pairs that include either si or

sj from Θ2.

UNTIL Θ2 is empty.

• Step 3: REPEAT

– Step 3.1: Select a pair (si, sj , sl) ∈ Θ3 with the highest ρ3(si, sj , sl).

– Step 2.2: Remove (si, sj, sl) and all other triplets that include either

si or sj or sl from Θ3.

UNTIL Θ3 is empty.

At the end we select a set of ⌊k
2
⌋ pairs or ⌊k

3
⌋ triplets with the highest effective

gain in each of the case. The number of times we compute the effective gains for

pairs ∈ Θ2 is expressed as W2(k),
1 which is given by,

W2(k) =

{

k(k−1)
2

, if k is even
k(k−1)(k−2)

2
, if k is odd.

(4.4)

The number of times we compute the effective gains for triplets ∈ Θ3 is ex-

pressed as W3(k), which is given by,

W3(k) =











k(k−1)(k−2)
6

, if k = 3× z, z=integer
k(k−1)(k−2)(k−3)

6
, if k = 3× z + 1

k(k−1)(k−2)(k−3)(k−4)
12

, if k = 3× z + 2.

(4.5)

When we select a pair at a time, this policy has the computational complexity

of the order of O(k2) when k is even, and O(k3) when Y is odd. When we select

a triplet at a time, this policy has the computational complexity of the order of

O(k3) when k = 3× z, O(k4) when k = 3× z+1, and O(k5) when k = 3× z+2.

1When k is even, W2(k) is derived from, W2(k) =
(

k

2

)

. When k is odd, W2(k) is derived

from W2(k) = k ×W2(k − 1) = k×
(

k−1

2

)

. A similar computation is applicable to W3(k).
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4.6 Results and discussion

We compute the total path cost of implementing NC based 1+1 protection for

all possible source destination pairs by using our presented heuristic algorithm,

where either a 2SD or a 3SD scenario is selected one by one according to the

largest effective gain first policy. We compared these total path costs, achieved by

our presented algorithm, to the same total cost when conventional 1+1 protection

technique without NC is employed. We evaluated the above mentioned total costs

in the three networks as shown in Fig. 4.2. The mathematical models are solved

by using CPLEXr[46] as the LP solver. In the evaluation all nodes in the network

are assumed to have NC capability. In the network topologies, link utilization

cost is unity, and the traffic demands are the same for all source-destination pairs.

From the results of Fig. 4.3 it is observed that, the presented algorithm with

the 3SD scenario achieves the highest resource saving effect in our examined

networks. Figure 4.3 illustrates that almost 15% resource saving is achieved in the

COST 239 network by selecting three sources at a time with the largest effective

gain first policy. In the COST 239 network the smallest node degree is four,

and all the source destination pairs in this network can avail the resource saving

advantage of the NC based 1+1 protection technique. In the US IP Backbone

and Germany 17 networks, there are a number of pairs to which NC based 1+1

protection technique is not applicable, because for those pairs the destination

node degree is only two. Thus some of the 2SD and 3SD scenarios cannot

obtain the benefit of resource saving due to NC in these two networks. This

is the reason of lower resource saving in the US IP backbone and Germany 17

networks.

4.7 Summary

This chapter has presented a heuristic routing algorithm to design instantaneous

recovery protection routes for all possible source destination pairs by provisioning

network coding (NC) based 1+1 protection technique. In the presented algorithm,

a network with N nodes is divided into N scenarios, where each node is chosen

as a common destination, and k nodes from the remaining ones are selected as
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Figure 4.3: Comparison of total costs. The costs are normalized w.r.t. the total

cost of 1+1 protection.

sources, where 2 ≤ k ≤ N − 1. A mathematical programming solution for NC

based 1+1 routing in MSCD scenarios with k sources (kSD) is an intractable

problem for large k values. In the presented algorithm, for each of the divided

kSD scenario, out of k sources we choose either two or three sources at a time

according to the largest effective gain first policy, and then routing is assigned

to the selected 2SD or 3SD scenario using the respective mathematical formu-

lations. We compared the total path costs of NC based 1+1 protection for all

possible source destination pairs, obtained by our presented heuristic algorithm,

with that of the conventional 1+1 protection technique (without NC). Almost

15% resource saving w.r.t. 1+1 protection is achieved in our examined networks.

The presented heuristic algorithm with three sources selected at a time achieves

a higher resource saving as compared to that with two sources selected at a time.
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Table 4.1: Objective Functions and Constraints

Scenario (SC)

No.

Objective Function Disjoint Path Pairs

SC 1
∑

(i,j)∈E

∑2
m=1 Cij × (x

s1d,m

ij
+ x

s2d,m

ij
+ x

s3d,m

ij
) P11&P12, P21&P22, P31&P32

SC 2 Sub-SC 1
∑

(i,j)∈E

∑2
m=1 Cij × (x

s1d,m

ij
+ x

s2d,m

ij
+ x

s3d,m

ij
) −

∑
(i,j)∈E (Cij × x

s1d,2
ij

× x
s2d,1
ij

+Cij × x
s1d,2
ij

× x
s3d,1
ij

)

P11&P22, P11&P32, P11&P12, P11&P21,

P11&P31, P22&P32, P22&P12, P22&P21,

P22&P31, P32&P12, P32&P21, P32&P31

SC 2 Sub-SC 2
∑

(i,j)∈E

∑2
m=1 Cij × (x

s1d,m

ij
+ x

s2d,m

ij
+ x

s3d,m

ij
) −

∑
(i,j)∈E (Cij × x

s1d,2
ij

× x
s3d,1
ij

+Cij × x
s2d,1
ij

× x
s3d,1
ij

)

P11&P22, P11&P32, P11&P12, P11&P21,

P11&P31, P22&P32, P22&P12, P22&P21,

P22&P31, P32&P12, P32&P21, P32&P31

SC 2 Sub-SC 3
∑

(i,j)∈E

∑2
m=1 Cij × (x

s1d,m

ij
+ x

s2d,m

ij
+ x

s3d,m

ij
) −

∑
(i,j)∈E (Cij × x

s2d,1
ij

× x
s3d,1
ij

+Cij × x
s1d,2
ij

× x
s2d,1
ij

)

P11&P22, P11&P32, P11&P12, P11&P21,

P11&P31, P22&P32, P22&P12, P22&P21,

P22&P31, P32&P12, P32&P21, P32&P31

SC 3 Sub-SC 1
∑

(i,j)∈E

∑2
m=1 Cij × (x

s1d,m

ij
+ x

s2d,m

ij
+ x

s3d,m

ij
) −

∑
(i,j)∈E (Cij × x

s1d,2
ij

× x
s2d,1
ij

+Cij × x
s2d,2
ij

× x
s3d,1
ij

)

P11&P32, P11&P12, P11&P21, P11&P22,

P11&P31, P32&P12, P32&P21, P32&P22,

P32&P31, P12&P22, P12&P31, P21&P22,

P21&P31

SC 3 Sub-SC 2
∑

(i,j)∈E

∑2
m=1 Cij × (x

s1d,m

ij
+ x

s2d,m

ij
+ x

s3d,m

ij
) −

∑
(i,j)∈E (Cij × x

s1d,1
ij

× x
s2d,1
ij

+Cij × x
s1d,2
ij

× x
s3d,1
ij

)

P22&P32, P22&P11, P22&P21, P22&P12,

P22&P31, P32&P11, P32&P21, P32&P12,

P32&P31, P11&P12, P11&P31, P21&P12,

P21&P31

SC 3 Sub-SC 3
∑

(i,j)∈E

∑2
m=1 Cij × (x

s1d,m

ij
+ x

s2d,m

ij
+ x

s3d,m

ij
) −

∑
(i,j)∈E (Cij × x

s1d,2
ij

× x
s3d,1
ij

+Cij × x
s2d,2
ij

× x
s3d,2
ij

)

P11&P21, P11&P12, P11&P31, P11&P22,

P11&P32, P21&P12, P21&P31, P21&P22,

P21&P32, P12&P22, P12&P32, P31&P22,

P31&P32

SC 4 Sub-SC 1
∑

(i,j)∈E

∑2
m=1 Cij × (x

s1d,m

ij
+ x

s2d,m

ij
+ x

s3d,m

ij
) −

∑
(i,j)∈E (Cij × x

s1d,2
ij

× x
s2d,1
ij

)

P11&P12, P11&P21, P11&P22, P11&P32,

P31&P12, P31&P21, P31&P22, P31&P32,

P12&P32,, P12&P22, P21&P22, P21&P32

SC 4 Sub-SC 2
∑

(i,j)∈E

∑2
m=1 Cij × (x

s1d,m

ij
+ x

s2d,m

ij
+ x

s3d,m

ij
) −

∑
(i,j)∈E (Cij × x

s1d,1
ij

× x
s3d,1
ij

)

P11&P12, P11&P21, P11&P22, P11&P32,

P31&P12, P31&P21, P31&P22, P31&P32,

P12&P32, P12&P22, P21&P22, P21&P32

SC 4 Sub-SC 3
∑

(i,j)∈E

∑2
m=1 Cij × (x

s1d,m

ij
+ x

s2d,m

ij
+ x

s3d,m

ij
) −

∑
(i,j)∈E (Cij × x

s2d,2
ij

× x
s3d,2
ij

)

P11&P12, P11&P21, P11&P22, P11&P32,

P31&P12, P31&P21, P31&P22, P31&P32,

P12&P32, P12&P22, P21&P22, P21&P32

SC 5 Sub-SC 1
∑

(i,j)∈E

∑2
m=1 Cij × (x

s1d,m

ij
+ x

s2d,m

ij
+ x

s3d,m

ij
) −

∑
(i,j)∈E (Cij × x

s1d,2
ij

× x
s2d,1
ij

)

P11&P12, P11&P21, P11&P22, P11&P31,

P11&P32, P12&P22, P12&P31, P12&P32,

P21&P22, P21&P31, P21&P32, P22&P31,

P22&P32, P31&P32

SC 5 Sub-SC 2
∑

(i,j)∈E

∑2
m=1 Cij × (x

s1d,m

ij
+ x

s2d,m

ij
+ x

s3d,m

ij
) −

∑
(i,j)∈E (Cij × x

s1d,2
ij

× x
s3d,1
ij

)

P11&P12, P11&P21, P11&P22, P11&P31,

P11&P32, P12&P21, P12&P22, P12&P32,

P21&P22, P21&P31, P21&P32, P22&P31,

P22&P32, P31&P32

SC 5 Sub-SC 3
∑

(i,j)∈E

∑2
m=1 Cij × (x

s1d,m

ij
+ x

s2d,m

ij
+ x

s3d,m

ij
) −

∑
(i,j)∈E (Cij × x

s2d,2
ij

× x
s3d,1
ij

)

P11&P12, P11&P21, P11&P22, P11&P31,

P11&P32, P12&P21, P12&P22, P12&P31,

P12&P32, P21&P22, P21&P31, P21&P32,

P22&P32, P31&P32
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Chapter 5

Mathematical model for 2SD

scenarios by relaxing node degree

constraints

An integer linear programming (ILP) model to determine network coding (NC)

aware minimum cost routes, for employing 1+1 protection in MSCD scenarios

with two sources (2SD), was addressed in chapter 2. In this chapter, we refer to

the ILP model in chapter 2 as a conventional model. When the common desti-

nation’s node degree is only two, NC cannot be employed, because failure of an

adjacent link carrying original data restricts recovery operation at the destina-

tion. This chapter presents a mathematical model for optimum NC aware 1+1

protection routing in 2SD scenarios with destination’s node degree ≥ 2. Numer-

ical results observe that our presented model achieves 5.5% of resource saving,

averaged over all possible 2SD scenarios with destination’s degree = 2, compared

to the conventional model, in our examined networks.

5.1 Introduction

In today’s high speed backbone networks failure of a network component results

in a loss of large amount of data and causes service interruptions. Instantaneous

recovery from network failures is a key feature that the service providers must

offer to the customers needing reliable communication.

63



5. MATHEMATICAL MODEL FOR 2SD SCENARIOS BY
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1+1 protection provides instantaneous recovery from any single link failure

in the network by sending copy of the same data through two disjoint paths [1].

Instantaneous recovery is achieved, because only the destination node switches to

the backup path after a failure is detected. However, this instantaneous recovery

benefit is obtained at the cost of at least double resources.

The fact that adaptation of the network coding (NC) technique [12] with

routing reduces the resources required for dedicated protection techniques has

already been addressed [13, 35, 38].

A mathematical model to determine NC aware optimum routes for 1+1 protec-

tion in MSCD scenarios with two sources (2SD), where the common destination’s

node degree ≥ 3, was presented in chapter 2 and [35]. We name the model in [35]

as a conventional model1. However, the common destination’s node degree of two

restricts the use of NC with 1+1 protection, and it is explained in the following.

The Germany 17 network of Fig. 5.1(a), presented in [35, 66] and reproduced

here, is used to explain why destination’s node degree of two restricts the use

of NC with 1+1 protection in any 2SD scenario. Let nodes 7 and 14 be the

two source nodes and node 17 be the common destination node with degree

two. For employing 1+1 protection, node 7 determines two disjoint paths as

7 → 13 → 16 → 17 and 7 → 9 → 12 → 17. For node 14, the two disjoint paths

are 14 → 15 → 16 → 17 and 14 → 13 → 12 → 17.

Let the source data corresponding to node 7 be X1 and that of for node 14

be X2. Both nodes 12 and 16, adjacent nodes to common destination node 17,

receive X1 and X2, and are capable of applying NC. Let node 12 apply NC and

create network coded data as X1⊕X2 to save resources along the link 12 → 17. If

link 16 → 17 fails, the destination node receives only network coded data X1⊕X2

along link 12 → 17, and it cannot perform the recovery operation due to the lack

of any source data (X1 or X2).

When common destination node’s degree is two, the conventional model can-

not provide an NC aware routing solution for 1+1 protection in any 2SD scenario.

This is because, in such a scenario if an adjacent link (carrying plain data) to

the common destination is failed, recovery operation is not possible. Note that

1The work of [35] is extended in [66]. The extended work adopts the same routing approach

as that of [35].
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node degree of two is the minimum requirement for the implementation of 1+1

protection.

Figure 5.1: Examined networks.

This chapter presents a mathematical model, for any 2SD scenario with des-

tination’s node degree ≥ 2, to determine NC aware disjoint routes for employing

1+1 protection. The presented model determines an optimum set of routes that

minimizes the required network resources. In our presented model, an Integer

Linear Programming (ILP) formulation is iteratively used. The cost obtained by

our presented model is compared with that of the conventional model. Numerical

results observe that our presented model achieves 5.5% of resource saving, aver-

aged over all possible 2SD scenarios with destination’s degree = 2, compared to

the conventional model, in our examined networks.

5.2 Network coding (NC) aware route selection

technique

Figure 5.2 illustrates how NC aware routes are selected for employing 1+1 pro-

tection in a 2SD scenario, where nodes S1 and S2 are the sources and D is the

common destination with degree two. Source nodes S1 and S2 send their original

data (X1 and X2, respectively) to a common intermediate destination node t. In
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the route selection process, NC is applied at the intermediate node E. Decoding

is performed at node t. There are two disjoint paths between t and original desti-

nation node D. After the encoded data (X1⊕X2) are decoded at t (if necessary),

X1 and X2 are sent along the two disjoint paths to the destination D.

Figure 5.2: NC aware route selection technique with destination’s node degree =

2.

Each node in the network is evaluated as t. The t which provides the minimum

cost is selected as the desired intermediate destination, and corresponding routing

is the desired solution.

5.3 Mathematical Model

5.3.1 Terminologies

The network is represented as an undirected graph G(V,E), where V is the set of

vertices (nodes) and E is the set of links. There are N nodes in G(V,E). A link

from node i ∈ V to node j ∈ V is denoted as (i, j) ∈ E, i 6= j. xsd,k
ij is the binary

routing variable, where k = {1, 2}. If any link (i, j) ∈ E belongs to the disjoint

path number k between source node s and destination node d, then value of xsd,k
ij
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is 1, otherwise 0. cij is the cost of (i, j) ∈ E. zij is a binary variable used to select

links (i, j) ∈ E that are subject to NC. The network is bi-connected, i.e., it is

ensured that in the network, for every possible source-destination pair, there exist

two disjoint paths for applying 1+1 protection. Every node with degree ≥ 3 has

the NC capability. Each node t ∈ V is a candidate for intermediate destination

node.

5.3.2 Presented mathematical model

The NC aware optimum routing solution for any 2SD scenario with destination’s

node degree ≥ 2 is described in the following. In the optimization problem, an

integer linear programming (ILP) model is iteratively evaluated for all the nodes

in the network.

The optimal routing problem is formulated by,

min
t∈V

f(t), (5.1a)

where

f(t) = min
∑

(i,j)∈E

2
∑

k=1

cij × (xs1t,k
ij + x

s2t,k
ij + 2× x

td,k
ij )

−
∑

(i,j)∈E

(cij × zij) (5.1b)

s.t. x
s1t,1
ij + x

s1t,2
ij ≤ 1, ∀(i, j) ∈ E (5.1c)

x
s2t,1
ij + x

s2t,2
ij ≤ 1, ∀(i, j) ∈ E (5.1d)

x
s1t,1
ij + x

s2t,1
ij ≤ 1, ∀(i, j) ∈ E (5.1e)

x
s1t,1
ij + x

s2t,2
ij ≤ 1, ∀(i, j) ∈ E (5.1f)

x
s1t,2
ij + x

s2t,1
ij ≤ 1, ∀(i, j) ∈ E (5.1g)

x
td,1
ij + x

td,2
ij ≤ 1, ∀(i, j) ∈ E (5.1h)

∑

j∈V

(xs1t,1
ij − x

s1t,1
ji ) = 1, i = s1 (5.1i)

∑

j∈V

(xs1t,2
ij − x

s1t,2
ji ) = 1, i = s1 (5.1j)

∑

j∈V

(xs2t,1
ij − x

s2t,1
ji ) = 1, i = s2 (5.1k)
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∑

j∈V

(xs2t,2
ij − x

s2t,2
ji ) = 1, i = s2 (5.1l)

∑

j∈V

(xtd,1
ij − x

td,1
ji ) = 1, i = t (5.1m)

∑

j∈V

(xtd,2
ij − x

td,2
ji ) = 1, i = t (5.1n)

∑

j∈V

(xs1t,1
ij − x

s1t,1
ji ) = 0, ∀i ∈ V, i 6= s1, t (5.1o)

∑

j∈V

(xs1t,2
ij − x

s1t,2
ji ) = 0, ∀i ∈ V, i 6= s1, t (5.1p)

∑

j∈V

(xs2t,1
ij − x

s2t,1
ji ) = 0, ∀i ∈ V, i 6= s2, t (5.1q)

∑

j∈V

(xs2t,2
ij − x

s2t,2
ji ) = 0, ∀i ∈ V, i 6= s2, t (5.1r)

∑

j∈V

(xtd,1
ij − x

td,1
ji ) = 0, ∀i ∈ V, i 6= t, d (5.1s)

∑

j∈V

(xtd,2
ij − x

td,2
ji ) = 0, ∀i ∈ V, i 6= t, d (5.1t)

x
sd,k
ij = {0, 1}, ∀(i, j) ∈ E, s = s1, s2, t, k = 1, 2 (5.1u)

zij = {0, 1}, ∀(i, j) ∈ E (5.1v)

zij ≤ x
s1t,2
ij , ∀(i, j) ∈ E (5.1w)

zij ≤ x
s2t,2
ij , ∀(i, j) ∈ E (5.1x)

zij ≥ x
s1t,2
ij + x

s2t,2
ij − 1, ∀(i, j) ∈ E. (5.1y)

Eq. (5.1a) selects the best t ∈ V for which the 1+1 protection cost with NC

is minimum. Eq. (5.1b) provides the optimum minimum cost of employing NC

based 1+1 protection for each t in the network. Eqs. (5.1c)-(5.1h) specify the path

disjoint constraints. Constraints (5.1c), (5.1d), and (5.1h) are the compulsory

conditions that ensure 1+1 protection. The flow conservation constraints are

specified by Eqs. (5.1i)-(5.1t). The flow conservation constraints at the source

nodes are expressed by Eqs. (5.1i)-(5.1n), while Eqs. (5.1o)-(5.1t) are the flow

conservation constraints at the intermediate nodes. The binary routing variable

is described by Eq. (5.1u). Eqs. (5.1v)-(5.1y) describe the binary variable zij ,

which selects the links that are subject to NC.
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5.4 Results

The performance measure is the amount of resource saving achieved by our pre-

sented model as compared to the same achieved by the conventional model. Re-

source saving is computed w.r.t. the cost of the regular 1+1 protection [1, 44]

in which NC is not employed. We generated all possible combinations of 2SD

scenarios in the Germany 17 and European 28 networks, as shown in Fig. 5.1,

where common destination’s node degree is two. Both the presented and the

conventional models are evaluated in these generated scenarios, and the resource

saving results are shown in Table 5.1. The commercial mathematical program-

ming solver CPLEXr[46] is used to solve our presented model.

Table 5.1 shows that our presented model achieves 5.54% and 5.56% more

resource saving respectively, in Germany 17 and European 28 networks, than

that of the conventional model. Note that, this 5.5% resource saving is additional

resource saving in these two evaluated network. This 5.5% resource saving add

to the corresponding resource saving reported in Fig. 2.5 of chapter 2. The

conventional model cannot provide an NC routing solution for 1+1 protection

in a 2SD scenario with destination’s node degree of two, and adopts the regular

1+1 protection as the solution. This is why no resource saving is achieved in the

evaluated scenarios by the conventional model. Note that our presented model

also includes the conventional model under the condition that t = D.

Table 5.1: Comparison of resource saving by presented and conventional momdels

Germany 17 Europe 28

Number of nodes 17 28

Number of nodes with degree = 2 7 9

Resource saving by presented model 5.54% 5.56%

Resource saving by by conventional model 0% 0%

5.5 Summary

This chapter has formulated the problem of finding optimum network coding

aware set of routes, in any MSCD scenario with two sources (2SD) where com-

mon destination’s node degree is ≥ 2, as a mathematical model. In the presented
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model an ILP is evaluated iteratively for all the nodes in a network. The perfor-

mance of the presented model w.r.t. a conventional model is thoroughly evaluated

and analyzed in two different networks. Numerical results observed that our pre-

sented model achieves 5.5% resource saving than that of the conventional model

in our examined networks.
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Chapter 6

Mathematical model for coding

aware instantaneous recovery

with TS scenario

In chapter 6, we present a mathematical model for instantaneous recovery route

design, by using the TS scenario, where traffic splitting and erasure correcting

code are used. The presented mathematical model determines a set of K + 1

disjoint paths, K is the number of splitting, which minimizes the total cost of

network resource utilization of traffic splitting based protection technique.

6.1 Introduction

Resilience is one of the key concerns in modern optical communication networks

due to the huge concentration of capacity in optical fibres. Failure of one optical

fibre may result in great data loss and massive service disruption to many cus-

tomers. Thus, fast and efficient resilience techniques need to be provisioned to

ensure service continuity in the event of network element failures. Moreover, it

is desirable to keep the capital expenditures, i.e., the cost of network equipments

as low as possible while choosing an appropriate resilience mechanism.

We consider the problem of protecting traffic demands between source-destination

pairs against any single link failure. Our aim is to provide instantaneous recovery
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with 100% guarantee of data recovery upon occurrence of failure, while minimiz-

ing the total cost of network resource utilization. We are interested in the case of

splitting the traffic demand into more than one sub-flow in order to achieve our

stated goal.

In the conventional 1+1 protection two copies of the same data are sent on

two disjoint paths, working and backup paths. Upon failure of the working path

only the destination node switch over to the backup path which leads to the much

desired instantaneous recovery feature, but double of the resources are needed.

The works in [20, 35] introduce two different models of network survivability

against single link failure using network coding (NC). The technique presented in

[35] uses the NC technique to reduce the total cost of network resource utilization

for 1+1 protection in the MSCD scenario with two sources, while maintaining

the 1+1 protection’s instantaneous recovery feature. However, the encoding is

achieved at the intermediate nodes, and, since traffic flows originate from different

sources, flow synchronization [87] is necessary at the intermediate nodes before

encoding is performed.

The work in [20] presents an NC-based instantaneous recovery technique

against single link failure for single-source single-destination scenario. In [20]

the traffic demand per communication round is split into two equal sub-flows,

and sent along two disjoint paths, while the two sub-flows are encoded and sent

simultaneously onto a third disjoint path which aids in the instantaneous recovery

upon a failure.

Dividing the traffic demand between a source-destination pair into equal parts,

and sending them onto disjoint paths reduce the bandwidth requirement on each

utilized path. Therefore, the more we divide the traffic demand, the less band-

width is required on each utilized path. However, increasing the number of dis-

joint paths incurs extra costs. There should be a tradeoff between the number of

traffic splitting, K, and the total cost of all the disjoint paths. Note that no NC

is employed when K = 1, which in this case is the conventional 1+1 protection

technique. The study [20] considers the case of K = 2, and does not provide an

optimum value of K that minimizes the total cost of network resource utilization.

Motivated by the issue mentioned above, this chapter presents an NC-aware

instantaneous recovery technique that determines an optimalK andK+1 disjoint
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paths that minimize the total cost of network resource utilization.

6.2 Presented technique

Figure 6.1: Network protection with optimal traffic splitting using NC.

The presented technique is illustrated in Figure 6.1. The traffic demand be-

tween the source s and destination t is split into K equal parts, and sent onto K

disjoint paths. All the equally divided parts are network coded using the simple

exclusive-OR (XOR) operation at the source node s, and sent simultaneously via

a K + 1th disjoint path to the destination.

The instantaneous recovery feature is achieved in the presented technique by

the introduction of the K+1th disjoint path which carries the encoded data while

K disjoint paths carry plain data. If a link fails, the destination node detects the

failure, and forms the XOR of the encoded data on the K + 1th path and the

remaining plain data on K − 1 working paths to instantaneously recover the lost

data due to the failure.

The network G(V,E) is represented as an undirected graph, where V is the

set of vertices (nodes) and E is the set of directed edges (links). A link from

node i ∈ V to node j ∈ V is denoted as (i, j) ∈ E. xk
ij is the binary routing

variable. If path k is routed through link (i, j) ∈ E, then xk
ij = 1 or else xk

ij =

0, and M = {1, 2, · · · , K + 1}. cij is the cost of using link (i, j) ∈ E per unit of

traffic demand, dst is the traffic demand from source node s to destination node t,
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measured in bit/s. It is assumed that the network is at least bi-connected for each

source-destination pair to facilitate the use of 1+1 path protection. The encoding

is performed at the source, while the decoding is performed at the destination.

We present an integer linear programming (ILP) formulation to determine the

minimum cost of the set of K+1 disjoint paths for each value of K. The value of

K for which the total cost of the K+1 disjoint paths is minimum is the optimum

traffic splitting number. Our objective function is as follows:

min
K≥1

dst ·

[

f(K + 1)

K

]

, (6.1a)

where

f(K + 1) = min
K+1
∑

k=1∈M

∑

(i,j)∈E

cijx
k
ij (6.1b)

subject to:
∑

j∈V

xk
ij −

∑

j∈V

xk
ji = 1 if i = s, ∀k ∈ M (6.1c)

∑

j∈V

xk
ij −

∑

j∈V

xk
ji = 0 ∀i 6= s, t ∈ V, ∀k ∈ M (6.1d)

xk
ij + xk

′

ij ≤ 1 ∀k, k
′

(k 6= k
′

) ∈ M, ∀(i, j) ∈ E (6.1e)

xk
ij = {0, 1} ∀k ∈ M, ∀(i, j) ∈ E (6.1f)

The Equation (6.1a) is the objective function that selects the optimum value

of K that minimizes the total cost of network resources, and the term
[

f(K+1)
K

]

represents the cost of each individual path per-unit of traffic demand. Equa-

tion (6.1b) minimizes the total cost per-unit of traffic demand of the K + 1

disjoint paths in the network. Equations (6.1c) and (6.1d) express flow conserva-

tion constraints at the source node and at intermediate nodes, respectively. The

path disjoint constraint is shown in Equation (6.1e), which states that different

paths do not share any common link. The binary routing variable is described

by Equation (6.1f).
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6.3 Results and discussion

Figure 6.2: Network topology for evaluation.

In order to demonstrate the resource saving advantage of the presented tech-

nique, we select node 4 as the source, and node 9 as the destination in our ex-

amined network as shown in Figure 6.2. We assume a traffic demand (dst = 12)

between the selected source destination pair. The ILP problem is solved by using

the open-source linear programming solver GLPK [88].

Figure 6.3 shows that the presented technique finds the optimum traffic split-

ting number K = 3 that minimizes the total cost of network resource utilization

for the selected source destination pair. In Figure 6.3, the total cost of net-

work resource utilization is normalized by that with K = 1. Note that, between

the selected source destination pair at six link disjoint paths are possible. Thus

maximum K for the selected pair is 5.

The presented technique achieves a network coding gain of 21% compared to

the conventional 1+1 protection (for K=1) for the selected pair in our examined

network. The result in Figure 6.3 also shows that, the total cost of network

resource utilization first starts decreasing with the increasing of number of traffic

splitting K, as it reaches the optimum traffic splitting value K, soon thereafter it

begins to go upward again as the values ofK go on increasing. Reason being that,

with higher values of K, the disjoint paths between the source destination pair
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tend to be longer, resulting in higher cost of network resource usage. Thus, the

higher the values of K result in higher total cost of network resource utilization.

Figure 6.3: Total cost of network resource utilization for different values of K (for

the selected source (node 4) and destination (node 9)) in our examined network.

6.4 Summary

This chapter presented an erasure correcting code aware instantaneous recovery

technique with traffic splitting where a number of disjoint paths are employed

between a source destination pair. In order to minimize the total cost of net-

work resource utilization, a mathematical model is presented that determines an

optimum value of traffic splitting K, (K ≥ 1) and K + 1 disjoint paths. Numer-

ical demonstration with a selected source destination pair has shown that the

presented model effectively reduces the total cost of network resource utilization

compared to the conventional 1+1 protection technique (for K = 1), while main-

taining the much desired instantaneous recovery feature in the case of any single

link failure.
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Chapter 7

Differential Delay Aware

Instantaneous Recovery

Technique with TS scenario

This chapter presents a differential delay aware erasure correcting code based in-

stantaneous recovery technique with traffic splitting for networks with the coding

capability. In this technique traffic is split into K equal parts and forwarded inde-

pendently through a set of K disjoint paths. P protection paths are employed in

order to tackle any t ≥ 1 failures on the (K+P ) disjoint paths, where 1 ≤ t ≤ P .

The protection paths carry encoded data, which are formed from the split parts

by using an erasure correcting code at the source. A mathematical model is pre-

sented in order to determine K+P disjoint paths. In order to recover from any t

failure(s), all the remaining (K+P − t) parts must be present at the destination.

However, each disjoint path may experience a different delay, and the destina-

tion node has to buffer all the split parts, until the split part experiencing the

longest delay reaches the destination. The amount of memory buffers depends

on the maximum allowable differential delay ∆, the highest difference of delays

of any two among the (K + P ) disjoint paths, supported at the destination. A

large value of ∆ increases the amount of required memory buffers and the service

providers must consider ∆ according to their budgets and service requirements.

The effect of ∆ on routing with traffic splitting is thoroughly investigated in var-

ious networks with respect to encoding/decoding costs, optical interface rates,
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buffering costs, the number of protection paths, the number of nodes in the net-

work, and the number of minimum adjacent nodes. Simulation results observe

that the number of required disjoint working paths (note that P is given), that

carries the split data, decreases with the increase of encoding/decoding costs,

optical interface rates, and buffering costs. It is also observed that the number

of required disjoint working paths increases with the increase of the number of

minimum adjacent nodes and ∆ values.

7.1 Introduction

Nowadays the emerging high-performance applications require a huge amount

of data transferred over the networks, in support of computation, storage, and

visualization needs. These applications are typically pushing the bandwidth re-

sources to the limits. Moreover, most of the high-performance applications are

mission critical and require reliable end-to-end connections, where backup paths

are needed for protection and restoration. Instantaneous recovery from failure by

using minimum backup resources is a desirable feature that the service providers

must offer to their customers needing reliable communication.

Multi-path provisioning can deliver many benefits and efficiency to network

operators [51, 52]. However, with relatively high frequency of cable cuts, and

tremendous amount of traffic loss due to a single failure, survivability in multi-

path provisioning is of crucial concern [1, 68]. Protection, a proactive procedure in

which spare capacity is reserved during connection establishment, allows recovery

from such failures [69]. When a working path (i.e., a path carrying traffic during

normal operation) fails, the connection is rerouted over to a backup path.

1+1 protection provides quick recovery from any single link failure in the

network because only the destination node switching to the backup path is nec-

essary after a failure is detected. In order to achieve this, the bandwidth resource

requirements between every possible source and destination have to be doubled.

In order to minimize the resources required for protection from any single link

failure, an erasure correcting code based instantaneous recovery technique with

traffic splitting was addressed in literature [37]. In that addressed technique,

traffic between a source destination pair is split into K equal parts, and sent
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along K disjoint paths independently. The K + 1th disjoint path is set to carry

the encoded data formed from the K split parts.

In the protection technique presented in [37], in order to recover any lost split

data, all the other split parts including the encoded data must be present at the

destination altogether. Each disjoint path may experience a different propagation

delay. For this reason extra memory buffers are required to store the split parts

until all the parts arrive at the destination. In [37] the effect of propagation delay

was not considered.

The destination node is equipped with either electrical or optical memory

buffers. Electrical buffers are cost-efficient. Optical buffers, like optical delay

lines, are expensive. The amount of memory buffers depends on the maximum

allowable differential delay ∆, defined as the largest difference of delays of any

two among the (K+P ) disjoint paths, supported at the destination, and must be

taken into account along with the service requirements by the service providers

to implement this technique. There must be a tradeoff between the allowed ∆

and the costs incurred due to it.

This chapter presents a differential delay aware erasure correcting code based

instantaneous recovery technique with traffic splitting for networks with the cod-

ing capability. In this technique traffic is split into K equal parts and forwarded

independently through a set of K disjoint paths. This technique employs mul-

tiple protection paths, P , which carry encoded data formed from the split parts

by using an erasure correcting code at the source, in order to tackle multiple

failures. Each disjoint path experiences a different delay. The destination node

has to buffer all the split parts, until it receives the split part experiencing the

longest delay. The amount of memory buffers depends on ∆. We investigate the

effect of ∆ on routing with traffic splitting in various networks with respect to

encoding/decoding costs, optical interface rates, buffering costs, the number of

protection paths, the number of nodes in the network, and the number of min-

imum adjacent nodes. Simulation results observe that the number of required

disjoint working paths (note that P is given), that carries the split data, de-

creases with the increase of encoding/decoding costs, optical interface rates, and

buffering costs. It is also observed that the number of required disjoint working
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paths increases with the increase of the number of minimum adjacent nodes and

∆ values.

The remainder of this chapter is as follows. Section 7.2 gives an overview

of the related works and clarifies our contributions. The necessity of differential

delay in the implementation of the presented instantaneous recovery technique

is discussed in Section 7.3. The protection technique based on traffic splitting

with multiple protection paths, in order to tackle multiple failures, is discussed in

Section 7.4. Section 7.5 presents the terminologies and the mathematical model

for determining an optimum set of disjoint routes supporting the assigned ∆.

The effects of various parameters, mentioned earlier, on routing and the imple-

mentation issues of the presented technique are discussed in Section 7.6. Finally,

Section 7.7 concludes the chapter.

7.2 Related works and contributions

7.2.1 Related works

The network coding (NC) technique [12] based protection for unicast and multi-

cast traffic in optical networks were addressed in [15, 23, 24]. In the NC technique

intermediate nodes are allowed to encode several incoming data [54].

A.E Kamal presented 1+N protection by using the p-cycle structure to handle

single and multiple failures in optical mesh networks [15]. He also introduced 1+N

protection technique that does not require a p-cycle [14]. Both the works [14, 15]

presented integer linear programming (ILP) formulations in order to asses the

cost of their respective protection techniques.

Manley et al. investigated the application of NC in the multicast protection

in all-optical networks [23]. It also presented an ILP approach to find disjoint

multicast protection tree. The design issues for NC in all-optical networks consid-

ering switching components, controllable optical delay lines, and all-optical XOR

gates were also presented in [23].

Griffith et al. [24] presented an architecture employing 1+1 protection in

optical burst switched (OBS) networks, and examined the design issues caused

by propagation delays of the two disjoint paths across OBS network. Meusburger
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et al. suggested that rerouting of 1+1 optical channels, for long term planning of

incremental networks, should be cost-efficient [57].

The simplest technique used for encoding data in recent optical networks, ei-

ther at the intermediate nodes (NC technique [54]) or at the source node (erasure

correcting codes) [58, 59], is the exclusive-OR (XOR) operation. The implemen-

tation of all-optical XOR devices have been addressed in several independent

researches [23, 60, 61, 62, 63]. In these researches the operation speed of all-

optical XOR gates were reported as 10.7 Gbps [60], 10 Gbps [61, 62], and 20 and

40 Gbps [63].

Traffic aggregation and buffering in optical networks were well addressed in

literature [70, 71, 72, 73]. Yao et al. revealed that the use of electrical ingress

buffering and traffic aggregation reduce packet-loss rate of optical packet-switched

mesh networks [70]. Rhee et al. suggested that all-optical networking should not

be a suitable option if cost and power consumption reduction is the main objec-

tive, but the use of passive-medium photonic switches with electronic memory

buffers can introduce a substantial savings in power and cost [71]. All-optical

signal processing and buffering were discussed in [72]. In order to ensure both

efficient bandwidth utilization and scalability in all-optical wavelength-routed

networks, a concept of traffic aggregation was addressed in [73].

The use of K disjoint path routing provisioning for more aggregate bandwidth

has been studied in a number of different scenarios. Cidon et al. [74] highlighted

the advantages of K disjoint path routing over single path routing considering

the connection establishment time. [74] analyzed the performance of K disjoint

path routing, without considering issues of path computation problems. Recently,

differential delay problems have gained a lot of attention [75, 76, 77]. Ahuja et

al. [75] studied the problem of minimizing the differential delay in the context

of Ethernet over SONET (synchronous optical network). The algorithms pre-

sented in [75] select a path for a Virtually Concatenated Group (VCG) which

has the minimum differential delay. Huang et al. [76] applied multi-path rout-

ing in SONET/SDH networks as a survivable routing approach with differential

delay constraint. [76] presented heuristic algorithms based on K shortest path

algorithms to decrease the blocking probability in SONET/SDH networks run-

ning on top of optical WDM. Srinivastava et al. [77] transformed the differential
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delay aware routing problem for ethernet over SONET/SDH as a flow problem.

However, protection was not considered in [77]. Anderson et al. presented both

exact and approximate algorithms for finding link disjoint path pairs satisfying

wavelength continuity constraint in WDM networks [79].

1+1 protection techniques with erasure correcting code and NC were ad-

dressed in [20, 35], respectively. In [20] erasure correcting code based 1+1 protec-

tion technique was illustrated with the traffic split into two equal parts only, and

it did not consider a suitable traffic splitting that minimizes cost. The work in

[35] presented an NC based 1+1 protection technique that is applicable to scenar-

ios where two source nodes have a common destination node, and this technique

requires synchronization of flows from two different sources.

7.2.2 Our contributions

Our research work, for the first time, presents a differential delay aware erasure

correcting code based instantaneous recovery technique with traffic splitting for

networks with the coding capability. Our motivation to present this technique is

to develop a recovery technique that achieves instantaneous recovery from failure

by using less resources than that of conventional 1+1 protection. The presented

technique allows the usage of multiple protection paths, which carry encoded data

formed by using an erasure correcting code, in order to tackle arbitrary multiple

failures among the employed disjoint paths. Traffic splitting reduces bandwidth

requirements on the disjoint paths employed in the protection technique. The

more we split, the more reduction in required bandwidth per disjoint path we

get. However, as the traffic splitting number increases, the total length of the

employed disjoint paths also increases. In addition, the differential delays and

the required amount of memory buffers also increase. There must be a trade-off

between the bandwidth reduction achieved per path due to traffic splitting, and

the total length of the employed disjoint paths. We thoroughly investigate the

performance of our presented technique. The results show trends on how routing,

i.e., the total number of required disjoint working paths changes (the number of

protection paths is given) with respect to various parameters mentioned earlier.
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7.3 Differential delay aware instantaneous re-

covery technique with traffic splitting

1

7.3.1 Instantaneous recovery by erasure correcting code

The instantaneous recovery technique based on traffic splitting, presented in [37],

is re-produced in Fig. 7.1 for the sake of discussion about differential delay. In

Fig. 7.1, source node s and destination node d are the edge nodes in a network.

Each of the edge nodes in the network is equipped with memory buffers for storing

data. In the recovery technique the traffic between s and d is split into K equal

parts (p1, p2, ....., pK) and sent through K disjoint paths simultaneously. The

split parts of the traffic are encoded at the source by simple exclusive-OR (XOR)

operation as pK+1 = p1 ⊕ p2 ⊕ .....⊕ pK , and sent simultaneously onto a K + 1th

disjoint path.

Note that the encoding technique here is the erasure correcting code [59] but

not the NC technique. This is because the encoding is performed only at the

source node, while NC is performed at the intermediate nodes [54].

Instantaneous recovery is achieved in this technique by the introduction of the

encoded data in the K + 1th path as illustrated in Fig. 7.2. If any link carrying

plain data fails, the destination node can detect the failure. Only the destination

node needs to switch to the K + 1th backup path. By using the plain data on

the K − 1 working paths and the encoded data on the K + 1th protection path,

destination node instantaneously recovers the lost data sent along the failed path.

For example, let the disjoint path carrying split part p2 fails. Destination node d

detects this, performs switching over to the K + 1 path, which is a backup path,

and recover lost data by simple XOR operation as p2 = p1⊕p3⊕ .....⊕pK ⊕pK+1.

1We discuss this section by considering P = 1 protection path.

83



7. DIFFERENTIAL DELAY AWARE INSTANTANEOUS
RECOVERY TECHNIQUE WITH TS SCENARIO

Figure 7.1: Network protection with traffic splitting using erasure correcting code

at the source.

7.3.2 Differential Delay

The technique presented in [37] provides instantaneous recovery service from any

single failure at a lower cost than the conventional 1+1 protection. However,

as the traffic splitting number K increases, required disjoint paths tend to be

longer in length. Therefore, each path requires a finite time to deliver the data

sent through it from source node s to destination node d. We define this time as

the propagation delay for each individual path. Each disjoint path has its own

delay. The difference between any two among the employed K +1 disjoint paths

is defined as the differential delay.

7.3.3 Differential delay requires memory buffers

The destination node is responsible for reassembling the data stream as shown

in Fig. 7.1. In order to recover the lost data p2 in Fig. 7.2, all the other parts

must reach at the destination node d before the recovery operation is performed.

Since each path has a delay associated with it, the destination node has to buffer

the parts arriving earlier up to the maximum differential delay among the K + 1

disjoint paths.
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Figure 7.2: Recovery of failed data at the destination.

In order to buffer these split parts the destination node need to be equipped

with additional memory buffers. It is obvious that the higher the differential

delay among theK+1 disjoint paths, the higher is the amount of required memory

buffers at the destination. Depending on the amount of memory at the destination

node, there is an upper limit of the differential delay that can be supported per

set of K+1 disjoint paths.

The differential delay is limited by the destination node’s delay compensation

capability. Network operations, administration, maintenance, provisioning, end-

to-end quality of service (QoS) etc. services may be affected, if the differential

delay is not properly taken into consideration in the routing [77].

7.3.4 Amount of required memory buffers

For example, assuming four paths P1, P2, P3 and P4 have an end-to-end propa-

gation delays of 45, 47, 48, and 50ms. In order to reconstruct data at destination

node, the destination node has to buffer the data from paths P1, P2, P3 for 5,

3 and 2ms respectively until the data on P4, with the largest differential delay,

arrives. Thus, if each of the paths were transmitting data at 14Gb/s trunks, these
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three paths (P1, P2, and P3) would require a total of 210 Mb memory buffers at

the destination node, for it to be able to reconstruct the entire data. An increased

line rate also increases this memory requirement.

The highest amount of memory buffers required for any disjoint path at the

destination can be computed as B = R ×∆, where B is the amount of memory

buffers, ∆ is the maximum allowable differential delay, and R is the data trans-

mission rate. Thus, if we have K +1 disjoint paths, the total amount of memory

buffers required at the destination is computed as B = K × R×∆.

7.4 Traffic splitting with multiple backup path

for protection against multiple failure

In the presented erasure correcting code based instantaneous recovery technique

with traffic splitting, multiple disjoint protection paths are introduced in order

to tackle multiple link failures. In [17], [80] a technique with reduced capacity

utilization was addressed to recover several disjoint connections (among different

source destination pairs) from multiple failures. However, in this research we

consider protecting multiple failures among several disjoint paths belonging to

the same source destination pair.

Let us consider that K working paths carry plain data, and P protection

paths carry encoded data. The protection paths are provided to tackle t ≥ 1

failures. Any arbitrary t paths out of (K + P ) paths may fail.

The source node sends plain data along K working paths, and encoded data

along P protection paths. The encoded data are generated by using a generator

matrix Z, known to both source and destination, which is illustrated in Fig. 7.3.

The generator matrix Z of Fig. 7.3 consists of an identity submatrix IK×K

corresponding to the working paths, and a submatrix EK×P corresponding to the

protection paths. Z has a rank of K. Each column of IK×K indicates that the

working paths carry plain data only. If eij is 1, plain data on working path i

is included in protection path j. Otherwise eij is zero. All the encoding (and

decoding) operations are performed over the binary finite field F2. Each row of Z

represents a codeword. The weight of a codeword in Z is the number of nonzero
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Figure 7.3: Generator matrix.

elements. The minimum weight dmin of Z is denoted by the minimum weight over

all rows in Z [17].

Among the (K+P ) disjoint paths, at most t arbitrary path(s) may fail. Data

of K working paths are recovered if the following conditions are satisfied,

• t ≤ dmin − 1, and

• The rank of the received matrix, which has a dimension of K(K + P − t),

is K.

In order to provide protection from any single (t = 1) failure, dmin should be

equal to 2. For this purpose only one protection path (P = 1) is sufficient. In

order to tackle t ≥ 2 failures, dmin should be ≥ 3, and for this purpose at least

P ≥ dmin + 1 protection paths must be employed.

In order to satisfy the above recovery conditions we must ensure that, first,

all the K plain data must be present in the (K + P − t) received combinations,

and, second, encoded data on each of the protection path must be different. The

well known Hamming codes, or narrow-sense BCH (Bose-Chaudhuri) codes can

be used to create a proper generator matrix that satisfies the above two recovery

conditions [17], [81], [82].

Let us consider the scenario, shown in Fig. 7.4, where seven disjoint paths

are available between source node s and destination node d. Let K = 4 be the

traffic splitting number. Three paths are available to use as protection paths.
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The generator matrix, known to both s and d, for this situation is given in the

following,

Z =









1 0 0 0 1 0 1
0 1 0 0 1 1 0
0 0 1 0 1 1 1
0 0 0 1 0 1 1









This Z has dmin = 3. Thus it can recover from any two failures occurring

in any of the seven disjoint paths. According to Z, source node s divides its

data into four equal parts x1, x2, x3 and x4, and sends them through four disjoint

paths. The three protection paths have different data combinations. Following Z,

the three encoded data are created as x1⊕x2⊕x3, x2⊕x3⊕x4, and x1⊕x3⊕x4,

and sent through the three available backup paths.

Suppose failures happened on the two paths carrying x1 and x3. Then desti-

nation receives five different data combinations, x2, x4, x1⊕x2⊕x3, x2⊕x3⊕x4,

and x1 ⊕ x3 ⊕ x4, on the five active disjoint paths. The destination node can

recover the lost two split data parts, x1 and x3, from these five received parts

as follows: it recovers x3 by performing two XOR operations as x3 = x2 ⊕ x4⊕

(x2⊕x3⊕x4). In a similar way x1 can be recovered as x1 = x3⊕x4⊕ (x1⊕x3⊕x4).

Figure 7.4: K is 4. We employ P = 3 backup paths for protection against any

t = 2 failures occurring on any of the 4 + 3 = 7 disjoint paths.
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7.5 Mathematical Preliminaries and Formula-

tion

7.5.1 Terminologies

The network G(V,E) is represented as an undirected graph, V is the set of vertices

(nodes) and E is the set of directed edges (links). A link from node i ∈ V to

node j ∈ V is denoted as (i, j) ∈ E. xk
ij is the binary routing variable. If

(i, j) belongs to disjoint path number k ∈ M , then xk
ij is 1, otherwise 0, where

M = {1, 2, · · · , K,K + 1, · · · , K + P}, P ≥ 1. Here P implies the number of

protection path(s) used. cij is the cost of using (i, j) by unit bandwidth. The

link cost is a given parameter, which is set by the network service providers. Dsd is

the traffic demand from source s to destination d. It is assumed that the network

is at least two-connected to facilitate the use of 1+1 path protection. Encoding

is performed at the source, while decoding is performed at the destination upon

t failure(s). The split parts are encoded and decoded by using XOR operations.

The split parts are encoded and decoded by using XOR operations.

An optical interface is of fixed rate. Let BI be the rate of an optical interface in

bit/second. In order to set up paths in optical networks we assume conventional

rules for wavelength continuity1.

For t = 1 failure recovery, K − 1 bitwise XOR operations are required for

encoding on the only protection path (P = 1). For t ≥ 2 failures recovery with

K ≥ P , at most K−2 bitwise XOR operations are required for encoding on each

of the P ≥ 2 protection paths. Let Ψ be the cost of one XOR operation. Let X2

be the total number of required XOR operations over all the protection paths,

1The objective of the presented technique is to determine a set of disjoint routes that

minimizes the cost of protection of bandwidth request between any source destination pair in

networks with the coding capability. We avoid specially optical network specific constraint

wavelength continuity, as we consider a general problem.
2We provide an expression for the number of encoding operations that meets the recovery

conditions.
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which is defined by,

X =











(K − 1)× P, if K ≥ 1, P = 1

(K − 2)× P, if K ≥ P ≥ 2

(K − 1) + (K − 2)× (P − 1), if K ≤ P, P ≥ 2

(7.1)

At the destination, the data processing technique may be different than that

of the source. However, for simplicity we assume that the same number of XOR

operations are required for recovery operation at the destination.

A traffic splitting number, for which the total cost of provisioned (K + P )

disjoint paths, are minimum is defined as the suitable traffic splitting number,

KS. The KS indicates the number of required disjoint working paths. Therefore,

a change in KS also causes a change in the routing. Let K be the minimum node

degree between a source destination pair. The range of KS for or any source

destination pair is given by 1 ≤ KS ≤ K− P .

The path delay associated with a disjoint path is defined as follows. Let δij

be the delay of an edge (i, j) ∈ E, then the path delay δP of a path P is defined

as:

δP =
∑

(i,j)∈P

δij.

The differential delay between two paths P and P
′

can be defined as follows:

|δP − δP′ | ≤ ∆,

where ∆ is the maximum allowable differential delay supported by the destination

node.

The maximum allowable differential delay ∆ is a given parameter. We intro-

duce a decision variable y in our formulation. y represents the longest propagation

delay among the disjoint paths, and facilitates the determination of differential

delay for each path. Let CB be the buffer cost per unit delay for each path k ∈ M .

If multiple services are aggregated, the same optical channel can be shared to

reduce the cost. In this case the most strict differential delay constraint deter-

mined by service requirements should be considered.

Table 7.1 below lists the symbols that are frequently used in this chapter.
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Table 7.1: List of symbols and descriptions

Symbol Description

K Traffic splitting number

P Number of protection paths

KS The suitable splitting number

BI Optical interface rate

t number of failure(s)

∆ Maximum allowable differential delay

Ψ Encoding/Decoding costs

CB Buffering costs

N The total number of nodes

m Number of minimum adjacent nodes

Dsd Traffic demand between source s and destination d

cij Cost of a link (i, j)

y A variable related to path delay

δij Delay of a link (i, j)

K the minimum node degree between the source and destination

δP Delay of a path

xk
ij Routing variable

y the longest propagation delay among the disjoint paths

X Required number of XOR operations

7.5.2 Mathematical formulation

We present two mathematical models, which are a traffic volume charging model

and an interface-oriented charging model. In the traffic volume charging model,

the total cost is affected by the actual total bandwidth usage. In the interface-

oriented charging model, it is affected by the number of optical interfaces used.

7.5.2.1 Traffic volume charging model

For the traffic volume charging model, we present an optimization problem by

formulating an integer linear programming (ILP) one. The optimization problem
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determines determines the best set of KS + P disjoint paths that meets the

maximum allowable differential delay (∆) supported at the destination.

The optimization problem is expressed as follows:

min
K≥1

Dsd

K
× f(K + P ) + 2×Ψ× X (7.2a)

where

f(K + P ) = min
K+P
∑

k∈M

∑

(i,j)∈E

cijx
k
ij +

CB ×
K+P
∑

k∈M



y −
∑

(i,j)∈E

δijx
k
ij



 (7.2b)

subject to:
∑

j∈V

xk
ij −

∑

j∈V

xk
ji = 1

if i = s, ∀k ∈ M (7.2c)
∑

j∈V

xk
ij −

∑

j∈V

xk
ji = 0

∀i 6= s, t ∈ V, ∀k ∈ M (7.2d)
∑

k∈M

xk
ij ≤ 1 ∀(i, j) ∈ E (7.2e)

∑

(i,j)∈E

δijx
k
ij −

∑

(i,j)∈E

δijx
k
′

ij ≤ ∆

∀k, k
′

(k 6= k
′

) ∈ M (7.2f)
∑

(i,j)∈E

δijx
k
ij ≤ y ∀k ∈ M (7.2g)

xk
ij = {0, 1} ∀k ∈ M, ∀(i, j) ∈ E. (7.2h)

The objective function in Eq. (7.2a) chooses a suitable value ofK = KS for the set

of (K + P ) disjoint paths that meets the maximum end-to-end delay required at

the destination node. The first term of Eq. (7.2a) determines the total bandwidth

usage cost, and the second term provides the cost for encoding/decoding. The

second part is multiplied by 2, because we assume that the same number of XOR

operations are required at the source and destination. Eq. (7.2b) is the objective

function of the ILP problem. The first part of Eq. (7.2b) indicates the total
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cost of sending each unit of traffic demand through the set of K + P disjoint

paths in the network. The second part of Eq. (7.2b) indicates the total buffering

cost at the destination by computing the buffering time needed for the data on

each of the disjoint paths. Eqs. (7.2c) and (7.2d) express the flow conservation

constraints at the source node and at intermediate nodes, respectively. Eq. (7.2f)

guarantees that the differential delay between any two out of K +P paths in the

solution is not greater than ∆ supported at the destination node. y (≤ ∆) is a

positive nonzero decision variable as defined by Eq. (7.2g). Note that y is the

longest propagation delay among the (K+P ) paths. The path disjoint constraint

is given by Eq. (7.2e), which states that different paths do not share any common

link. The binary routing variable is described by Eq. (7.2h).

Figure 7.5: Examined network topology

7.5.2.2 Interface-oriented charging model

In the interface-oriented charging model, we redefine the objective function in

Eq. (7.2a) by incorporating optical interface rate BI as follows:

min
K≥1

⌈

Dsd

BI ×K

⌉

BI × f(K + P ) + 2×Ψ× X. (7.3)
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In Eq. (7.3)
⌈

Dsd

BI×K

⌉

determines the number of optical interfaces required per

disjoint path. Note that ⌈x⌉ is the smallest integer greater than or equal to x. The

term BI × f(K + P ) determines the total path cost considering each path uses a

interface of rate BI . The second part of Eq. (7.3) provides the encoding/decoding

cost. The constraints in the interface-oriented charging model are the same as

those in the traffic volume charging model.

In the presented optimization problem, Eqs. (7.2a) and (7.3) take into account

key factors including bandwidth usage, encoding, buffering, and decoding costs,

that contribute to the implementation cost of the presented technique.

7.6 Performance Evaluation and Discussion

For the presented differential delay aware instantaneous recovery technique with

traffic splitting, we investigate how the routing, i.e., the suitable number of re-

quired working paths (KS) (since P is a given parameter) changes with varying

maximum allowable differential delay ∆, encoding/decoding costs Ψ, buffering

costs CB, optical interface rates BI , the number of protection paths P , the to-

tal number of nodes N , and the number of minimum adjacent nodes m. The

presented technique is extensively evaluated in several random networks. In our

evaluation we always use the traffic volume charging model, unless otherwise

specified. In order to solve the presented ILP problem, a commercial linear pro-

gramming solver, CPLEXr [46], is used.

Note that the number of possible traffic splitting depends on the smaller node

degree between source and destination nodes. That is, if the source node has

connection to six neighbor nodes and the destination node has connection to four

nodes, then the possible splitting number in the presented technique, considering

one protection path, is equal to at most three.

The random network topologies for evaluation are generated based on the

Waxman’s probability model by using the BRITE internet topology generator

[49]. The Waxmans probability model for interconnecting the nodes of the topol-

ogy is given by:

P (u, v) = αe−de/(βL),
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where 0 < α, β ≤ 1, de is the Euclidean distance from node u to node v, and L is

the maximum distance between any two nodes.

7.6.1 Effects of ∆,Ψ, CB, BI, and P on routing

The random network topology, as shown in Fig. 7.5, is used to evaluate the

effects of various values of ∆,Ψ, CB, BI , and P on KS + P . A source destination

pair, between which the highest number of disjoint paths exists, is selected for

evaluation. The link costs are considered uniform. The delay for each link is set

proportional to the corresponding link’s length.

Table 7.2: Normalized total cost for (K + P ) disjoint paths (w.r.t. the cost of

K=1) for various ∆ values in traffic volume charging model.

K ∆ ≥ 6 ∆ = 5 ∆ = 4 ∆ = 3

1 1 1 1 1

2 0.75 0.75 0.75 0.75

3 0.67 0.67 0.67 0.67

4 0.63 0.63 0.63 0.63

5 0.6 0.6 0.6 0.65

6 0.58 0.58 0.58

7 0.61 0.61 0.61

8 0.63 0.63 0.63

9 0.64 0.64 0.64

10 0.65 0.65 0.65

11 0.66 0.66 0.68

12 0.67 0.67 0.77

13 0.67 0.69

14 0.68 0.71

15 0.7 0.73

⊥ For ∆ ≤ 2 there is no feasible solution.
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7.6.1.1 ∆ versus KS

The effect of various values of ∆ on the total cost for KS + P paths is presented

in Table 7.2, which illustrates that as ∆ value decreases, KS also decreases. If ∆

has a low value (∆ ≤ 2 in our observations) no solution is possible, because the

minimum differential delay between any two disjoint paths is higher than that of

the specified ∆.

Here we assume that ∆ is a variable parameter, which is set by the service

providers, and the cost of encoding/decoding Ψ is set to 1. We also assume that

only one protection path (P = 1) is employed in the model. The buffering cost

CB is set to 0.1.

For a particular value of ∆ the traffic splitting number K, for which the

normalized total cost is minimum, is selected as KS. In the table for each ∆

value the total path cost, for any K, is normalized with respect to the cost

corresponding to K = 1. Note that K = 1 means no splitting, and thus the

cost corresponds to the conventional 1+1 protection technique. Throughout this

chapter the total path cost in any circumstance is normalized with the related

total path cost with K = 1.

In Tables 7.1, 7.2, 7.3, 7.4, and 7.5, an empty entry for any particular K value

implies that there is no feasible solution for that particular traffic splitting num-

ber. A bold entry indicates the minimum value in each column. The K value

corresponding to a bold entry indicates the suitable traffic splitting number, KS.

7.6.1.2 Ψ versus KS

The effect of various Ψ values on the total cost for KS + P paths is presented

in Table 7.3, which illustrates that the KS decreases with the increase of the

encoding/decoding costs Ψ. The data presented in Table 7.3 is interpreted in the

same way as described in the previous subsection.

Here we assume that ∆, CB, and P are set to 10, 0.1, and 1, respectively. For

simplicity, we assume that the same number of encoding and decoding operations

are required.
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Table 7.3: Normalized total cost for (K + P ) paths (w.r.t. the cost of K=1) for

various Ψ values in traffic volume charging model.

K Ψ = 1 Ψ = 5 Ψ = 8 Ψ = 11 Ψ = 17 Ψ = 35 Ψ = 101

1 1.00 1.00 1.00 1.00 1.00 1.00 1.00

2 0.75 0.76 0.77 0.78 0.79 0.81 1.02

3 0.67 0.69 0.71 0.72 0.73 0.84 1.17

4 0.63 0.67 0.69 0.70 0.75 0.89 1.38

5 0.61 0.66 0.67 0.71 0.77 0.95 1.61

6 0.60 0.65 0.68 0.72 0.80 1.02 1.85

7 0.62 0.68 0.73 0.77 0.86 1.13 2.12

8 0.64 0.71 0.77 0.82 0.92 1.24 2.39

9 0.66 0.74 0.80 0.86 0.98 1.34 2.66

10 0.67 0.76 0.83 0.90 1.03 1.44 2.92

11 0.68 0.78 0.86 0.93 1.08 1.53 3.18

12 0.69 0.80 0.89 0.97 1.13 1.63 3.44

13 0.70 0.82 0.91 1.00 1.18 1.72 3.70

14 0.71 0.84 0.94 1.04 1.23 1.82 3.96

15 0.74 0.88 0.98 1.09 1.30 1.93 4.24

7.6.1.3 Dependency of KS on multiple protection paths (P ≥ 1)

The effect of the number of protection paths, P , on the total cost for KS + P

paths is presented in Table 7.4, which illustrates that for P = 1, 2, 3, 4, 5, 6, 7 and

8, KSs are 6, 5, 10, 10, 11, 10, 9, and 10, respectively. Thus as P increases, the

value of KS + P also increases.

It is assumed that ∆ is set to 10 and the cost of encoding/decoding Ψ is

set to 1. We also assume that up to eight protection paths are allowed, i.e.,

P = 1, 2, 3, 4, 5, 6, 7, 8.

7.6.1.4 Effects of buffering cost CB on KS

Table 7.5 illustrates that as buffering cost increases, KS decreases. We assume

that ∆ is set to 10, buffering cost CB is set to 0.1, and the cost of encod-

ing/decoding Ψ is set to 1. We also assume that only one protection path (P = 1)
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Table 7.4: Number of protection paths, P , versus K in traffic volume charging

model.

Normalized cost for the number of protection paths, P

K P=1 P=2 P=3 P=4 P=5 P=6 P=7 P=8

1 1 1 1 1 1 1 1 1

2 0.751 0.669 0.628 0.610 0.587 0.607 0.594 0.572

3 0.671 0.561 0.511 0.468 0.475 0.481 0.453 0.432

4 0.632 0.513 0.449 0.434 0.423 0.413 0.385 0.367

5 0.617 0.481 0.437 0.413 0.388 0.374 0.349 0.323

6 0.603 0.487 0.432 0.394 0.366 0.353 0.320 0.298

7 0.628 0.496 0.424 0.382 0.355 0.333 0.303 0.281

8 0.652 0.497 0.421 0.379 0.342 0.322 0.292 0.270

9 0.664 0.500 0.423 0.371 0.336 0.316 0.286

10 0.677 0.510 0.420 0.369 0.333 0.312

11 0.697 0.511 0.421 0.370 0.333

12 0.703 0.517 0.425 0.372

13 0.717 0.525 0.432

14 0.733 0.537

15 0.753

is employed in the model.

7.6.1.5 Dependency of KS on Dsd

BI

We examine the interface-oriented charging model. The effect of various Dsd

BI

values on the total cost for KS+P paths is presented in Table 7.6 and the number

of required interfaces for each Dsd

BI
and K are presented in Table 7.7. Table 7.6

illustrates that a low value of Dsd

BI
suppress traffic splitting. For example, let us

assume that Dsd= 5 Gbps and BI=2.5 Gbps, and thus Dsd

BI
=2. According to

Table 7.6 and Table 7.7, KS is 2, and three optical interfaces (two for split traffic

and one for encoded traffic) are required. In this situation, an increase in the

traffic splitting number causes the split traffic volume to become less than the

optical interface rate, and leads to an inefficient use of the optical interfaces. This
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Table 7.5: Buffering cost CB at destination versus K in traffic volume charging

model.

Normalized cost of (K + P ) paths

K CB=0.1 CB=0.3 CB=0.4 CB=0.5

1 1.000 1.000 1.000 1.000

2 0.751 0.754 0.756 0.757

3 0.671 0.678 0.683 0.686

4 0.632 0.646 0.666 0.660

5 0.617 0.650 0.659 0.682

6 0.603 0.642 0.662 0.680

7 0.628 0.668 0.690 0.709

8 0.652 0.707 0.733 0.751

9 0.664 0.714 0.740 0.764

10 0.677 0.730 0.758 0.778

11 0.697 0.750 0.773 0.795

12 0.703 0.777 0.815 0.849

13 0.717 0.792 0.826 0.858

14 0.733 0.807 0.845 0.872

15 0.753 0.825 0.862 0.888

increases the total required number of interfaces, and the value of the objective

function defined by Eq. (7.3) in the interface-oriented charging model.

We consider various traffic demand values between the selected source-destination

pair. The optical interface traffic rate, BI , is a given parameter, which can be

set to any of the 2.5/10/40/100 Gbps rates, and these rates conform to currently

available devices. It is assumed that ∆, CB, Ψ, and P are set to 10, 0.1, 1, and

1, respectively.

7.6.2 Topology dependency of KS

We evaluate the traffic volume charging model in several random network topolo-

gies to investigate the effects of two topological parameters, the number of nodes

in the network, N , and the number of minimum adjacency nodes, m, on KS.
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Table 7.6: Normalized total cost for (K + P ) paths (w.r.t. the cost of K=1) for

various dst
BI

values in interface-oriented charging model.

K dsd
BI

=80 dsd
BI

=20 dsd
BI

=5 dsd
BI

= 2

1 1.00 1.00 1.00 1.00

2 0.75 0.75 0.90 0.75

3 0.68 0.70 0.80 1.00

4 0.63 0.63 1.00 1.25

5 0.60 0.60 0.60 1.50

6 0.61 0.70 0.70 1.75

7 0.64 0.64 0.85 2.13

8 0.63 0.75 1.00 2.50

9 0.65 0.86 1.15 2.88

10 0.65 0.65 1.30 3.25

11 0.73 0.73 1.45 3.63

12 0.70 0.80 1.60 4.00

13 0.77 0.88 1.75 4.38

14 0.71 0.95 1.90 4.75

15 0.79 1.05 2.10 5.25

We generate 10 random network topologies for every m and N combination.

We determine the maximum KS in each of the generated random network by

selecting source and destination pairs with the highest number of disjoint paths.

We obtain the same maximum KS for each of the 10 random topologies generated

with the same m and N but different random seed values.

7.6.2.1 Effects of number of nodes, N , on KS

The dependency of KS, with a given ∆, with respect to the number of nodes in

the network is presented in Fig. 7.6. In this case the number of minimum adjacent

nodes is kept fixed at m = 2.

With sufficient allowed ∆ = 10, KS increases with the number of nodes N in

the network, but this increase is marginal. One point to note, when ∆ = 1, no

splitting, i.e. the conventional 1+1 protection is the optimal solution as in the
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Table 7.7: Number of required optical interfaces at different dst
BI

ratios versus K

in interface-oriented charging model.

K dsd
BI

=80 dsd
BI

=20 dsd
BI

=5 dsd
BI

= 2

1 160 40 10 4

2 120 30 9 3

3 108 28 8 4

4 100 25 10 5

5 96 24 6 6

6 98 28 7 7

7 96 24 8 8

8 90 27 9 9

9 90 30 10 10

10 88 22 11 11

11 96 24 12 12

12 91 26 13 13

13 98 28 14 14

14 90 30 15 15

15 96 32 16 16

20, 30, and 40 nodes networks in Fig 7.6.

7.6.2.2 Effect of number of minimum adjacent nodes, m

The dependency of KS, with a given ∆, with respect to the number of minimum

adjacent nodes m in the network is presented in Fig. 7.7. In this case the number

of nodes in the network is kept fixed at N = 40.

Figure 7.7 shows that KS increases with m in the network. Because more

number of adjacent nodes per node increases the opportunity for diverse disjoint

multi-path routing.

7.6.3 Operation of presented technique

We explain the path setup operation, encoding, synchronization, and merging

(decoding) operations of the presented technique.
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Figure 7.6: Dependency of KS for different ∆ values w.r.t. varying number of

nodes N in the network.

7.6.3.1 Path setup

Figure 7.8 illustrates a path flow operation of the presented technique, where we

refer to a path computation element (PCE)-based network control/management

model [83, 84, 85]. A network management system (NMS) receives a request from

the source node. The request includes the requested bandwidth and number of

desired protection paths for a particular destination. The NMS sends the request

to the PCE. The PCE determines an optimum set of disjoint paths, by computing

the presented optimization problem, that minimizes the cost of protection of

traffic between the intended source and destination pair. The PCE replies to

the NMS. The reply includes all the path information, delay parameters, and the

suitable traffic splitting number. The NMS has all the information to set up the

paths.

There are two approaches to set up the paths. One is the centralized ap-

proach, and the other is the signalling approach. In the centralized approach the

NMS only sends the reply message including the suitable traffic splitting number
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Figure 7.7: Dependency of KS for varying number of minimum adjacent nodes

m in the network.

to the source node for the purpose of splitting and encoding. The NMS directly

configures/switches all the nodes along the disjoint paths, including the desti-

nation. In the signalling approach, the NMS sends the reply message, based on

the results from the PCE, to the source node. The source node sends signalling

messages to all the nodes along the disjoint paths, and configures the paths.

7.6.3.2 Additional functionalities at source and destination nodes

Table 7.8 summarizes the additional functionalities required at the source/destination

node to support our presented technique. A schematic diagram of each node in

the network is shown in Fig. 7.9. At the input line card of the source, traffic is

split into multiple parts, encoded data to be sent along the protection path(s)

is(are) created from these split parts by using XOR operations, and synchroniza-

tion markers are inserted in each of the split parts including the encoded part

periodically. These synchronization markers are used for the alignment of split

parts before merging at the destination. The individual delay for each path is

known. Based on this information, on the input line card of the destination node
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Figure 7.8: Path setup operation.

necessary delay buffers are employed. After all the split and encoded parts reach

the input line card of the destination, they are sent to the output line card, where

the split parts are synchronized and aligned by comparing the markers. After the

synchronization is completed, merging (in case of failure decoding) of all the split

parts, by using the XOR operations, is performed on the output line card of the

destination.

Figure 7.9: Basic switching fabric for source/destination node.
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Table 7.8: Additional functionalities required for the presented technique

Input line card Output line card

Source node Splitting, encoding, †

insert synchronization

marker

Destination node Delay buffer Synchronize split

for each path parts, merging

†No additional functionality.

7.6.4 Discussions

7.6.4.1 Encoding/decoding and buffering cost

The differential delay problem can be solved at the edge node by using electrical

buffers, which are efficient in saving cost and power [71]. However, in optical

networks in order to use electrical buffers we must use optical-electrical-optical

signal conversions. With large number of wavelengths present, by using optical

delay lines as optical buffers, we avoid the signal conversion [71]. Network ser-

vice providers in practice can determine the buffering cost CB according to their

budget and service requirements. Similarly, the encoding/decoding costs Ψ can

be determined by the type of XOR circuit used. Electrical XOR circuits are less

expensive than optical XOR circuits.

Another issue, that network service providers have to consider, is the size of

memory buffers used. Optical buffer is made of optical fibers, and is generally

much larger than a electrical RAM chip of comparable capacity.

7.6.4.2 Limitation of the presented technique

The achievable data rate in optical fibers has reached the petabit/sec rate [86].

Optical transmission systems with 400 Gbps to 1 Tbps are being developed.

Regardless of the path capacity, the spectrum resource in an optical fiber is

roughly constant. In such high bit rate networks if we split traffic at the source,

the use of more optical paths rather increases the cost of protection. If the given

traffic is carried by a single high bit rate path and protected by another path,
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the resource usage and therefore cost will be minimized. Thus the presented

technique is not advantageous for networks with leading-edge technologies.

7.6.4.3 Multiple connections among different source destination pairs

Assume that multiple connections exist among different source destination pairs,

and the links in the network has enough capacity to serve all these requests (link

capacity constraint is not considered). Under such assumptions, a set of disjoint

routes for each connection can be independently determined by the optimization

problem presented in this chapter. However, if the links in the network have

finite capacities, then routing for one connection will affect/influence the routing

of the remaining connections. Thus under limited capacity constraints, routing

problems to allocate connections among different source and destination pairs are

no more independent. In this situation a combined optimization problem for all

the connections with link capacity constraints need to be considered.

7.7 Summary

This chapter presented a differential delay aware erasure correcting code based

instantaneous recovery technique with traffic splitting. In this technique traffic is

split into K equal parts and forwarded independently through a set of K disjoint

paths. Multiple protection paths, P , provisioning is allowed in this technique in

order to tackle multiple failures. A mathematical model was presented in order

to determine K+P disjoint paths. For the recovery of data on the failed path(s),

all the split parts except the failed part(s) must be present at the destination.

Each disjoint path may experience a different delay, and the recovery operation

demands memory buffers for storing the split parts arriving earlier. The maximum

allowable differential delay ∆ determines the amount of memory buffers required

for each disjoint path. In order to implement the presented technique the service

providers must consider the memory buffers budgets incurred due to ∆. The

effect of ∆ on routing is thoroughly investigated in various random networks

with respect to encoding/decoding costs, buffering costs, optical interface rates,

the number of protection paths, the number of nodes in the network, and the
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number of minimum adjacent nodes. Simulation results observed that the KS

decreases with the increase of encoding/decoding costs, optical interface rates,

and buffering costs. It is also observed that the KS increases with the increase of

the number of adjacent nodes and ∆ values, and the number KS + P increases

with the increase of P values. The path setup, encoding, synchronization, and

merging (decoding) operations were discussed in order to support the presented

technique.
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Chapter 8

A Heuristic Routing Algorithm

with Erasure Correcting Code

Based Instantaneous Recovery

Technique

This chapter presents a heuristic routing algorithm to design routes for all possible

source destination pairs by provisioning erasure correcting code based instanta-

neous recovery technique with optimal traffic splitting (TS scenario), which was

addressed for a source destination pair in chapter 6. We consider a static routing

problem in networks having the coding capability. When the links in a network

have finite capacities, assigning routing for all possible source destination pair

by using this instantaneous recovery technique are mutually dependent, and this

issue was not addressed. For the route designing purpose, one need to check

routing for exponential number of traffic splitting number combinations. If the

number of combinations to be considered, which equals the multiplication of each

individual maximum possible traffic splitting numbers of all pairs considered, be-

comes extremely large obtaining a routing solution within a practical time is not

possible. In order to achieve a routing solution within a practical time, the pre-

sented heuristic algorithm gives highest priority to the pair either with the largest

cost or with the largest resource saving effect. For all source destination pairs

the total path costs of implementing erasure correcting code based instantaneous
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recovery technique, and conventional 1+1 protection technique are computed.

Almost 20% resource saving w.r.t. 1+1 protection is achieved in our examined

networks.

8.1 Introduction

Multi-path provisioning can deliver many benefits and efficiency to network oper-

ators [51, 52]. However, with relatively high frequency of fiber cuts, and tremen-

dous amount of traffic loss due to a single failure, survivability in multi-path

provisioning is of crucial concern [1, 68]. Protection, a proactive procedure in

which spare capacity is reserved during connection establishment, allows recov-

ery from such failures. When a working path (i.e., a path carrying traffic during

normal operation) fails, the connection is rerouted over to a backup path.

1+1 protection provides instantaneous recovery from any single link failure

in the network because only the destination node switching to the backup path

is necessary after a failure is detected. In order to achieve this, the bandwidth

resource requirements between every possible source and destination have to be

doubled.

In order to reduce the overall resources required for protection, several coding

based recovery techniques have been addressed [14, 15, 20, 23, 24, 35, 37]. The

network coding (NC) technique [12] based protection for unicast and multicast

traffic in optical networks is addressed in literature [15, 23, 24]. In the NC

technique intermediate nodes are allowed to encode several incoming data [54].

A.E Kamal presented 1+N protection by using the protection cycle (p-cycle)

structure to handle single and multiple failures in optical mesh networks [15]. A.E.

Kamal et al. also introduced 1 +N protection technique that does not require a

p-cycle [14]. Both the works [14, 15] presented integer linear programming (ILP)

formulations in order to asses the cost of their respective protection techniques.

Manley et al. investigated the application of NC in the multicast protection in

all-optical networks [23]. It also presented an ILP approach to find disjoint multi-

cast protection tree. The design issues for NC in all-optical networks considering

switching components, controllable optical delay lines, and all-optical XOR gates
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were also presented in [23]. Griffith et al. [24] presented an architecture for em-

ploying 1+1 protection in optical burst switched (OBS) networks, and examined

the design issues caused by propagation delays of the two disjoint paths across

the OBS networks. Meusburger et al. suggested that rerouting of 1+1 optical

channels, for long term planning of incremental networks, should be cost-efficient

[57].

The simplest technique used for encoding data in recent optical networks, ei-

ther at the intermediate nodes (NC technique [54]) or at the source node (erasure

correcting codes [58, 59]), is the exclusive-OR (XOR) operation. The implemen-

tation of all-optical XOR devices have been addressed in several independent

researches [23, 60, 61, 62, 63]. In those researches the operation speed of all-

optical XOR gates were reported as 10.7 Gbps [60], 10 Gbps [61, 62], and 20 and

40 Gbps [63].

1+1 protection techniques with erasure correcting code and NC were ad-

dressed in [20, 35], respectively. In [20] erasure correcting code based protection

technique was illustrated with the traffic split into two equal parts only. [55]

reported that traffic splitting based protection technique is most resource effi-

cient and maintains instantaneous recovery. However, optimal traffic splitting

was not addressed in [20] and [55]. Diversity coding based protection technique

was presented in [56]. The work in [35] presented an NC based 1+1 protection

technique that is applicable to scenarios where two source nodes have a common

destination node, and this technique requires synchronization of flows from two

different sources.

In order to minimize the resources required for protection from any single

link failure, an erasure correcting code based instantaneous recovery technique

with optimal traffic splitting was addressed in literature [37]. In that addressed

technique, the traffic between a source destination pair, p, is split into k(p) equal

parts, where k(p) is the traffic splitting number for pair p, and sent along k(p)

disjoint paths independently. The k(p) + 1th disjoint path is set to carry the

encoded data formed from the k(p) split parts. A traffic splitting number k(p), for

which the total cost of provisioned k(p) + 1 disjoint paths for pair p is minimum,

is selected as the optimal traffic splitting number. Note that for any source

destination pair p, 1 ≤ k(p) ≤ Kmax(p), where Kmax(p) equals the smaller node
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degree between the two nodes in pair p minus one. The instantaneous recovery

technique in [37] was addressed only for a single source destination pair, where

link capacity constraints were not considered.

When the links in a network have finite capacities, assigning routing for all

possible source destination pair by using the erasure correcting code based in-

stantaneous recovery technique [37] are mutually dependent, and this issue was

not addressed in [37]. The mutual dependency is explained in the following.

Let us assume that in a network, there are three source destination pairs,

and each has a Kmax(p) of 2. Under finite link capacity constraints, we have to

check the overall routing cost for all possible traffic split number (up to Kmax(p))

combinations for these three pairs at the same time. We set traffic split number for

the three pairs, respectively, as {1,1,1}, {1,1,2}, {1,2,1}, {1,2,2}, {2,1,1}, {2,1,2},

{2,2,1}, and {2,2,2}. The combination which gives the minimum total path cost

is selected, and the corresponding routing is the desired solution. In general one

need to check
∏

p∈P Kmax(p), where P is the set of all possible pairs, total cost

combinations. When the number of pairs is large, the number of combinations to

be considered becomes extremely large, and obtaining a routing solution for all

possible source destination pairs within a practical time is not possible.

This chapter presents a heuristic routing algorithm in order to achieve a rout-

ing solution for all p ∈ P within a practical time, where erasure correcting code

based instantaneous recovery technique is employed. We consider a static routing

problem in networks having the coding capability. In the presented algorithm,

the highest priority is given to the pair either with the largest cost first policy,

or with the largest resource saving effect first policy. For each pair, an iterative

ILP model is used to determine a suitable traffic splitting number and the overall

routing path cost of implementing erasure correcting code based instantaneous

recovery technique. After routing is assigned, a pair is removed from P , the

network residual link capacities are updated, and we repeat the whole procedure

described earlier, until P is empty.

The remainder of this chapter is as follows. The erasure correcting code based

instantaneous recovery technique with optimal traffic splitting is discussed in Sec-

tion 8.2. Section 8.3 presents the terminologies and the mathematical model for

determining a suitable k(p) and k(p) + 1 disjoint paths for pair p. The presented
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algorithm is presented in Section 8.4. The evaluation results are discussed in

Section 8.5. Finally, Section 8.6 concludes the chapter.

8.2 Erasure correcting code based instantaneous

recovery technique

Figure 8.1: Network protection with optimal traffic splitting using erasure cor-

recting code.

The erasure correcting code based instantaneous recovery technique with op-

timal traffic splitting, presented in [37], is re-produced in Fig. 8.1. Source node

s and destination node d in Fig. 8.1 are the edge nodes in a network. Each of

the edge nodes in the network is equipped with memory buffers for storing data.

In the recovery technique the traffic between a pair p, consisting of nodes s and

d, is split into k(p) equal parts (x1, x2, ....., xk(p)) and sent through k(p) disjoint

paths simultaneously. The split parts of the traffic are encoded at the source by

simple exclusive-OR (XOR) operation as xk(p)+1 = x1⊕x2⊕ .....⊕xk(p), and sent

simultaneously onto the k(p) + 1th disjoint path.

Note that the encoding technique here is the erasure correcting code [59] but

not the NC technique. This is because the encoding is performed only at the

source node, while NC is performed at the intermediate nodes [54].
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Figure 8.2: Recovery of failed data at the destination.

Instantaneous recovery is achieved in this technique by the introduction of

the encoded data in the k(p) + 1th path as illustrated in Fig. 8.2. If any link

carrying plain data fails, the destination node can detect the failure. Only the

destination node needs to switch to the k(p) + 1th backup path. By using the

plain data on the k(p) − 1 working paths and the encoded data on the k(p) +

1th protection path, destination node instantaneously recovers the lost data sent

along the failed path. For example, let the disjoint path carrying split part x2

fails. Destination node d detects this, performs switching over to the k(p) + 1

path, which is a backup path, and recover lost data by simple XOR operation as

x2 = x1 ⊕ x3 ⊕ .....⊕ xk(p) ⊕ xk(p)+1.

8.3 Mathematical Preliminaries and Formula-

tion

The mathematical model presented in this section is used to determine a suit-

able traffic splitting number k(p) and k(p) + 1 disjoint paths between a source

destination pair p.

8.3.1 Terminologies

The network G(V,E) is represented as an undirected graph, where V is the set

of vertices (nodes) and E is the set of edges (links). A link from node i ∈ V to
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node j ∈ V is denoted as (i, j) ∈ E, i 6= j. xm
ij is the binary routing variable. If a

link (i, j) ∈ E belongs to disjoint path number m ∈ M , then xm
ij is 1, otherwise 0,

where M = {1, 2, · · ·k(p)+1}. cij is the cost of link (i, j) ∈ E per unit bandwidth.

Let dsd be the traffic demand from the source s to the destination d of pair p. It

is assumed that the network is at least two-connected to facilitate the use of 1+1

protection technique. Encoding is done at the source, while decoding is done at

the destination upon a failure occurs. Let the residual capacity of each link is

κij . P be the set of all possible source destination pairs.

8.3.2 Mathematical formulation

For a source destination pair we present an optimization problem by formulating

an integer linear programming (ILP) one, where link capacity constraints are

considered, and the total cost is affected by the actual total bandwidth usage.

The optimization problem is expressed as follows:

min
k(p)≥1

dsd ·

[

f(k(p) + 1)

k(p)

]

, (8.1a)

where

f(k(p) + 1) = min
∑

m∈M

∑

(i,j)∈E

cijx
m
ij (8.1b)

subject to:
∑

j∈V

xm
ij −

∑

j∈V

xm
ji = 1, if i = s, ∀m ∈ M (8.1c)

∑

j∈V

xm
ij −

∑

j∈V

xm
ji = 0, ∀i 6= s, t ∈ V, ∀m ∈ M (8.1d)

xm
ij + xm

′

ij ≤ 1,∀m,m
′

(m 6= m
′

) ∈ M, ∀(i, j) ∈ E (8.1e)

dsd

k(p)
· xm

ij ≤ κij , ∀(i, j) ∈ E (8.1f)

xm
ij = {0, 1}, ∀m ∈ M, ∀(i, j) ∈ E. (8.1g)

The objective function in Eq. (8.1a) chooses a suitable value of k(p), for which the

total cost of k(p)+1 disjoint paths for pair p is minimum. Eq. (8.1b) minimizes

the total cost of sending each unit of traffic demand through the set of k(p)+1

disjoint paths in the network. Eqs. (8.1c) and (8.1d) express the flow conservation
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constraints at the source node and at intermediate nodes, respectively. The path

disjoint constraint is shown in Eq. (8.1e), which states that different paths do not

share any common link. Eq. (8.1f) describes the link capacity constraint, which

states that the used capacity in each link must not exceed the residual capacity.

The binary routing variable is described by Eq. (8.1g).

Note that, throughout the rest of the chapter we use the term ‘iterative ILP

model’ to refer to this optimization problem. In the optimization process an

ILP model, expressed by Eqs.(8.1b)-(8.1g), is solved iteratively by fixing k(p)

to different integer values between [1, Kmax(p)] and then it is checked whether

Eq. (8.1a) is satisfied.

(a) COST 239 network (b) US IP Backbone network

(c) Germany 17 network

Figure 8.3: Examined network topologies

8.4 Presented algorithm

We present a heuristic routing algorithm where, at first, priorities are assigned

to all the source destination pairs according to either policy 1 or policy 2 (to be
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described later in this section), then a pair with the highest priority is selected

and routing is assigned to it1. After routing is assigned, for the remaining pairs

we update the residual link capacities, and re-assign priorities based on updated

link capacities.

8.4.1 Algorithm description

The algorithm is as follows,

• Step 1: Compute and assign priorities to all the source destination pair

p ∈ P according to either policy 1 or policy 2. In both policies, the iterative

ILP model is used.

• Step 2: Select a pair with the highest priority. By using the results of

iterative ILP model obtained in Step 1, routing is assigned for the selected

pair.

• Step 3: Remove p from P and update the residual capacities of the links

used in Step 2.

• Step 4: If updated P is not empty, go to Step 1. Otherwise, go to Step 5.

• Step 5: The algorithm stops.

8.4.2 Policies to select a pair first

We have two policies to assign priorities to all the pairs in Step 1 of our presented

algorithm. The two policies are described in the following.

8.4.2.1 Policy 1 - Largest cost first policy

The highest priority is given to the source destination pair with the largest cost.

By using the iterative ILP model we compute the cost of implementing erasure

correcting code based instantaneous recovery technique by considering the resid-

ual link capacities. The pair with the largest cost is selected and routing is

1Since assigning routing for all p ∈ P at the same time by considering link capacities is not

possible in a practical time, we assign routing to one pair at a time.
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assigned to it. We select a pair with the largest cost because this demand has

the most impact on routing and residual link capacities. After routing is assigned

for a pair, it is removed from P (in Step 3), and the residual link capacities are

updated. We repeat the whole procedure for the remaining p ∈ P , until P = ∅.

8.4.2.2 Policy 2 - Largest resource saving effect first policy

Prior to describe policy 2, we define a metric named “resource saving effect”.

For a pair p the resource saving effect, R(p), is defined as the difference of total

cost for suitable k(p) + 1 paths and the total cost for two disjoint paths used for

conventional 1+1 protection.

In policy 2, highest priority is given to the pair with the largest R(p). For all

p ∈ P , by using the iterative ILP model, determine the cost of k(p) + 1 paths for

erasure correcting code based instantaneous recovery technique, and k(p)+1 = 2

paths for conventional 1+1 protection technique, and compute R(p). The pair

with the largest R(p) is selected, and routing is assigned for the selected pair

in step 2. Then it is removed from P and residual link capacities are updated

in Step 3 of our presented algorithm. We repeat the whole procedure for the

remaining p ∈ P , until P = ∅.

8.4.3 Algorithm complexity

The presented algorithm uses an iterative ILP model to assign routing for each

considered pair. A complexity measure for an ILP model was presented in [16].

We follow a similar measure to derive the complexity of the iterative ILP model

presented in this chapter. The ILP has |E| variables, and approximately (3|E|+
|E|(|E|−1)

2
) constraints, where |E| is the number of links. Thus the complexity of

our presented ILP is dominated by O(|E|3). For a pair p, the ILP model has to

run Kmax(p) times, where Kmax(p) is the maximum possible traffic split number

for the considered pair. Thus for a pair the iterative ILP model has an overall

complexity of O(|E|3)Kmax(p).

In our presented algorithm, whether the largest cost first policy or the largest

resource saving effect first policy is used, the iterative ILP approach is used
|P |(|P |+1)

2
times, where |P | is the number of all possible source destination pairs.
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This is because in Step 1 of the presented algorithm, in order to compute largest

cost (policy 1) or R(p) (policy 2) for the updated residual capacities, the iterative

ILP approach is used for all the pairs in the updated P again. Note that the O()

notation disregards any constants [65]. Thus, with either policy, our presented al-

gorithm has a complexity of the order of O(|P |2|E|3K), where K is the maximum

value of Kmax(p) over P .

8.5 Performance Evaluation and Discussion

We evaluate the performance of the presented algorithm, with both largest cost

first and largest resource saving effect first policies, by comparing the total cost

of all the routes designed by using our presented algorithm to the total cost of

all the paths when conventional 1+1 protection technique is used. Note that the

total path cost in all the cases include all the disjoint paths corresponding to

all possible source destination pair. We evaluate our presented algorithm in the

three networks shown in Fig. 8.3. The three networks are known as COST 239

network, US IP Backbone network, and Germany 17 network [67].

In the three networks link capacities are kept to a fixed value of 200 traffic

unit. The traffic demands for all possible source destination pairs are randomly

assigned in the range of 10 to 50 traffic units. The iterative ILP in Step 2

of the presented algorithm is solved by using the CPLEXr [46] mathematical

programming solver.

When the conventional 1+1 protection technique is employed, highest priority

is given to the source destination pair with the largest traffic demand. We prepare

a priority list of all the pairs p ∈ P according to the decreasing traffic demands.

The pair at the top of priority list is selected. Routing is assigned to the selected

pair by using the iterative ILP model with the constraint that only two disjoint

paths between a pair is allowed. Once fixed, the priority order in the list is not

changed. After routing is assigned to a pair, it is removed from the top of the list,

residual link capacities are updated, and the following pair in the list becomes

the highest priority pair to which routing is assigned next.

The normalized total cost for all the paths designed by using the erasure

correcting code based instantaneous recovery technique and the conventional 1+1
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Figure 8.4: Comparison of total path costs, normalized w.r.t. 1+1 protection

cost.

protection technique, in the three evaluated networks, are presented in Fig. 8.4.

Note that the total costs are normalized with respect to the total conventional

1+1 protection cost.

From the results of Fig. 8.4 it is observed that, the largest cost first policy

outperforms largest resource saving effect first policy in our examined networks.

Figure 8.4 illustrates that almost 20% resource saving is achieved in the COST

239 network by using traffic splitting based routing with the largest cost first

policy. In the COST 239 network the least node degree is four, and all the

source destination pair in this network can avail the resource saving advantage of

the erasure correcting code based instantaneous recovery technique. In the US

IP Backbone and Germany 17 networks, there are a number of pairs to which

erasure correcting code based instantaneous recovery technique is not applicable,

because only two disjoint paths exist for those pairs in the network. Thus some

pairs cannot obtain the benefit of resource saving due to traffic splitting in these

two networks. This is the reason of lower resource saving in the US IP backbone
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8.6 Summary

and Germany 17 networks.

8.6 Summary

This chapter presented a heuristic routing algorithm to design routes for all possi-

ble source destination pairs, in a practical time, by provisioning erasure correcting

code based instantaneous recovery technique with optimal traffic splitting. Our

presented heuristic algorithm gives the highest priority to the pair either with the

largest cost or with the largest resource saving effect. For all source destination

pairs the total path costs of implementing erasure coding based instantaneous

recovery technique with both policies, and the conventional 1+1 protection tech-

nique are computed. Almost 20% resource saving w.r.t. 1+1 protection was

achieved in our examined networks. Evaluation results observed that the largest

cost first policy outperforms the largest resource saving effect first policy in our

examined networks.
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Chapter 9

Conclusions and future work

9.1 Conclusions

This thesis has proposed two reliable route design schemes for the MSCD and

TS scenarios with the same objective of achieving instantaneous recovery at the

expense of reduced backup resources. Both MSCD and TS scenarios (presented

in previous works) have different requirements regarding node connectivity and

encoding technique. This is why two different routing schemes for two different

scenarios are proposed.

In the first scheme with MSCD scenario the route design problem, where

an optimum set of network coding (NC) aware routes that minimizes the cost of

1+1 protection in any scenario with k ≥ 2 sources and a common destination,

is formulated as an integer linear programming (ILP) formulation (chapter 2).

An ILP model is not practically solvable for large scale networks due to the

requirement of large amount of computer memory (RAM) and CPU processing

power. In order to achieve a near optimal routing solution in large scale networks,

a heuristic algorithm is presented (chapter 3). A mathematical model framework

of 13 ILP models was presented in chapter 4 in order to design optimum routes

in 3SD scenarios. A heuristic routing algorithm is presented in order to design

NC bases 1+1 protection routes for all possible source destination pair in the

network. In chapter 5, an iterative ILP model is presented for optimum route

design in 2SD scenarios, where the common destination node’s degree is ≥ 2. In
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Appendix A, an ILP with unequal traffic demand and link capacity constraints

is presented.

Our first proposed routing scheme with MSCD scenario meets all the re-

quirements stated in section 1.4 of chapter 1. It achieves instantaneous receiver

initiated recovery (req. 1), it requires less backup resources than the conventional

1+1 protection (req. 2), simple bitwise exclusive OR (XOR) operations are used

for encoding and decoding (req. 3), and it is applicable in scenarios where one or

both source and destination node is connected to only two neighbor nodes (req.

4).

In the second proposed scheme with TS scenario, traffic is split at the source,

encoded data is created using XOR operations on the split parts, and all the split

parts including the encoded one are sent to the destinationvia disjoint paths. An

ILP model is presented in chapter 6 which determines a suitable traffic splitting

number and a set of disjoint routes that minimizes the cost of protection. Each

disjoint path experiences a delay, and the destination node has to buffer all the

split parts arriving earlier until the last part arrives. After this recovery operation

is performed, if necessary. Differential delay (between any two employed disjoint

paths) aware routing with traffic splitting is discussed in chapter 7. The path

setup, encoding, synchronization, and merging operations to support this scheme

was also discussed. When the links in the network have finite capacities, routing

with splitting for one pair affects the routing of other pairs. In chapter 8, a

heuristic routing algorithm is presented in order to design traffic splitting based

protection routes for all possible source destination pair under the link capacity

constraints.

The second proposed routing scheme meets the first three requirements men-

tioned in chapter 1. However, it is not applicable if one or both source and

destination node is connected to only two neighbor nodes. In this case, 1+1

protection without splitting is the only solution.

In order to evaluate the effectiveness and applicability, the performance of our

two proposed route design schemes were evaluated in terms of the total resource

saving with respect to the conventional 1+1 protection technique. Table 9.1

below summarizes the evaluated resource saving results obtained by using our

proposed schemes. In the evaluation protection routes for all possible source
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destination pairs were designed by the two proposed schemes, respective, in the

three evaluated networks.

Table 9.1: Comparison of two proposed schemes

Resource saving %

Examined networks Scheme with MSCD scenario Scheme with TS scenario

COST 239 15% 20%

Germany 17 7.1% 7%

US IP Backbone 11 % 17%

From the evaluation results of Table 9.1, we conclude that our proposed rout-

ing scheme with MSCD scenario is suitable for sparse networks (for example

Germany 17 network), while the proposed scheme with TS scenario is advanta-

geous for dense networks (i.e. COST 239 network). The routing scheme with the

TS scenario achieves a higher resource saving than that of the scheme with the

MSCD scenario. However, in sparse networks opportunity of splitting is less, and

even does not exist for some pair. In this situation the routing scheme with the

MSCD scenario can be applied in order to design coding aware resource efficient

routes.

9.2 Future work

One important concern is “Should we use coding technique for reliable commu-

nication network design?” It is necessary to have an idea on how much recourse

saving is possible if coding technique is used for reliable route design for com-

munication networks. The amount of resource saving will create interest for the

investors and researchers in communication community to use coding in network

design. In this thesis, we address the coding based route design problem to find

the amount of resource saving achieved by using coding technique with protection

techniques.
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For coding based survivable network design the following issues should be

investigated.

• Which layer?

– At lower layer, hardwired coding technique. Hardware cost is high,

and increases network node size.

– At higher layer, software based coding technique. Easy to control

coding operations, less expensive than hardwired solution.

• Synchronization: Bit level, frame level, packet level, or segment level.

• Protocol to manage synchronization and coding

In this research we considered that the traffic demand is exactly known. How-

ever, it is difficult to measure the exact traffic demands, and traffic demands

fluctuate in present high speed networks. It would be interesting to design our

proposed schemes for uncertain traffic demands. To tackle the issue of uncertain

demands we have to re-design our routing scheme, where the objective will be to

minimize the worst case network congestion ratio (maximum link utilization over

all links).
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Appendix A

ILP for 2SD scenarios with

unequal traffic demands

A.1 Effect of unequal traffic demand on NC

The effect of unequal traffic demands on resource saving using the NC technique

is described with reference to Fig. A.1. Source nodes A and B have data X1

and X2 respectively to send to the common destination node D. Let ωAD and

ωBD are denoted as the traffic demands between nodes A and D, and between

nodes B and D, respectively. ωAD and ωBD either have the same value or have

different values. Let βij denote the bandwidth demand, and γij indicates the

bandwidth saving due to the NC technique on any link (i, j) ∈ E in the network.

In Fig. A.1, paths PA1 = A−D and PB1 = B −D carry plain data X1 and X2,

while PA2 = A−C −D and PB2 = B −C −D experience the NC effect. C −D

is the common link and C is the NC node. Depending on the values of ωAD and

ωBD, link C −D carries one of the following three combinations of data.

1. If ωAD = ωBD, it carries X0, X1 ⊕X2, and βCD = ωAD = ωBD. Note that,

X0 means no data.

2. ωAD > ωBD, it carries X1, X1 ⊕X2, and βCD = ωAD.
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Figure A.1: Effect of unequal traffic demands on network coding along the link

C −D. The value of XM is determined by the bandwidth demands of X1 and X2.

3. ωAD < ωBD, it carries X2, X1 ⊕X2, and βCD = ωBD.

The βCD depends on the values of ωAD and ωBD. When both demands are

equal, X1 and X2 are compressed as X1 ⊕X2, and βCD = ωAD = ωBD. If source

A has larger traffic demand than that of source B, i.e., ωAD > ωBD, ωBD amount

of X1 data is XORed with X2, requiring ωBD bandwidth. The rest of the X1 data

is sent as it is through link C − D, which requires a bandwidth of ωAD − ωBD.

Thus, we obtain βCD = ωBD+ωAD−ωBD = ωAD, which is equal to the bandwidth

corresponding to higher demand, and γCD = ωBD. In a similar way, for the case

of ωAD < ωBD, we obtain βCD = ωBD and γCD = ωAD.
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A.2 Mathematical model for unequal traffic demands with link
capacity constraints

A.2 Mathematical model for unequal traffic de-

mands with link capacity constraints

In this model unequal traffic demands and link capacities are included as con-

straints. T = {ωsd} is the traffic matrix, where ωsd is the traffic demand between

source node s and destination node d. Let κij be the capacity of (i, j) ∈ E and

σ be the set of the link capacities, i.e., κij ∈ σ.

A new model includes the effect of unequal traffic demands in the objective

function. The link capacity constraints are also included. We introduce two

binary variables h1 and h2 to determine the smaller traffic demand between the

two. The ILP model includes five binary variables. The third one is the binary

routing variable x
sd,k
ij . The fourth and the fifth binary variables z1ij and z2ij are

used to determine proper NC effect depending on the routing variable, h1 and

h2. The input parameters to this ILP model are source and destination nodes s1,

s2, d ∈ V , number of nodes in the network N, the cost of each link cij , capacity

of each link κij, and demands of each possible source-destination pair ωsd, where

i, j, s, d ∈ V .

The model, belonging to the ILP class, with unequal traffic demands and link

capacity constraints is as follows:

min
∑

(i,j)∈E

2
∑

k=1

cij × (ωs1d × x
s1d,k
ij + ωs2d × x

s2d,k
ij )−

∑

(i,j)∈E

(cij × ωs1d × z1ij)−

∑

(i,j)∈E

(cij × ωs2d × z2ij) (A.1)

s.t. x
s1d,1
ij + x

s1d,2
ij ≤ 1, ∀(i, j) ∈ E (A.2)

x
s2d,1
ij + x

s2d,2
ij ≤ 1, ∀(i, j) ∈ E (A.3)

x
s1d,1
ij + x

s2d,1
ij ≤ 1, ∀(i, j) ∈ E (A.4)

x
s1d,1
ij + x

s2d,2
ij ≤ 1, ∀(i, j) ∈ E (A.5)

x
s1d,2
ij + x

s2d,1
ij ≤ 1, ∀(i, j) ∈ E (A.6)
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∑

j∈V

(xs1d,1
ij − x

s1d,1
ji ) = 1, i = s1 (A.7)

∑

j∈V

(xs1d,2
ij − x

s1d,2
ji ) = 1, i = s1 (A.8)

∑

j∈V

(xs2d,1
ij − x

s2d,1
ji ) = 1, i = s2 (A.9)

∑

j∈V

(xs2d,2
ij − x

s2d,2
ji ) = 1, i = s2 (A.10)

∑

j∈V

(xs1d,1
ij − x

s1d,1
ji ) = 0, ∀i ∈ V, i 6= s1, d (A.11)

∑

j∈V

(xs1d,2
ij − x

s1d,2
ji ) = 0, ∀i ∈ V, i 6= s1, d (A.12)

∑

j∈V

(xs2d,1
ij − x

s2d,1
ji ) = 0, ∀i ∈ V, i 6= s2, d (A.13)

∑

j∈V

(xs2d,2
ij − x

s2d,2
ji ) = 0, ∀i ∈ V, i 6= s2, d (A.14)

h2 − h1 = 1, for ωs1d ≥ ωs2d (A.15)

h1 − h2 = 1, for ωs1d < ωs2d (A.16)

ωs1d × x
s1d,1
ij ≤ κij , ∀(i, j) ∈ σ (A.17)

ωs1d × x
s1d,2
ij ≤ κij , ∀(i, j) ∈ σ (A.18)

ωs2d × x
s2d,1
ij ≤ κij , ∀(i, j) ∈ σ (A.19)

ωs2d × x
s2d,2
ij ≤ κij , ∀(i, j) ∈ σ (A.20)

x
sd,k
ij = {0, 1}, ∀(i, j) ∈ E,

s = s1, s2, k = 1, 2 (A.21)

h1 = {0, 1}, (A.22)

h2 = {0, 1}, (A.23)

z1ij = {0, 1}, ∀(i, j) ∈ E (A.24)

z1ij ≤ x
s1d,2
ij , ∀(i, j) ∈ E (A.25)

z1ij ≤ x
s2d,2
ij , ∀(i, j) ∈ E (A.26)

z1ij ≤ h1, ∀(i, j) ∈ E (A.27)

z1ij ≥ x
s1d,2
ij + x

s2d,2
ij + h1 − 2, ∀(i, j) ∈ E (A.28)

z2ij = {0, 1}, ∀(i, j) ∈ E (A.29)
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z2ij ≤ x
s1d,2
ij , ∀(i, j) ∈ E (A.30)

z2ij ≤ x
s2d,2
ij , ∀(i, j) ∈ E (A.31)

z2ij ≤ h2, ∀(i, j) ∈ E (A.32)

z2ij ≥ x
s1d,2
ij + x

s2d,2
ij + h2 − 2, ∀(i, j) ∈ E. (A.33)

The objective function in Eq. (A.1) is modified properly to get the optimum

minimum cost of employing NC based 1+1 protection in any scenario with two

sources and a common destination with unequal traffic demands. The second and

the third terms in Eq. (A.1) are responsible for providing the NC effect with the

help of two binary decision variables z1ij and z2ij . Eqs. (A.15) and (A.16) are the

constraints that identifies the higher and lower between the two traffic demands

and set the binary variables h1 and h2, respectively in Eqs. (A.22)-(A.23), ac-

cordingly. Eq. (A.21) describes the binary routing variable. Eqs. (A.17)-(A.20)

describe the link capacity constraints, which tell that the total traffic on any

link belonging to the employed paths should not exceed the specified capacity.

Eqs. (A.2) and (A.6) specify the path disjoint constraints while the flow conserva-

tion constraints are specified by the Eqs. (A.7)-(A.14), these constraints are the

same in both the ILP models presented in this paper. Eqs. (A.24)-(A.33) describe

the binary variables to determine the proper links to employ NC. Eq. (A.28) de-

scribes that, if ωs1d < ωs2d then z1ij is 1, otherwise 0. Eq. (A.33) describes that,

if ωs1d ≥ ωs2d then z2ij is 1, otherwise 0.
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Appendix B

Discussion on theoretical

complexity of the considered

network coding based 1+1

protection route design problem

Technique to prove a new problem is NP-Complete

Given a new problem X, the basic strategy for proving it is NP-Complete is as

follows [89].

1. Prove that X is an NP problem.

2. Choose a problem Y that is known to be NP-Complete.

3. Prove that Y is polynomial time reducible to X , i.e., Y ≤P X.
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Problem description when k is a variable

Our considered network coding [12] based 1+1 protection route design problem

and the Steiner tree problem, when k is a variable , are defined in the NP form

in the following.

Network coding based 1+1 protection route design prob-

lem (NCR)

Instance:

• A graph G = (V,E), where V is the set of vertices, and E is the set of

edges.

• An edge-cost function: C: E → Z+, where Z+ is the set of nonnegative

integers.

• A set T of k sources {v1, v2, · · · , vk} ∈ V .

• A destination d ∈ V

• An integer: h.

Question

Is there any set F of edges forming network coding based protection routes for T

and d with C(F ) ≤ h?

Requirement:

Provide a “YES” or “NO” answer to the above mentioned question for any in-

stance of NCR.

Note that, T and d constitute multiple sources and a common destination

(MSCD) scenario with k sources, respectively, denoted by kSD.
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Steiner tree problem (ST)

Instance:

• A graph G′ = (V ′, E ′), where V ′ is the set of vertices, and E ′ is the set of

edges.

• An edge-cost function: C′: E ′ → Z+, where Z+ is the set of nonnegative

integers.

• A set T ′ of k′ terminals {v′1, v
′
2, · · · , v

′
k′} ∈ V ′

• An integer: h′

Question

Is there any subtree F ′, that spans all the k′ terminals ∈ T ′, with C′(F ′) ≤ h′?

Requirement:

Provide a “YES” or “NO” answer to the above mentioned question for any in-

stance of ST.

Lemma 1

The NCR problem, when k is a variable, in an NP-Complete problem.

Discussion - how ST and NCR are related

A feasible routing solution of our considered NCR problem in any kSD scenario

includes a combination of a Steiner tree, on which a common destination, d, and

k sources exist, and multiple disjoint paths from the k sources to the common

destination. For example, consider an MSCD scenario with k = 3 sources, as

shown in Fig. B.1 below.

A Steiner tree (rooted at the common destination, indicated by dotted lines

in Fig. B.1), that connects the common destination d to all the given k sources

∈ T , serves as the backup protection paths for the given sources. Network coding

(NC) can be applied at some intermediate node of this tree. k disjoint paths

(indicated by solid lines in Fig. B.1) from all the given sources to the common

destination, which must also be disjoint from the Steiner tree mentioned earlier,

serve as working paths.
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Figure B.1: A solution of the considered routing problem includes a Steiner tree

finding approach

Proof of Lemma 1

Polynomial time reduction of any instance of ST into an instance of

NCR

Let X = (G′, T ′,C′, h′) be any given instance of ST. We define a function f that

reduces any given instance X of ST into an instance Y = (G, T, d,C, h) of NCR

in polynomial time. In other words, Y = f(X).

Description of function f

Input

Any instance X = (G′, T ′,C′, h′) of ST.

Processing

• Let V = V ′, d = v′k′, T = T ′ \ {v′k′}, h = h′, k = k′ − 1, and C=C′.

• Add zero-cost edges (v′i, d) for i = 1, 2, · · · , k′ − 1.

• Thus E = E ′ ∪ {(v′1, d), (v
′
2, d), · · · , (v

′
k′−1, d)}.

Output

An instance Y = (G, T, d,C, h) of NCR.
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Figure B.2: Illustration of a function to reduce any given instance X of ST into

an instance Y of NCR in polynomial time.

Thus, using function f , we can reduce any given instance X of ST into an

instance Y of NCR in polynomial time, which is described in Fig. B.2.

X ≤P Y (B.1)

Note that, X is feasible if and only if Y is feasible,

X ∈ ST ⇐⇒ Y ∈ NCR (B.2)

In order to complete the proof of Lemma 1, we have to prove that Eq. B.2

is true in both ways. We split the proof of Eq. B.2 into two parts, one for each

implication.

• ST ⇒ NCR

According to our described function f any given instance of ST is trans-

formed into an instance of NCR by adding zero-cost edges. Thus both

instances of ST and NCR have the same cost. We also set h = h′ as defined

in f . Therefore, a feasible solution exists for the transformed instance of

NCR (with cost ≤ h) if the given instance of ST has a cost ≤ h′.
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CONSIDERED NETWORK CODING BASED 1+1 PROTECTION
ROUTE DESIGN PROBLEM

• ST ⇐ NCR

Suppose there exists an instance of NCR with cost w, where w = a+b is the

total cost of primary (a) and NC based backup paths (b). NCR is feasible

if w ≤ h. F ⊆ E includes all the edges that belong to an instance of NCR.

Let F1 ⊂ F be a set of edges that belong to the primary disjoint working

paths, and F2 ⊂ F be a set of edges belonging to the NC based backup

paths. By removing the edges of F1 we can transform any given instance

of NCR into an instance of ST with cost b. By definition a is nonnegative.

Thus, if w = a + b ≤ h is satisfied, b ≤ h is also satisfied. Therefore, a

feasible solution exists for the transformed instance of ST (with cost ≤ h′)

if the given instance of NCR has a cost ≤ h.

From Eq. (B.2) we have the following corollary.

Corollary

If NCR has a polynomial time algorithm, then ST also has a polynomial time

algorithm.

However, the problem of finding an instance X of ST among a subset of k

vertices, where k is a variable, is known to be NP-Complete [90]. Since ST is

an NP-Complete problem, the NCR problem is also an NP-Complete problem.

(Lemma 1 is proved) �

NCR problem includes zero-cost edges, and for the polynomial time transfor-

mation of any instance of ST into an instance of NCR we added zero-cost edges.

In our original NCR (O-NCR) problem that is discussed in chapters 2 and 3,

zero-cost edges do not exist. We can transform any given instance of ST into an

instance of O-NCR in polynomial time, where Bhandari’s edge-disjoint shortest

pair algorithm [44] is used iteratively to find k disjoint paths among k sources and

the common destination. The transformation from NCR to O-NCR is straight-

forward. Therefore, our discussion mainly focuses on the transformation ST ≤P

NCR.
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Network coding based minimum cost route design problem

(Min-NCR)

Instance:

• A graph G = (V,E), where V is the set of vertices, and E is the set of

edges.

• An edge-cost function: C:E → Z+, where Z+ is the set of nonnegative

integers.

• A set T of k sources {v1, v2, · · · , vk} ∈ V .

• A destination d ∈ V

Requirement:

• Determine a set F of edges, forming network coding based 1+1 protection

routes for T and d, that minimizes the C(F ) of protection.

Note:

• Min-NCR does not require a “YES” or “NO” answer.

Theorem 1: The Min-NCR problem, when k is a variable, is an NP-Hard prob-

lem.

Proof:

According to Lemma 1, NCR is an NP-Complete decision problem. However,

Min-NCR is not a decision problem. It is a search or optimization problem.

Therefore, Min-NCR is an NP-hard problem.

Problem description when k is fixed

Our considered network coding based 1+1 protection route design problem and

the Steiner tree problem, when k is fixed, are defined in the following.
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B. DISCUSSION ON THEORETICAL COMPLEXITY OF THE
CONSIDERED NETWORK CODING BASED 1+1 PROTECTION
ROUTE DESIGN PROBLEM

Network coding based 1+1 protection route design prob-

lem with fixed k (NCR1)

Instance:

• A graph G = (V,E), where V is the set of vertices, and E is the set of

edges.

• An edge-cost function: C: E → Z+, where Z+ is the set of nonnegative

integers.

• A set T of k fixed sources ∈ V .

• A destination d ∈ V

Requirement:

• Determine a set F of edges, forming network coding based 1+1 protection

routes for T and d, that minimizes the C(F ) of protection.

Steiner tree problem with fixed k (ST1)

Instance:

• A graph G′ = (V ′, E ′), where V ′ is the set of vertices, and E ′ is the set of

edges.

• An edge-cost function: C′: E → Z+, where Z+ is the set of nonnegative

integers.

• A set T ′ of k′ fixed terminals ∈ V ′

Requirement:

• Determine a subtree F ′ spanning T whose C(F ) is minimum.

Discussion:

Any instance X of ST1 is solvable in polynomial time with fixed number of

terminals [91]. According to our previous discussion, any instance X of ST1 is

polynomial time reducible to an instance Y of NCR1. However, from this we can

not say that NCR1 is also a polynomial time problem.
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